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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Using robots in nursing homes linked to higher employee retention, better patient care
        Facing high employee turnover and an aging population, nursing homes have increasingly turned to robots to complete a variety of care tasks, but few researchers have explored how these technologies impact workers and the quality of care. A new study on the future of work finds that robot use is associated with increased employment and employee retention, improved productivity and a higher quality of care.

      

      
        What is the average wait time to see a neurologist in US?
        Older people wait an average of just over a month to see a neurologist for specialty care after being referred by their primary care physician or another physician, according to a new study. The study, which looked at people who have Medicare insurance, also found some people wait more than three months to see a neurologist.

      

      
        AI predicts cancer prognoses, responses to treatment
        A new artificial intelligence tool combines data from medical images with text to predict cancer prognoses and treatment responses.

      

      
        Tumor-secreted protein may hold the key to better treatments for deadly brain tumor
        A study has found targeting a protein called endocan and its related signaling pathway could be a promising new approach for treating glioblastoma, an aggressive and lethal type of brain cancer.

      

      
        Mediterranean sharks continue to decline despite conservation progress
        New research has found more than 200 measures to protect sharks and rays across the 22 coastal states of the Mediterranean region. However, while elasmobranchs have made it onto many policy agendas, the study found considerable differences in how effectively any legislation was being monitored with no single source for tracking progress in the conservation and management of sharks at national levels.

      

      
        Breakthrough in 2D material growth opens doors to cleaner energy and next-generation technology
        A breakthrough in decoding the growth process of Hexagonal Boron Nitride (hBN), a 2D material, and its nanostructures on metal substrates could pave the way for more efficient electronics, cleaner energy solutions and greener chemical manufacturing, according to new research.

      

      
        How people make life's biggest decisions
        Some decisions in life are so significant that they have a massive impact on the course of a person's future. Whether it's the decision to emigrate, quit a job, end a long-term relationship, or report a sexual assault, these choices are transformative. They shape personal identities and life trajectories in unpredictable and often irreversible ways. A new conceptual paper offers a framework for understanding and studying these life-changing decisions.

      

      
        Rethinking population management in zoos
        Until now, contraception has been the method of choice for zoos to avoid surplus animals. Researchers are now calling for a paradigm shift: zoos could preserve their breeding populations, raise awareness of conservation challenges and improve animal welfare and their carbon footprint by allowing animals to reproduce naturally and culling surplus animals.

      

      
        Electrohydraulic wearable devices create unprecedented haptic sensations
        Scientists have invented compact wearable devices that deliver rich, expressive, and pleasant tactile sensations that go far beyond the buzzing vibrations of today's consumer devices.

      

      
        AI could improve the success of IVF treatment
        Artificial Intelligence (AI) could help doctors identify follicles that are most likely to lead to the birth of a baby during IVF treatment more precisely than current methods.

      

      
        Moving in sync, slowly, in glassy liquids
        Researchers used computer simulations to determine the mechanisms that control the temperature dependence of molecular dynamics in a glassy supercooled liquid. This work may lead to higher-quality glass production at lower cost.

      

      
        Preventing clinical depression: Early therapeutic interventions offer protection
        Even individuals whose symptoms do not yet meet the criteria for clinical depression benefit from therapeutic interventions. This conclusion comes from a new meta-study by researchers who analyzed data from 30 studies. Participants who received interventions were significantly less likely to develop clinical depression within the first year.

      

      
        Using AI to predict the outcome of aggressive skin cancers
        Research demonstrates that AI can determine the course and severity of aggressive skin cancers, such as Merkel cell carcinoma (MCC), to enhance clinical decision making by generating personalzsed predictions of treatment specific outcomes for patients and their doctors.

      

      
        The 'red advantage' is no longer true for Olympic combat sports
        Wearing a red outfit in combat sports has been believed to provide an advantage for athletes, but a new study suggests there is no longer any truth in the claim.

      

      
        Intermittent fasting is effective for weight loss and improves cardiovascular health in people with obesity problems
        Scientists have conducted a pioneering study on the benefits of intermittent fasting. Not eating anything from 5 p.m. until 9 a.m. the following day (early fasting) helps to a greater extent to improve blood sugar regulation and reduce abdominal subcutaneous fat, i.e. the fat just under the skin.

      

      
        Study advances possible blood test for early-stage Alzheimer's disease
        Declining blood levels of two molecules that occur naturally in the body track closely with worsening Alzheimer's disease, particularly in women. Levels were found to drop gradually, from women with no signs of memory, disorientation, and slowed thinking to those with early signs of mild cognitive impairment. Decreases were more prominent in women with moderate or severe stages of the disease. Declines in men were evident in only one molecule, revealing a disease-specific difference between the m...

      

      
        When the past meets the future: Innovative drone mapping unlocks secrets of Bronze Age 'mega fortress' in the Caucasus
        An academic has used drone mapping to investigate a 3000-year-old 'mega fortress' in the Caucasus mountains, revealing details that re-shape understanding of the site and contribute to a global reassessment of ancient settlement growth and urbanism.

      

      
        Evolutionary biology: Ants can hold a grudge
        Evolutionary biologists are investigating the extent to which ants learn from past experiences. After being attacked by ants from a particular nest, ants behave more aggressively towards others from that same nest.

      

      
        Low-cost system will improve communications among industrial machines
        Researchers have found a low-power, inexpensive way for large numbers of devices, such as machines in factories and equipment in labs, to share information by efficiently using signals at untapped high frequencies. The technology is an advanced version of a device that transmits data in a wireless system, commonly known as a tag.

      

      
        High performance in frosty conditions
        Most solids expand as temperatures increase and shrink as they cool. Some materials do the opposite, expanding in the cold. Lithium titanium phosphate is one such substance and could provide a solution to the problem of steeply declining performance of lithium-ion batteries in cold environments. Scientists have now demonstrated its suitability for use in electrodes for rechargeable batteries.

      

      
        A new era in genetic engineering
        Researchers describe minimal versatile genetic perturbation technology (mvGPT). Capable of precisely editing genes, activating gene expression and repressing genes all at the same time, the technology opens new doors to treating genetic diseases and investigating the fundamental mechanisms of how our DNA functions.

      

      
        Lithium-sulphur pouch cells investigated at BESSY II
        A team has gained new insights into lithium-sulphur pouch cells at the BAMline of BESSY II. A new picture emerges of processes that limit the performance and lifespan of this industrially relevant battery type.

      

      
        Elderberry juice shows benefits for weight management, metabolic health
        Elderberry juice may be a potent tool for weight management and enhancing metabolic health, according to a recent study. A clinical trial found that drinking 12 ounces of elderberry juice daily for a week causes positive changes in the gut microbiome and improves glucose tolerance and fat oxidation.

      

      
        Scorching climate drove lampreys apart during cretaceous period
        A new study finds that one of the hottest periods in Earth's history may have driven lampreys apart -- genetically speaking. The work could have implications for how aquatic species respond to our current changing climate.

      

      
        Exposure to aircraft noise linked to worse heart function
        People who live close to airports and are exposed to high aircraft noise levels could be at greater risk of poor heart function, increasing the likelihood of heart attacks, life-threatening heart rhythms and strokes, according to a new study.

      

      
        How deep sleep clears a mouse's mind, literally
        A good night's sleep does more than just help you feel rested--it might literally clear your mind. A new study shows how deep sleep may wash away waste buildup in the brain during waking hours, an essential process for maintaining brain health. The findings also offer insights into how sleep aids may disrupt the 'brainwashing' system, potentially affecting cognitive function in the long run.

      

      
        Human 'domainome' reveals root cause of heritable disease
        Unstable proteins are the main drivers of many different heritable diseases, according to a new study, including genetic disorders responsible for the formation of cataracts, and different types of rare neurological, developmental and muscle-wasting diseases. Unstable proteins are more likely to misfold and degrade, causing them to stop working or accumulate in harmful amounts inside cells.

      

      
        Study sheds light on depression in community-dwelling older adults
        Marked variation in the prevalence of depression was found in a multisite sample of community-dwelling older adults in the United States.

      

      
        New AI predicts inner workings of cells
        In the same way that ChatGPT understands human language, a new AI model developed by computational biologists captures the language of cells to accurately predict their activities.

      

      
        Scientists uncover key step in how diazotrophs 'fix' nitrogen
        Nitrogen is an essential component in the production of amino acids and nucleic acids -- both necessary for cell growth and function. Atmospheric nitrogen must first be converted, or 'fixed,' into a form that can be used by plants, often as ammonia. There are only two ways of fixing nitrogen, one industrial and one biological.

      

      
        Scientists leverage artificial intelligence to fast-track methane mitigation strategies in animal agriculture
        A new study reveals that generative Artificial Intelligence (AI) can help expedite the search for solutions to reduce enteric methane emissions caused by cows in animal agriculture, which accounts for about 33 percent of U.S. agriculture and 3 percent of total U.S. greenhouse gas emissions.

      

      
        Researchers unravel a novel mechanism regulating gene expression in the brain that could guide solutions to circadian and other disorders
        A collaborative effort has shed valuable light on how monoamine neurotransmitters such as serotonin, dopamine, and now histamine help regulate brain physiology and behavior through chemical bonding of these monoamines to histone proteins, the core DNA-packaging proteins of our cells.

      

      
        Discovery of 'Punk' and 'Emo' fossils challenges our understanding of ancient molluscs
        Researchers have unearthed two fossils, named Punk and Emo, revealing that ancient molluscs were more complex and adaptable than previously known.

      

      
        How electrical synapses fine-tune sensory information for better decisions
        Scientists have taken a major step in understanding how animal brains make decisions, revealing a crucial role for electrical synapses in 'filtering' sensory information. The new research demonstrates how a specific configuration of electrical synapses enables animals to make context-appropriate choices, even when faced with similar sensory inputs.

      

      
        Researchers resolve uncertainty in BRCA2 testing, improving cancer risk assessment and patient care
        Findings from a multi-institutional, international study have significantly advanced the understanding of genetic alterations in the BRCA2 gene, a key player in hereditary cancer risk.

      

      
        Potential new therapeutic targets for Huntington's disease
        A research team has discovered intricate molecular mechanisms driving the RNA processing defects that lead to Huntington's disease and link HD with other neurodegenerative disorders such as amyotrophic lateral sclerosis, frontotemporal lobar dementia and Alzheimer's disease.

      

      
        Signaling circuit interplay pushes newborn neurons out of the neuronal nest
        Scientists have uncovered the intricate circuit cues behind neuronal cell maturation and migration, which is required for proper cognitive function.

      

      
        Cell-based therapy improves outcomes in a pig model of heart attacks
        In a large-animal model study, researchers have found that heart attack recovery is aided by injection of heart muscle cell spheroids derived from human induced pluripotent stem cells, or hiPSCs, that overexpress cyclin D2 and are knocked out for human leukocyte antigen classes I and II. This research used a pig model of heart attacks.

      

      
        Ketamine use on the rise in U.S. adults; new trends emerge
        According to a new study, ketamine use has risen significantly since 2015. The results highlight the need for closer monitoring of recreational ketamine use.

      

      
        DNA adds new chapter to Indonesia's layered human history
        A new study has outlined the first genomic evidence of early migration from New Guinea into the Wallacea, an archipelago containing Timor-Leste and hundreds of inhabited eastern Indonesian islands.

      

      
        Dinosaurs roamed the northern hemisphere millions of years earlier than previously thought, according to new analysis of the oldest North American fossils
        A newly described dinosaur whose fossils were recently uncovered is challenging the existing narrative, with evidence that the reptiles were present in the northern hemisphere millions of years earlier than previously known.

      

      
        Fishy business: Male medaka mating limits revealed
        Researchers have uncovered a daily mating capacity for medaka, providing important insights into the relationship between the cost of gamete production and sexual selection.

      

      
        Morning coffee may protect the heart better than all-day coffee drinking
        People who drink coffee in the morning have a lower risk of dying from cardiovascular disease and a lower overall mortality risk compared to all-day coffee drinkers, according to new research.

      

      
        How our cells dispose of waste and ways to control it
        Cells degrade components that are no longer needed through autophagy. New results show that a weak molecular interaction is essential for this process. By modifying this interaction, it is possible to artificially trigger autophagy, which could then enable the degradation of deposits in neurodegenerative diseases such as Alzheimer's, or support cancer therapies.

      

      
        New research reveals groundwater pathways across continent
        Researchers have created a simulation that maps underground water on a continental scale. The result of three years' work studying groundwater from coast to coast, the findings plot the unseen path that each raindrop or melted snowflake takes before reemerging in freshwater streams, following water from land surface to depths far below and back up again, emerging up to 100 miles away, after spending from 10 to 100,000 years underground.

      

      
        Integrating historic data stands to improve climate models in the Global South
        Researchers have devised a way to improve the accuracy of climate change models for the Global South by integrating historical records kept by missionaries and other visitors.

      

      
        Study challenges traditional risk factors for brain health in the oldest-old
        A study has found cardiovascular conditions such as high blood pressure and diabetes, which are known to contribute to brain blood vessel damage in younger populations, not to be associated with an increased risk of such harm in individuals 90 and older.

      

      
        Earth's air war: Explaining the delayed rise of plants, animals on land
        If you like the smell of spring roses, the sounds of summer birdsong, and the colors of fall foliage, you have the stabilization of the ozone layer to thank for it. Located in the stratosphere, where it shields the Earth from harmful ultraviolet radiation, the ozone layer plays a key role in preserving the planet's biodiversity. And now we may have a better idea of why that took so long -- more than 2 billion years -- to happen. According to a new study, Earth's early atmosphere hosted a 'battle ...

      

      
        Smart food drying techniques with AI enhance product quality and efficiency
        Food drying is a common process for preserving many types of food, including fruits and meat; however, drying can alter the food's quality and nutritional value. In recent years, researchers have developed precision techniques that use optical sensors and AI to facilitate more efficient drying. A new study discusses three emerging smart drying techniques, providing practical information for the food industry.

      

      
        Predicting the progression of autoimmune disease with AI
        Knowing who may progress along the disease pathway is critical for early diagnosis and intervention, improved treatment and better disease management, according to a team that has developed a new method to predict the progression of autoimmune disease among those with preclinical symptoms. The team used artificial intelligence (AI) to analyze data from electronic health records and large genetic studies of people with autoimmune disease to come up with a risk prediction score. When compared to ex...
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Using robots in nursing homes linked to higher employee retention, better patient care | ScienceDaily
Facing high employee turnover and an aging population, nursing homes have increasingly turned to robots to complete a variety of care tasks, but few researchers have explored how these technologies impact workers and the quality of care.


						
A new study from a University of Notre Dame expert on the future of work finds that robot use is associated with increased employment and employee retention, improved productivity and a higher quality of care. The research has important implications for the workplace and the long-term care industry.

Yong Suk Lee, associate professor of technology, economy and global affairs at Notre Dame's Keough School of Global Affairs, was the lead author for the study, published in Labour Economics. Most studies of robots in the workplace have focused on manufacturing and the industrial sector, but Lee's research broke new ground by analyzing long-term care -- and by looking at the different types of robots used in this setting. Researchers drew on surveys of Japanese nursing homes taken in 2020 and 2022.

"Our research focused on Japan because it is a super-aging society that provides a good example of what the future could entail elsewhere -- a declining population, a growing share of senior citizens and a declining share of working-age people," Lee said. "We need to be ready for this new reality."

In 2022, for instance, more than 57 million U.S. residents were 65 or older, according to the National Council on Aging. The Census Bureau forecasts that by 2050, this number will grow to 88.5 million.

The impact on workers

In a future where there are more senior citizens requiring care, using robots in a targeted fashion could benefit workers and patients alike, Lee said. The study analyzed three types of robots that are increasingly used in assisted living facilities:
    	    Transfer robots, which nurses use to lift, move and rotate patients in beds and around rooms.
    
    	    


Mobility robots, which patients use to move around and to bathe.
    
    	    Monitoring and communication robots, which include technologies such as computer vision and bed sensors that can monitor patient data such as movement and share it with care providers.
    

"We found that robot adoption complements care workers by reducing quit rates," Lee said. "This is important because turnover is a big concern in nursing homes. Workers typically experience a great deal of physical pain, particularly in their knees and back. The work is hard and the pay is low. So robot use was associated with employee retention."

While robot use was associated with an overall employment increase, Lee said, the trend seems to have helped some workers more than others: It was associated with an increased demand for part-time, less experienced employees and with less demand for more experienced workers.

Improving patient care

Patients benefited in facilities that have used robots, according to the study. The nursing homes that Lee's team studied reported a decrease in the use of patient restraints and in the pressure ulcers or bedsores that nursing home residents commonly suffer, largely because of a lack of mobility. Both metrics are widely used in the long-term care industry to measure patient outcomes, Lee said.




By removing the physical strain associated with certain tasks, Lee said, robots may have made room for care workers to focus on tasks better suited for human beings.

"Robots can improve productivity by shifting the tasks performed by care workers to those involving human touch, empathy and dexterity," Lee said. "Ultimately, robots can help workers provide a higher level of patient care."

"This research provides critical insights into how societies can successfully navigate the challenges of caring for aging populations"

The future of work

Lee co-authored the study with Toshiaki Iizuka from the University of Tokyo and Karen Eggleston from Stanford University. The study received funding from Stanford's Shorenstein Asia-Pacific Research Center, Stanford's Freeman Spogli Institute for International Studies Japan Fund and the Japan Society for the Promotion of Science, as well as the Keough School's Liu Institute for Asia and Asian Studies and Kellogg Institute for International Studies.

This latest research fits into Lee's ongoing work to examine how new technologies, including artificial intelligence and robotics, affect inequality and the future of work. Lee serves as program chair in technology ethics for the Institute for Ethics and the Common Good, a key element of the Notre Dame Ethics Initiative. He is also a faculty affiliate of the Keough School's McKenna Center for Human Development and Global Business and a faculty fellow of the school's Kellogg Institute for International Studies, Pulte Institute for Global Development and Liu Institute for Asia and Asian Studies.

"This research provides critical insights into how societies can successfully navigate the challenges of caring for aging populations," Lee said. "It will help inform the work of the long-term care industry and help us better understand how technologies impact workers and patients."
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What is the average wait time to see a neurologist in US? | ScienceDaily
Older people wait an average of just over a month to see a neurologist for specialty care after being referred by their primary care physician or another physician, according to a study published in the January 8, 2025, online issue of Neurology(r), the medical journal of the American Academy of Neurology. The study, which looked at people who have Medicare insurance, also found some people wait more than three months to see a neurologist.


						
"Neurologists provide important and ongoing care for people with complex conditions like Alzheimer's disease, stroke, epilepsy, Parkinson's disease and headache," said author and Chair of the American Academy of Neurology's Health Services Research Subcommittee Brian C. Callaghan, MD, MS, FAAN, of University of Michigan Health in Ann Arbor. "With the current number of US neurologists, our study found it can take an average of a month or even more to see a neurologist to receive this specialized care."

For the study, researchers looked at two years of Medicare data to identify 163,313 people who were referred by a physician to see a neurologist. Participants had an average age of 74. Participants were referred by 84,975 physicians to 10,250 neurologists across the United States.

For each participant, researchers calculated the time between the physician referral and their first visit with a neurologist.

Researchers found the average wait time to see a neurologist was 34 days, with 18% of people waiting longer than 90 days. Researchers found no difference in wait times across race, ethnicity and sex. When compared to people seeing a neurologist for back pain with an average wait of 30 days, people with multiple sclerosis (MS) had an average wait that was 29 days longer, people with epilepsy had an average wait 10 days longer and people with Parkinson's disease, nine days longer.

Researchers found no difference in wait times based on how many neurologists were available in an area, ranging from as few as 10 to as many as 50 neurologists per 100,000 people. However, they did find differences among states due to different policies or regulations regarding health care access.

When people saw a neurologist outside of their physician's referral area, wait times were longer by an average of 11 days. The most common neurological conditions for people who saw a neurologist outside of their physician's referral area were MS, epilepsy and Parkinson's disease.




"In general, early referral to specialists has been shown to improve outcomes and increase patient satisfaction," said author Chun Chieh Lin, PhD, MBA, of The Ohio State University in Columbus and a member of the American Academy of Neurology. "Our findings underscore the need to develop new strategies to help people with neurological conditions see neurologists faster."

"The American Academy of Neurology actively works to reduce wait times by providing resources to neurology practices that help them more efficiently provide care," said American Academy of Neurology President Carlayne E. Jackson, MD, FAAN. "Increasing the number of neurologists has long been a focus of the AAN, and our work with policy makers and lawmakers has helped improve access to telemedicine for people with neurological conditions."

A limitation of the study was that it didn't include people referred to a neurologist who didn't follow through with the visit, so researchers may have missed potential disparities at the referral stage. Lin noted that future research should include people who were referred to a neurologist but who didn't receive this care.

The study was supported by the American Academy of Neurology.
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AI predicts cancer prognoses, responses to treatment | ScienceDaily
The melding of visual information (microscopic and X-ray images, CT and MRI scans, for example) with text (exam notes, communications between physicians of varying specialties) is a key component of cancer care. But while artificial intelligence helps doctors review images and home in on disease-associated anomalies like abnormally shaped cells, it's been difficult to develop computerized models that can incorporate multiple types of data.


						
Now researchers at Stanford Medicine have developed an AI model able to incorporate visual and language-based information. After training on 50 million medical images of standard pathology slides and more than 1 billion pathology-related texts, the model outperformed standard methods in its ability to predict the prognoses of thousands of people with diverse types of cancer, to identify which people with lung or gastroesophageal cancers are likely to benefit from immunotherapy, and to pinpoint people with melanoma who are most likely to experience a recurrence of their cancer.

The researchers named the model MUSK, for multimodal transformer with unified mask modeling. MUSK represents a marked deviation from the way artificial intelligence is currently used in clinical care settings, and the researchers believe it stands to transform how artificial intelligence can guide patient care.

"MUSK can accurately predict the prognoses of people with many different kinds and stages of cancer," said Ruijiang Li, MD, an associate professor of radiation oncology. "We designed MUSK because, in clinical practice, physicians never rely on just one type of data to make clinical decisions. We wanted to leverage multiple types of data to gain more insight and get more precise predictions about patient outcomes."

Li, who is a member of the Stanford Cancer Institute, is the senior author of the study, which was published Jan. 8 in Nature. Postdoctoral scholars Jinxi Xiang, PhD, and Xiyue Wang, PhD, are the lead authors of the research.

Although artificial intelligence tools have been increasingly used in the clinic, they have been primarily for diagnostics (does this microscope image or scan show signs of cancer?) rather than for prognosis (what is this person's likely clinical outcome, and which therapy is most effective for an individual?).

Part of the challenge is the need to train the models on large amounts of labeled data (this is a microscope slide of a slice of lung tissue with a cancerous tumor, for example) and paired data (here are the clinical notes about the patient from whom the tumor was obtained). But carefully curated and annotated datasets are hard to come by.




Off-the-shelf tool

In artificial intelligence terms, MUSK is what's called a foundation model. Foundation models pretrained on vast amounts of data can be customized with additional training to perform specific tasks. Because the researchers designed MUSK to use unpaired multimodal data that doesn't meet the traditional requirements for training artificial intelligence, the pool of data that the computer can use to "learn" during its initial training is expanded by several orders of magnitude. With this head start, any subsequent training is accomplished with much smaller, more specialized sets of data. In effect, MUSK is an off-the-shelf tool that doctors can fine-tune to help answer specific clinical questions.

"The biggest unmet clinical need is for models that physicians can use to guide patient treatment," Li said. "Does this patient need this drug? Or should we instead focus on another type of therapy? Currently, physicians use information like disease staging and specific genes or proteins to make these decisions, but that's not always accurate."

The researchers collected microscopic slides of tissue sections, the associated pathology reports and follow-up data (including how the patients fared) from the national database The Cancer Genome Atlas for people with 16 major types of cancer, including breast, lung, colorectal, pancreas, kidney, bladder, head and neck. They used the information to train MUSK to predict disease-specific survival, or the percentage of people who have not died from a specific disease during a defined time period.

For all cancer types, MUSK accurately predicted the disease-specific survival of a patient 75% of the time. In contrast, standard predictions based on a person's cancer stage and other clinical risk factors were correct 64% of the time.

In another example, the researchers trained MUSK to use thousands of bits of information to predict which patients with cancers of the lung or of the gastric and esophageal tracts are most likely to benefit from immunotherapy.




"Currently, the major determination about whether to give a patient a particular type of immunotherapy rests on whether that person's tumor expresses a protein called PD-L1," Li said. "That's a biomarker made of just one protein. In contrast, if we can use artificial intelligence to assess hundreds or thousands of bits of many types of data, including tissue imaging, as well as patient demographics, medical history, past treatments and laboratory tests gathered from clinical notes, we can much more accurately determine who might benefit."

For non-small cell lung cancer, MUSK correctly identified patients who benefited from immunotherapy treatment about 77% of the time. In contrast, the standard method of predicting immunotherapy response based on PD-L1 expression was correct only about 61% of the time.

Similar results were obtained when the researchers trained MUSK to identify which people with melanoma were most likely to relapse within five years after their initial treatment. In this case the model was correct about 83% of the time, which is about 12% more accurate than the predictions generated by other foundation models.

"What's unique about MUSK is the ability to incorporate unpaired multimodal data into pretraining, which substantially increases the scale of data compared with paired data required by other models," Li said. "We observed that for all clinical prediction tasks, models that integrate multiple types of data consistently outperform those based on imaging or text data alone. Leveraging these types of unpaired multimodal data with artificial intelligence models like MUSK will be a major advance in the ability of artificial intelligence to aid doctors to improve patient care."

Researchers from Harvard Medical School contributed to the work.

The study was funded by the National Institutes of Health (grants R01CA222512, R01CA233578, R01CA269599, R01CA285456, R01CA290715 and R01DE030894), and the Stanford Institute for Human-Centered Artificial Intelligence.
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Tumor-secreted protein may hold the key to better treatments for deadly brain tumor | ScienceDaily
A study co-led by UCLA scientists has found targeting a protein called endocan and its related signaling pathway could be a promising new approach for treating glioblastoma, an aggressive and lethal type of brain cancer.


						
The team of researchers discovered that endocan, which is produced by endothelial cells lining blood vessels in the tumor, activates PDGFRA, a receptor on glioblastoma cells that drives tumor growth and makes the cancer resistant to standard therapies such as radiation.

The discovery, published in Nature Communications, suggests a path toward the development of therapies that specifically inhibit this interaction to not only slow tumor growth, but make glioblastoma more vulnerable to existing treatments.

"By targeting the crosstalk between glioblastoma and vascular endothelial cells, we can develop treatments that prevent the tumor from adapting and surviving. This could also improve the effectiveness of treatments especially, radiation, making them more successful in tackling this aggressive cancer," said Dr. Harley Kornblum, director of the UCLA Intellectual and Developmental Research Center, professor of psychiatry, pediatrics and molecular and medical pharmacology at the David Geffen School of Medicine at UCLA and co-senior author of the study.

Improving the effectiveness of treatments for glioblastoma is imperative. The average lifespan of someone diagnosed with the brain tumor is just 12 to 15 months, and only about 5% of people diagnosed with glioblastoma are alive five years after their diagnosis.

A major challenge in treating glioblastoma lies in its complexity. Brain tumors often rely on blood vessel cells, also known as vascular endothelial cells, to fuel their growth. These tumor blood vessels not only supply oxygen and nutrients, but also produce molecules that help the tumor survive. Understanding how these interactions work is key to finding new treatments and stopping the progression of glioblastoma, said Kornblum.

To understand how glioblastoma interacts with nearby blood vessel cells to fuel its growth, the team first used a database that they developed in a previous study to determine what molecules are being produced in the tumor blood vessels and how they work. Through this platform, the team identified endocan as a key candidate molecule in driving tumor growth.




To explore the functional role of endocan in brain tumors, the scientists used a combination of experimental models, including studying glioblastoma cells and blood vessel cells derived from patients, experimenting with genetically engineered mice that lack endocan, and testing tumor behavior in lab models.

Through these experiments, the team found different regions of the tumor play distinct functional roles, and that endocan not only supports tumor growth, but also defines the tumor's geography, particularly the aggressive edge regions that often remain after surgery. That is, endocan helps to define the molecular characteristics of this edge region.

"Solving how tumors organize themselves is an important challenge," said Kornblum, who also is a member of the UCLA Health Jonsson Comprehensive Cancer Center and the Eli and Edythe Broad Center of Regenerative Medicine and Stem Cell Research at UCLA. "While surgery can remove much of the tumor core, the infiltrative edge often remains following removal, leading to recurrence. Our research suggests endocan is a key player in this process, orchestrating both tumor cell behavior and the development of blood vessels that sustain tumor growth."

At the same time, the team also made the surprising discovery that endocan interacts with a receptor on glioblastoma cells called PDGFRA, activating pathways that promote tumor growth and resistance to standard treatments. They found that tumors with high levels of endocan are more resistant to radiation therapy, one of the primary treatments for glioblastoma.

The researchers then demonstrated that blocking endocan's interaction with PDGFRA using the targeted therapy drug ponatinib extended survival in preclinical models and improved the response to radiation therapy. These findings suggest that targeting endocan directly or disrupting its signaling pathways could open the door to new therapeutic strategies for glioblastoma.

Importantly, the study also connects endocan's actions to cMyc, a protein pivotal in many cancers but difficult to target directly. "Inhibiting the endocan-PDGFRA axis may provide an indirect way to disrupt cMyc's role in glioblastoma," said Kornblum.

Future research will focus on validating these findings in human tumors, particularly the cells at the infiltrative edge of glioblastomas. Additionally, the team plans to investigate whether targeting endocan can improve responses to radiation treatment.

The study's other senior author is Dr. Ichiro Nakano from Harada Hospital in Japan. The co-first authors are Soniya Bastola and Marat Pavlyukov from UCLA. A full list of authors is included with the article.

The work was supported in part by grants from the National Institutes of Health, the UCLA SPORE in Brain Cancer and the Dr. Miriam and Sheldon G. Adelson Medical Research Foundation.
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Mediterranean sharks continue to decline despite conservation progress | ScienceDaily
Overfishing, illegal fishing and increasing marketing of shark meat pose significant threats to the more than 80 species of sharks and rays that inhabit the Mediterranean Sea, according to a new study.


						
The research examined current levels of legislation in place to protect elasmobranch populations (which include sharks, rays and skates) within each of the 22 coastal states of the Mediterranean region.

Across those countries -- stretching from Spain and Morocco in the west to Israel, Lebanon and Syria in the east -- the researchers identified more than 200 measures that concern elasmobranchs in some way, ranging from national legislation to implemented conservation efforts by various non-governmental organisations (NGOs).

European Union countries generally led the implementation of more measures than non-EU ones, with Spain having the highest number of measures in place. Governments were responsible for leading 63% of measures, mainly relating to legal requirements.

However, while elasmobranchs have made it onto many policy agendas, the study found considerable differences in how effectively any legislation was being monitored with no single source for tracking progress in the conservation and management of sharks at national levels.

Experts and NGOs across the region also highlighted that sharks are increasingly being landed intentionally and unintentionally by fishers, often to meet the demand for shark products.

However, there is often little control in place where sharks are landed, leading researchers to call for increased monitoring to protect threatened species, in addition to more public education and incentives for fishers to use equipment that is less threatening to shark species.




The research, published in the journal Biological Conservation, represents the first region-wide assessment of actions being taken to protect shark populations through international law.

It was led by Dr Lydia Koehler and Jason Lowther, both experts in environmental law from the School of Society and Culture at the University of Plymouth.

Dr Koehler, Associate Lecturer and a member of the IUCN World Commission on Environmental Law (WCEL), said: "Sharks have been part of the marine ecosystem for millions of years with an evolutionary history that predates the dinosaurs. There are over 1,000 species of elasmobranchs worldwide, and they fulfil a variety of ecological roles, whether as apex predators that maintain healthy populations of prey species or a food source for other predators. However, many shark species in the Mediterranean have seen drastic declines in past few decades with over half of the species being threatened by extinction, largely due to overfishing and related pressures such as bycatch. Finding effective ways to conserve them is, therefore, of critical importance."

Mr Lowther, Associate Professor of Law, added: "This study has shown substantial differences in countries' efforts around shark conservation. That may be linked to access to resources, available expertise and capacities, and a general willingness to develop and implement measures in light of other competing pressures. Achieving positive outcomes for these species requires not only government support but also sustained political will across election periods and a steadfast long-term commitment to driving change. It also requires the integration of communities in the Mediterranean region, and our view is that this work presents a starting point in that process."

Recommendations to protect the Mediterranean's sharks

In the study, the authors have listed a number of recommendations which they feel could be used to better conserve and protect shark and ray species right across the Mediterranean Sea. They are:
    	Increase transparency throughout the system: Improve reporting templates to facilitate more detailed answers on actions taken, and account for specific contributions by other key actors, would facilitate increased transparency;
    	Expand cooperation and integration of the fishing community and use of social science: Shark governance issues are unlikely to be solved without the support of the fishing community, and community dependencies and structures must be considered for successful shark governance;
    	Extend spatial conservation measures: Amending the objectives and management for existing Marine Protected Areas that host sharks could be one way to approach better conservation for these species;
    	Increase compliance to reduce bycatch: Effectively applying existing legislation could significantly increase knowledge on incidental shark bycatch in the region;
    	Increase access to funding, especially for collaborative, cross-country actions: A review of existing and potential funding opportunities and priorities could help support the identification of conservation and management actions for threatened and endangered shark and ray species;
    	Tailor research to policy needs to establish better regulatory measures: Coordinated research efforts across the region are needed to enable stock assessments and a wider understanding of trends in pressures, populations, etc.
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Breakthrough in 2D material growth opens doors to cleaner energy and next-generation technology | ScienceDaily
A breakthrough in decoding the growth process of Hexagonal Boron Nitride (hBN), a 2D material, and its nanostructures on metal substrates could pave the way for more efficient electronics, cleaner energy solutions and greener chemical manufacturing, according to new research from the University of Surrey.


						
Only one atom thick, hBN -- often nicknamed "white graphene" -- is an ultra-thin, super-resilient material that blocks electrical currents, withstands extreme temperatures and resists chemical damage. Its unique versatility makes it an invaluable component in advanced electronics, where it can protect delicate microchips and enable the development of faster, more efficient transistors.

Going a step further, researchers have also demonstrated the formation of nanoporous hBN, a novel material with structured voids that allows for selective absorption, advanced catalysis and enhanced functionality, vastly expanding its potential environmental applications. This includes sensing and filtering pollutants -- as well as enhancing advanced energy systems, including hydrogen storage and electrochemical catalysts for fuel cells.

Dr Marco Sacchi, lead author of the study and Associate Professor at Surrey's School of Chemistry and Chemical Engineering, said:

"Our research sheds light on the atomic-scale processes that govern the formation of this remarkable material and its nanostructures. By understanding these mechanisms, we can engineer materials with unprecedented precision, optimising their properties for a host of revolutionary technologies."

Working in collaboration with Austria's Graz University of Technology (TU Graz), the team -- led by Dr Marco Sacchi, with the theoretical work performed by Dr Anthony Payne and Dr Neubi Xavier -- combined density functional theory and microkinetic modelling to map the growth process of hBN from borazine precursors, examining key molecular processes such as diffusion, decomposition, adsorption and desorption, polymerisation, and dehydrogenation. This approach enabled them to develop an atomic scale model that allows for the material to be grown at any temperature.

The insights from the theoretical simulations align closely with experimental observations by the Graz research group, setting the stage for controlled, high-quality production of hBN with specific designs and functionality.

Dr Anton Tamtogl, lead researcher on the project at TU Graz, said:

"Previous studies have neither considered all these intermediates nor such a large parameter space (temperature and particle density). We believe that it will be useful to guide chemical vapour deposition growth of hBN on other metallic substrates, as well as the synthesis of nanoporous or functionalised structures."

The study has been published in Small, with the research supported by the UK's HPC Materials Chemistry Consortium and the Austrian Science Fund.
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How people make life's biggest decisions | ScienceDaily
Some decisions in life are so significant that they have a massive impact on the course of a person's future. Whether it's the decision to emigrate, quit a job, end a long-term relationship, or report a sexual assault, these choices are transformative. They shape personal identities and life trajectories in unpredictable and often irreversible ways. A new conceptual paper by researchers at the Max Planck Institute for Human Development offers a framework for understanding and studying these life-changing decisions.


						
Imagine leaving a stable career to pursue a new one, moving across the world to start afresh, or making the heartbreaking decision to end a marriage. These are not everyday choices; they are transformative life decisions that define who we are and who we might become. For some, transformative choices may mean revealing a long-held secret, undergoing life-changing medical treatment, or fleeing a war-torn homeland. Each of these decisions has the potential to change the trajectory of a person's life and to result in experiences and feelings that are hard or impossible to predict. These kinds of decisions are the focus of a new conceptual paper published in American Psychologist by researchers at the Max Planck Institute for Human Development. The paper presents a novel framework for understanding and studying transformative life decisions.

"Understanding life's biggest decisions requires going beyond the oversimplified models often used in the behavioral sciences," says first author Shahar Hechtlinger. She is part of a group at the Center for Adaptive Rationality at the Max Planck Institute for Human Development that studies simple heuristics people can use to make good decisions. "In research on judgment and decision-making, we often rely on highly simplified, stylized tasks. However, these controlled scenarios are in stark contrast to the consequential decisions that people face in real life across cultures and contexts," Hechtlinger says. Therefore, she argues for a shift in perspective: instead of reducing transformative life choices to fit models designed for unrealistic problems where the decision-maker has all the relevant information at their fingertips, researchers should examine their real-world characteristics.

Methodologically, this framework adapts a long tradition of mainly lab-based judgment and decision-making research to a text-based approach, thereby setting the stage for empirical work that analyzes real-world decisions using natural language processing. By analyzing diverse textual data -- including personal narratives, books, online forums, and news articles -- the team identified five key dimensions of transformative decisions. Transformative life decisions can have distinct profiles of these dimensions, with some being more relevant than others. One dimension is conflicting cues, where competing and often incommensurable values make comparison difficult. For instance, emigration may offer safety, but at the cost of leaving loved ones behind. Another dimension is the change of self, as transformative decisions can reshape people's values and personal identity in both desired and undesired ways, such as becoming a parent or leaving a long-term relationship. A third dimension is uncertain experiential value, where how a person would experience the anticipated consequence of a transformative decision is unclear. Leaving a long-term career, for instance, can spark doubts about whether the change will lead to fulfillment or regret. Irreversibility is another key feature, as many decisions, such as divorce or migration, are difficult or impossible to reverse. Risk, too, is ever-present, as these choices carry the possibility of significant physical, emotional, social, or financial loss alongside the potential for rewards.

The researchers proposed simple and psychologically plausible decision strategies to address these dimensions. When values and cues are conflicting and incommensurable, the tallying heuristic, for example, simplifies comparisons by counting positive and negative reasons for each option without weighing their importance. To deal with anticipated changes of self, the ideal self-realization strategy aligns choices with one's vision of an ideal self. That allows individuals to make decisions that are consistent with who they want to be. To reduce uncertain experiential value, people can learn from others' experiences, thereby gaining insight into possible outcomes by observing those who have faced similar choices. For decisions that are difficult to reverse, the testing-the-waters strategy allows people to take small, reversible steps before making a full commitment. Finally, strategies such as hedge clipping, which involve taking incremental actions while carefully minimizing exposure to harm, can effectively reduce risks. For example, securing housing before emigrating ensures a safety net is in place, making the transition smoother and less precarious.

The framework makes a significant theoretical contribution to the study of ecological rationality, which examines how decision-making strategies succeed when adapted to the environments in which they are used. Transformative life decisions, with their inherent uncertainty and potential for reshaping personal identity, challenge traditional models of rationality that often rely on oversimplified assumptions. "Ecological rationality emphasizes the importance of a fit between decision strategies, environments, and individuals," explains Ralph Hertwig, co-author and director of the Center for Adaptive Rationality. "Our work extends this theory by integrating subjective dimensions, such as changes in personal identity and values, into the decision-making process." By considering the interplay between decision-making strategies, external constraints, and an individual's evolving identity, the study enriches ecological rationality with insights into the psychological and experiential aspects of decision making.

The article also highlights its potential applications not only for individuals, but also for policymakers, coaches and therapists, and organizations that provide support during life transitions. Having an idea of how people deal with transformative life decisions may, for instance, help policymakers design programs and policies that accommodate the complexities of fundamental decisions such as migration or long-term caregiving by addressing key dimensions like risk and irreversibility.

In addition to reshaping how transformative life decisions are understood, this framework paves the way for future studies. The researchers are currently conducting a large-scale empirical project to test their framework and explore decision-making across multiple life domains, including relationships, migration, family, and work. Future research will also examine the role of factors such as mental health, personality traits, and risk-taking behavior in shaping transformative life decisions.

Key Points:
    	Transformative life decisions can reshape identity and life paths in often irreversible ways.
    	The article identifies five dimensions that define transformative life decisions: conflicting cues, changes in self-identity, uncertain experiential value, irreversibility, and risk.
    	The article suggests practical strategies for navigating transformative life decisions, such as tallying, ideal self-realization, and learning from others' experiences.
    	The article proposes a framework that captures the real-world complexity of decision making and goes beyond oversimplified models. It integrates subjective aspects with ecological rationality.
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Rethinking population management in zoos | ScienceDaily
Unlike animals in the wild, animals in zoos are not limited by food shortages or predators, allowing individuals to live much longer than they would in the wild. This poses a challenge for zoos, as it puts pressure on their finite holding capacities.


						
As a result, many zoos restrict animal breeding for both logistical and financial reasons. Other zoos have risked a public backlash by culling surplus animals: Ten years ago, the culling of Marius, a healthy two-year-old giraffe, sparked an international debate about what zoos should do with their surplus animals, with many people upset at the idea of euthanizing healthy animals.

Aging zoo populations 

In a recent policy statement led by the University of Zurich, researchers argue that the widespread use of contraception is changing the age profile and welfare of zoo populations -- and not for the better. "Without births, adult animals are deprived of one of their most basic evolutionary drives," says Marcus Clauss, lead author of the report. "Over time, zoo populations are also aging, jeopardizing one of the core principles of zoos: maintaining self-sustaining populations."

Often, surplus animals cannot be moved elsewhere, because zoos are filled to capacity and reintroducing animals to the wild requires dedicated release programs and availability of suitable habitats. Rather than limiting the reproductive ability of zoo animals, the authors advocate for the planned and respectful culling of surplus animals. "This is a rational and responsible approach to zoo population management. What's more, such an approach can help zoos fulfill their educational mission in addition to their conservation mission," adds Clauss.

Educating the public about the natural life cycle 

"Each year, more than 700 million people visit zoos around the world," says co-author Andrew Abraham from Aarhus University. "Zoos have an incredible opportunity to shape the public's understanding of animal mortality and natural processes. But by moving death to the margins, zoos perpetuate unrealistic expectations about life in the wild."

However, zoos are also critical for conservation. "Already today, numerous animal species are threatened with extinction, and many more are likely to follow in the coming decades. It is essential that zoos maintain reproductively active populations, along with zoo staff experienced in caring for young animals. What we don't need is a collection of geriatric animals and veterinarians preoccupied with palliative care," Abraham adds.




In-house meat supply improves carbon footprint 

As births increase, surplus zoo animals will have to be culled -- a practice that can also make zoos more environmentally sustainable. Thus, one zoo in Germany is able to feed its carnivores with up to 30% of meat from animals within its own institution, reducing its carbon footprint and the need for commercially slaughtered animals.

While the culling of charismatic mammals often sparks controversy, evidence suggests that public opinion is more balanced than portrayed in the media. "Zoos have a responsibility to educate visitors about the realities of life and death in animal population management," says Clauss. "Transparent communication can help shift public perceptions and align attitudes with long-term, sustainable approaches."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250108144318.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Electrohydraulic wearable devices create unprecedented haptic sensations | ScienceDaily
Human skin can feel a wide variety of sensations, such as a gentle squeeze, quick taps, or the thud-thud of a heartbeat. In contrast, phones, game controllers, and watches often output only vibrations to get the user's attention. Unfortunately, this sudden fast shaking feels different from most everyday touch interactions, and it can quickly become annoying. Researchers at MPI-IS in Stuttgart have developed cutaneous electrohydraulic (CUTE) wearable devices to greatly expand the haptic sensations that can be created by future consumer products.


						
CUTE wearable devices are electrically driven and can produce a remarkable range of tactile sensations, including pressing on the skin, slow and calming touch, and vibrations at a wide variety of frequencies, from low to high. This new approach to wearable haptic feedback thus offers unprecedented control over the tactile sensations that can be presented to users.

These CUTE wearable devices have been pioneered by an interdisciplinary team of MPI-IS researchers from the Haptic Intelligence Department, led by Katherine J. Kuchenbecker, and the Robotic Materials Department, led by Christoph Keplinger. The team designed novel hydraulically amplified self-healing electrostatic (HASEL) artificial muscles to create wearable devices with a unique ability to communicate with the user's sense of touch. When a voltage is applied, the soft actuator located at the center of the device expands proportionally to the voltage. This expansion allows the device to make and break contact with the skin, like a person reaching out to touch the user's wrist. Changing the voltage over time allows the haptic feedback to be freely customized to deliver multiple types of touch sensations according to the desired haptic experience. CUTE devices are compact, silent, safe, and energy efficient, and they stay cool throughout operation. These impressive capabilities are further demonstrated by the team in a video.

Future application avenues for CUTE devices include wearable assistive technologies for guidance, creating tactile sensations to enhance augmented or virtual reality, and complementing audio and visual feedback in loud or visually demanding scenarios.

The tactile sensations created by the device can communicate diverse sensations ranging from calming to exciting, such as stroking or tickling of the skin, the feeling of a heartbeat, and even an engine turning on and off. Remarkably, users perceive almost all of its tactile cues as pleasant: the only sensation they didn't find pleasant was a continuous high-frequency vibration like those produced by many of today's consumer devices. Furthermore, users can identify diverse cutaneous signals with near-perfect accuracy, highlighting another advantage of CUTE devices over commonly used electromagnetic actuators.

"Our CUTE devices demonstrate the feasibility of creating lightweight wearable systems that provide pleasant and expressive tactile communication. Future developments could see this technology applied to larger areas of the body, producing more complex sensations, and even studying human perception of haptic cues that were previously difficult to create," says Natalia Sanchez, a Ph.D. student at MPI-IS and first author of the publication.
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AI could improve the success of IVF treatment | ScienceDaily
During IVF treatment, doctors use ultrasound scans to monitor the size of follicles -- small sacs in the ovaries containing eggs -- to decide when to give a hormone injection known as the 'trigger' to prepare the eggs for collection and ensure that they are ready to be fertilised with sperm to create embryos. The timing of the trigger is a key decision, as it works less effectively if the follicles are too small or too large at the time of administration. After the eggs are collected and fertilised by sperm, an embryo is then selected and implanted into the womb to hopefully lead to pregnancy.


						
Researchers used 'Explainable AI' techniques -- a type of AI that allows humans to understand how it works -- to analyse retrospective data on more than 19,000 patients who had completed IVF treatment. They explored which follicle sizes were associated with improved rates of retrieving mature eggs to result in babies being born.

They found that delivering the hormone injection when a greater proportion of follicles were sized between 13-18mm was linked to higher rates of mature eggs being retrieved and improved rates of babies being born.

Currently, clinicians use ultrasound scans to measure the size of the lead (largest) follicles and generally give the trigger injection when a threshold of either two or three lead follicles greater than 17 or 18mm has been reached.

Their findings suggest that maximising the proportion of intermediately sized follicles could optimise the number of mature eggs retrieved and improve the rates of babies being born.

The team believe that the findings from the study highlight the potential of AI to aid in the personalisation of IVF treatment to improve clinical outcomes for patients and maximise their chance of taking home a baby. The team plan to create an AI tool that will utilise findings from their research to personalise IVF treatment and support clinicians' decision making at each step of the IVF process. They will apply for funding to take this tool into clinical trials.

The research, published in Nature Communications, is led by researchers at Imperial College London, University of Glasgow, University of St Andrews, and clinicians at Imperial College Healthcare NHS Trust. It is funded by UK Research and Innovation and the National Institute for Health and Care Research (NIHR) Imperial Biomedical Research Centre (BRC).




Dr Ali Abbara, NIHR Clinician Scientist at Imperial College London and Consultant in Reproductive Endocrinology at Imperial College Healthcare NHS Trust, and co-senior author of the study said:

"IVF provides help and hope for many patients who are unable to conceive but it's an invasive, expensive, and time-consuming treatment. It can be heartbreaking when it fails, so it's important to ensure that this treatment is as effective as possible.

"AI can offer a new paradigm in how we deliver IVF treatment and could lead to better outcomes for patients.

"IVF produces so much rich data that it can be challenging for doctors to fully make use of all of it when making treatment decisions for their patients. Our study has shown that AI methods are well suited to analysing complex IVF data. In future, AI could be used to provide accurate recommendations to improve decision-making and aid in personalisation of treatment, so that we can give each couple the very best possible chance of having a baby."

Professor Waljit Dhillo, an NIHR Senior Investigator from the Department of Metabolism, Digestion and Reproduction at Imperial College London, Consultant Endocrinologist at Imperial College Healthcare NHS Trust and co-senior author of the study, added:

"Our findings could pave the way for a new approach to maximise the success of IVF treatment, leading to more pregnancies and births.




"Our study is the first to analyse a large dataset to show that AI can identify the specific follicle sizes that are most likely to yield mature eggs more precisely than current methods.

"This is an exciting development as the findings suggest that we can use information from a much wider set of follicle sizes to decide when to give patients trigger shots rather than just the size of only the largest follicles -- which is what is used in current clinical practice."

Dr Thomas Heinis, co-senior author from the Department of Computing at Imperial College London, added:

"Explainable AI can be a valuable resource in healthcare. Where the stakes are so high for making the best possible decision, this technique can support doctors' decision making and lead to better outcomes for patients. Importantly, we expect computing power to improve exponentially in the near future, enabling us to make decisions using precise data in a way that hasn't been possible previously."

One in six couples experience infertility and IVF has emerged as a valuable intervention to help patients conceive.

Trigger injection

A key decision in IVF treatment is when to use the 'trigger' shot of hormones, such as human chorionic gonadotropin (hCG), to mature eggs for collection. The timing of the trigger shot impacts on the number of mature eggs retrieved and the success of treatment.

Clinicians use ultrasound scans to measure the size of the lead (largest) follicles. They will generally give the trigger shot when a threshold of either two or three lead follicles greater than 17 or 18mm in diameter has been reached. However, this method lacks precision and does not take into consideration the sizes of each individual follicle and their likelihood of each follicle yielding a mature egg.

Follicle sizes

In the retrospective study, the team used AI techniques on data from 19,082 patients aged between 18-49 years of age who had treatment in one of 11 clinics across the UK- including IVF clinics at Imperial College Healthcare NHS Trust -- and two in Poland between 2005-2023. They examined individual follicle sizes on the days prior to and on the day of trigger administration.

The researchers found that intermediately sized follicles of 13-18mm were associated with more mature eggs subsequently being retrieved. The data suggested that having a greater number of follicles within this range on the day of trigger was associated with better clinical outcomes.

They also found that stimulating the ovaries for too long, such that there was a greater number of larger follicles (more than 18mm) on the day of trigger administration, could lead to a premature elevation of the hormone progesterone. This can have a negative impact on IVF outcomes by affecting the proper development of the endometrium -- the tissue that line the uterus and is important for an embryo implanting to result in pregnancy. This reduces the chances of an embryo implanting and subsequently leading to a live birth. These AI derived insights can help the team develop evidence-based IVF protocols guided by data that should improve the efficiency of treatment.
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Moving in sync, slowly, in glassy liquids | ScienceDaily
Glass might seem to be an ordinary material we encounter every day, but the physics at play inside are actually quite complex and still not completely understood by scientists. Some panes of glass, such as the stained-glass windows in many Medieval buildings, have remained rigid for centuries, as their constituent molecules are perpetually frozen in a state of disorder. Similarly, supercooled liquids are not quite solid, in the sense that their fundamental particles do not stick to a lattice pattern with long-range order, but they are also not ordinary liquids, because the particles also lack the energy to move freely. More research is required to reveal the physics of these complex systems.


						
Now, in a study published in Nature Materials, researchers from Institute of Industrial Science, The University of Tokyo used advanced computer simulations to model the behavior of fundamental particles in a glassy supercooled liquid. Their approach was based on the concept of the Arrhenius activation energy, which is the energy barrier a process must overcome to proceed. One example is the energy required to rearrange individual particles in a disordered material. "Arrhenius behavior" means that a process needs to rely on random thermal fluctuations, and the rate exponentially decreases as the energy barrier gets larger. However, situations that require cooperative rearrangement of particles may be even more rare, especially at low temperatures. These are sometimes called super-Arrhenius relationships.

The new study was the first to demonstrate the relationship between the structural order and dynamic behavior of liquids at a microscopic level. "Using numerical analysis within a computer model of glass-forming liquids, we showed how fundamental particle rearrangements can influence the structural order and dynamic behavior," the lead author of the study Seiichiro Ishino says. The team demonstrated that a process they call "T1," which maintains the order formed within the liquid, is the key to understanding cooperative dynamics. If a T1 process disrupts local structural order, it must involve the independent motion of particles, which results in normal Arrhenius-like behavior. By contrast, if the T1 rearrangement maintains local order in a cooperative manner, its influence spreads outward, leading to super-Arrhenius behavior.

"Our research offers us a new microscopic perspective on the long-sought origin of dynamic cooperativity in glass-forming substances. We anticipate that these findings will contribute to better control of material dynamics, leading to more efficient material design and enhanced glass manufacturing processes," senior author Hajime Tanaka says. This may include stronger and more durable glass for smartphones and other applications.
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Preventing clinical depression: Early therapeutic interventions offer protection | ScienceDaily
Even individuals whose symptoms do not yet meet the criteria for clinical depression benefit from therapeutic interventions. This conclusion comes from a new meta-study led by researchers from Munich and Magdeburg who analyzed data from 30 studies. Participants who received interventions were significantly less likely to develop clinical depression within the first year.


						
Common symptoms of depression include lack of motivation, difficulty sleeping, loss of interest, and persistent sadness. Doctors will diagnose individuals with clinical depression when these symptoms reach a predefined threshold. "Typically, treatment for depression only starts, when the symptoms meet the clinical criteria," says David Ebert, Professor of Psychology and Digital Mental Health Care at the Technical University of Munich (TUM). "However, in recent years, there has been a shift in thinking. We examined the existing scientific studies on the subject to determine whether early interventions can prevent depressive disorders."

To this end, the research team reviewed more than 1,000 international studies. "For the first time, we compiled and analyzed anonymized data on individual patients from 30 of these studies," says Claudia Buntrock, Assistant Professor at the Institute of Social Medicine and Health Systems Research at Otto von Guericke University Magdeburg. The study was published in the journal The Lancet Psychiatry.

Risk of depression reduced by 42 percent

The meta-study includes data from around 3,600 people in both treatment and control groups. Those in the treatment group participated in therapeutic interventions for "subclinical symptoms" of a clinical depression. These interventions typically lasted between six and twelve sessions and could be conducted in person or digitally. They included, among others, elements of behavioral therapy, problem-solving training, or exercises for better sleep.

The results of the meta-study are clear: within the first twelve months, participants' symptoms were often reduced. The risk of developing clinical depression was reduced by 42% in the first six months after the intervention compared to the control group. After 12 months, the risk was still reduced by 33%. According to the researchers, it is difficult to make statements about longer periods due to a lack of data.

Success independent of factors such as education and gender

"Remarkably, the effectiveness of the measures did not appear to depend on factors such as age, education level, and gender," says Claudia Buntrock. However, interventions were generally more successful if the participants had not previously been treated for depression.

"Our research shows that prevention can make a significant difference in mental health," says David Ebert. In many regions, the demand for therapy far exceeds the supply. As a result, these preventive concepts may seem unfeasible at first glance. However, the researchers believe that digital services, among others, may present a solution. Early interventions could prevent people with milder symptoms from developing clinical depression in the first place. According to the authors, preventive measures should be integrated into routine care settings. Further studies are needed to determine at what level of depressive symptoms preventive measures are most effective.
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Using AI to predict the outcome of aggressive skin cancers | ScienceDaily
Artificial intelligence can determine the course and severity of aggressive skin cancers, such as Merkel cell carcinoma (MCC), to enhance clinical decision making by generating personalised predictions of treatment specific outcomes for patients and their doctors.


						
An international team, led by researchers at Newcastle University, UK, combined machine learning with clinical expertise to develop a web-based system called "DeepMerkel" which offers the power to predict MCC treatment specific outcomes based on personal and tumour specific features.

They propose that this system could be applied to other aggressive skin cancers for precision prognostication, the enhancement of informed clinical decision making and improved patient choice.

MCC

MCC is a rare but highly aggressive skin cancer. It can be difficult to treat -- typically affecting older adults with weakened immune systems who present with advanced disease associated with poor survival.

Dr Tom Andrew, a Plastic Surgeon and CRUK funded PhD student at Newcastle University and first author said; "DeepMerkel is allowing us to predict the course and severity of a Merkel cell carcinoma enabling us to personalise treatment so that patients are getting the optimal management.

"Using AI allowed us to understand subtle new patterns and trends in the data which meant on an individual level, we are able to provide more accurate predictions for each patient.




"This is important as in the 20 years up to 2020, the number of people diagnosed with this cancer has doubled and while it is still rare it is an aggressive skin cancer which is increasingly affecting older people."

The research was conducted with Penny Lovat, Professor of Dermato-oncology, Newcastle University, and Dr Aidan Rose, Senior Clinical Lecturer, Newcastle University and Consultant Plastic Surgeon at Newcastle Hospitals NHS Foundation Trust.

Dr Rose said; "Being able to accurately predict patient outcomes is critical when guiding clinical decision making. This is particularly important when treating aggressive forms of skin cancer in a complex patient group which typically results in difficult, and sometime life-changing, choices being made regarding treatment options. The developments we have made using AI allow us to provide personalised survival predictions and inform a patient's medical team of the optimal treatment."

In two complementary publications in Nature Digital Medicine and the Journal of the American Academy of Dermatology, the team describe how using advanced statistical and machine learning methods they developed the web-based prognostic tool for MCC.

Method 

In Nature Digital Medicine, the team describe how they employed explainability analysis and the data of to reveal new insights into mortality risk factors for the highly aggressive cancer, MCC. They then combined deep learning feature selection with a modified XGBoost framework, to develop a web-based prognostic tool for MCC which they termed DeepMerkel.




Analysing the data from nearly 11,000 patients in 2 countries, the researchers describein the Journal of the American Academy of Dermatology how DeepMerkel was able to accurately identify high-risk patients at an earlier stage of the cancer. This allows medics to make more informed decisions about when to use radical treatment options and intensive disease monitoring.

Patients first

The team hope that DeepMerkel will provide better information for patients to make decisions with their medical teams about the best treatment for them as an individual.

Dr Andrew added: "With further investment, the exciting next step for our team is to further develop DeepMerkel so that the system can present options to help advise clinicians on the best treatment pathway open to them."

The next step is to integrate the DeepMerkel website into routine clinical practice and broaden the scope of its use into other tumour types.
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The 'red advantage' is no longer true for Olympic combat sports | ScienceDaily
Wearing a red outfit in combat sports has been believed to provide an advantage for athletes, but a new study suggests there is no longer any truth in the claim.


						
In boxing, taekwondo and wrestling, athletes are randomly assigned either red or blue sports attire. Previous research in 2005 found that wearing red may be linked to a higher likelihood of winning in Olympic combat sports, particularly in closely contested bouts, but this had not been tested across multiple tournaments.

Psychologists from Vrije Universiteit Amsterdam and Northumbria University joined with researchers from Durham University who led the initial study on the red advantage to test the hypothesis across sixteen major international tournaments.

Using advanced data analysis techniques, they analysed the outcomes of over 6,500 contestants from seven summer Olympic Games and nine World Boxing Championships held between 1996 and 2020.

Their analysis revealed that athletes in red won 50.5% of the time, meaning the colour the athletes wore had no significant effect on their performance. In close contests with a narrow points difference, those wearing red won 51.5% of the time, but this is also not considered to be a statistically significant bias.

The researchers did, however, find that in competitions held pre-2005 there was an advantage for those athletes wearing red. In close contests, 56% of victories were won by those in red attire.

The researchers believe that the red advantage has faded since 2005 due to an increased use of technology in scoring points and changes in tournament rules.




Their findings have been published in Scientific Reports.

Leonard Peperkoorn, a social psychologist from VU Amsterdam explained: "The advantage has likely faded due to changes in tournament regulations. In the past, referees played a larger role in assigning points. Today, scoring is increasingly supported by technology, and the clarification of rules leaves less room for interpretation in awarding points. As a result, combat sports are increasingly able to offer a level playing field."

"This is an important synthesis going beyond single tournaments," said Professor Thomas Pollet, an expert in human behaviour and social relationships in Northumbria University's Department of Psychology, who co-authored the study. "When looking across many tournaments, the data suggest there is little evidence that the so-called red advantage currently plays an important role for combat sports at the elite level."

Professor Russell Hill and Professor Robert Barton from Durham University's Department of Anthropology led the initial 2005 study. They joined this new study to ensure there was consistency in the data collection and interpretation.

Professor Hill explained: "There has been enormous interest in the red advantage since our original study. While athletes wearing red once gained a potential benefit, this new and extensive analysis shows that the rule changes and awareness of the impact of clothing colour that have come since 2005 have helped remove its impact in combat sports."
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Intermittent fasting is effective for weight loss and improves cardiovascular health in people with obesity problems | ScienceDaily
A team of scientists led by the University of Granada (UGR), the Public University of Navarra (UPNA) and the CIBER has shown that intermittent fasting (reducing the number of hours of intake and extending the hours of fasting each day) is an effective method for losing weight and improves cardiovascular health in people with obesity problems.


						
Their work, published in the journal Nature Medicine, reveals that eating the last meal before 5pm and then not eating dinner at night is a safe and effective strategy for reducing subcutaneous abdominal fat, i.e. the fat just under the skin, especially after periods of excess such as Christmas.

In Spain, the prevalence of overweight and obesity reaches 70% in men and 50% in women, which is associated with multiple metabolic disorders such as type 2 diabetes and exponentially increases the risk of developing cardiovascular diseases, hypertension and certain types of cancer. This alarming weight gain in the population not only impacts people's quality of life, but also represents a major challenge for the public health system. Scientific research is working hard to implement effective yet simple strategies to treat this problem, which is now considered a disease.

Calorie restriction diets help weight loss and improve cardiovascular health. However, they are not easy to maintain in the long term and often lead to most people eventually dropping out of treatment and thus regaining lost weight, or even gaining more than their starting weight.

Faced with the difficulties of maintaining adherence to traditional calorie restriction, new nutritional strategies are emerging. One of these is intermittent fasting, which consists of alternating periods of eating with periods of fasting ranging from hours to days. One type of intermittent fasting that has gained popularity in recent years is that which reduces the number of hours of intake and extends the hours of fasting each day. This is known as time-restricted eating. Normally, in Spain, people have their first breakfast at 7-8 a.m. and dinner at 21-22 p.m., so they have a 12-14 hour window of intake. In this type of intermittent fasting, the intake window is reduced from 12-14 hours to 6-8 hours, and people fast for 16-18 hours. This nutritional strategy helps to maintain a daily cycle of eating and fasting, which stabilises our body's biological rhythms. We know that eating irregularly or at night disrupts these rhythms and increases the risk of obesity, cardiovascular disease and type 2 diabetes.

The research group PROFITH CTS-977 of the Department of Physical Education and Sports, Faculty of Sports Sciences and the Sport and Health University Research Institute (iMUDS) led by Dr. Jonatan Ruiz, in collaboration with ibs.Granada, the University Hospital Clinico San Cecilio and the University Hospital Virgen de las Nieves of Granada, as well as the research group led by Dr. Idoia Labayen of the University of Granada, in collaboration with Dr. Idoia Labayen of the University of Granada and the University Hospital Virgen de las Nieves of Granada. Idoia Labayen from the Public University of Navarra and the University Hospital of Navarra, together with the CIBER on Obesity (CIBEROBN) and the CIBER on Frailty and Healthy Ageing (CIBERFES) have investigated the effects of a 12-week intervention with three different fasting strategies: early fasting (intake sale: approximately 9:00-17:00), late fasting (approximately 14:00-22:00), and self-selected fasting, where people could select the time slot in which they wanted to eat, and did so on average between 12am and 8pm.

Study with 197 participants

In addition, all people participating in the study also received the standard treatment, which consisted of a nutrition education programme on Mediterranean diet and healthy lifestyles. In this randomised, controlled, multicentre trial, conducted in Granada (southern Spain) and Pamplona (northern Spain) and one of the largest to date, a total of 197 people (50% women) aged 30-60 years participated. Participants were randomly assigned to one of the following groups: treatment as usual (49 participants), early fasting (49 participants), late fasting (52 participants), or self-selected fasting (47 participants).




This study was part of the doctoral thesis of Manuel Dote-Montero, who is currently a postdoctoral fellow at the National Institute of Diabetes and Digestive and Kidney Diseases (NIDDK) in the United States.

Manuel Dote-Montero, together with Antonio Clavero Jimeno, a predoctoral researcher at the UGR, and Elisa Merchan Ramirez, a postdoctoral researcher at the UGR, led this study in Granada, and indicate that it is unclear whether the timing of the intake window -- early, late or self-selected -- may have a different effect on weight loss, visceral fat (i.e. fat surrounding organs in the abdominal area) or overall cardiovascular health in people who are overweight or obese.

The results of the study, published in the journal Nature Medicine, reveal that intermittent fasting showed no additional benefits over a nutrition education programme in reducing visceral fat. However, the fasting groups, regardless of the timing of intake, achieved greater weight loss, on average 3-4 kg, compared to the usual treatment group who continued with their intake window of at least 12 hours. Notably, the early fasting group reduced abdominal subcutaneous fat, i.e. the fat just under the skin, to a greater extent.

The study also assessed fasting and 24-hour glucose levels using a continuous glucose monitor worn by participants for 14 days before and at the end of the intervention. The results show that the early fasting group significantly improved fasting glucose levels and overnight glucose compared to the other groups.

Regulating glucose

These findings suggest that early fasting may be especially beneficial in optimising glucose regulation, which may help prevent diabetes and improve metabolic health. By not eating at night allows the body more time to digest and process nutrients, better regulation of blood glucose is facilitated, thus reducing the risk of developing sugar problems and other metabolic disorders, says Dr Labayen, principal investigator of the study in Pamplona and member of CIBEROBN together with Dr Jonatan Ruiz and Dr Manuel Munoz (CIBERFES).

The researchers stress that all the fasting groups had a high adherence rate and no serious adverse events were recorded. Intermittent fasting is therefore presented as a safe and promising strategy for managing body weight and improving cardiovascular health in people who are overweight or obese. This information could be crucial for improving the efficacy of nutritional interventions in such populations.
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Study advances possible blood test for early-stage Alzheimer's disease | ScienceDaily
Declining blood levels of two molecules that occur naturally in the body track closely with worsening Alzheimer's disease, particularly in women. Levels were found to drop gradually, from women with no signs of memory, disorientation, and slowed thinking to those with early signs of mild cognitive impairment. Decreases were more prominent in women with moderate or severe stages of the disease. Declines in men were evident in only one molecule, revealing a disease-specific difference between the sexes.


						
Six million Americans, most over the age of 65 and predominantly women, are currently estimated to have some form of Alzheimer's disease.

Led by neuroscientists at NYU Langone Health, in collaboration with other researchers in the U.S. and Brazil, the new study showed that blood levels of the protein acetyl-L-carnitine were lower in both women and men with mild cognitive impairment and Alzheimer's disease. Blood levels of free carnitine, the main byproduct of acetyl-L-carnitine in reactions essential to brain function, steadily declined in women in amounts related to the severity of their cognitive decline. In men, significant declines were seen only in acetyl-L-carnitine, not free carnitine.

Published in the journal Molecular Psychiatry online Jan. 7, the study results suggest that declines in these two brain chemicals could indicate the presence and degree of Alzheimer's disease, and that this difference might offer an explanation as to why women are at higher risk of the disease than men.

Additional computer testing showed that blood levels of acetyl-L-carnitine and free carnitine aligned in direct proportion in study participants to increased amyloid beta and tangled tau protein levels, long considered markers of progressive severity in Alzheimer's disease. Indeed, the research team's accuracy in diagnosing the severity of Alzheimer's disease rose from more than 80% -- when using either amyloid beta and tangled tau protein levels collected from cerebrospinal fluid or the two blood molecules -- to 93% when using both.

"Our findings offer the strongest evidence to date that decreased blood levels of acetyl-L-carnitine and free carnitine could act as blood biomarkers for identifying those who have Alzheimer's disease, and potentially those who are at greater risk of developing early dementia," said study lead investigator Betty Bigio, PhD. "The results also might explain the differences by sex in Alzheimer's disease, with more women than men having dementia," said Bigio, a research assistant professor in the Department of Psychiatry at NYU Grossman School of Medicine. Bigio is also affiliated with the Nathan Kline Institute for Psychiatric Research.

"Because declines in acetyl-L-carnitine and free carnitine tracked closely with the severity of Alzheimer's disease, the molecular pathways involved in their production offer other possible therapeutic targets for getting at the root cause of the disease and potentially intervening before permanent brain damage occurs," said senior study investigator Carla Nasca, PhD. Nasca is an assistant professor in the Departments of Psychiatry and Neuroscience at NYU Grossman School of Medicine. Nasca is also affiliated with the Nathan Kline Institute for Psychiatric Research.




The study involved data on two separate groups of men and women in Brazil and California, in which the researchers measured blood levels of the two molecules. A total of 93 study volunteers diagnosed with varying degrees of cognitive impairment were involved, along with 32 cognitively healthy men and women of similar age, weight, and education. Results in the Californian group were used to confirm what was found in the Brazilian group.

Moving forward, Nasca says more research is needed into the root sources of acetyl-L-carnitine and the molecular pathways that control its production and into tracking how the molecule affects brain chemistry as it is contained in brain vesicle stores released into the blood. The team's goal is to define other biomarkers in the brain that track closely with Alzheimer's disease progression.

If further studies confirm their latest findings, Nasca says the team's research could be used to develop a blood test for dementia and for tracking the progression of Alzheimer's disease in an easier and noninvasive way. Currently, searching for biomarkers of disease progression can involve serial spinal taps that pose risks of pain and infection. A blood test might also be useful to support or add a more objective, quantitative measure of disease severity than existing questionnaires that test memory or thinking skills.

A blood test, Nasca says, could also help predict the effectiveness, or lack thereof, of potential new drug treatments designed to delay or prevent the onset of Alzheimer's disease.

Both acetyl-L-carnitine and free carnitine are essential for healthy brain function and regulating cell energy metabolism. Past research by Nasca's team showed that acetyl-L-carnitine also shuttles molecules from a cell's powerhouse mitochondria to a cell's controlling nucleus, allowing genes to open and become activated. This shuttling action is key in regulating genes that produce the neurotransmitter glutamate, another chemical involved in most brain activities, including nerve cell repair (plasticity). This matters in the hippocampus region of the brain, which helps regulate memory and where initial damage from Alzheimer's diseases is known to appear.

Nasca says that excessive levels of glutamate have also been tied to mood disorders and severe cases of depression in humans, disorders closely tied to Alzheimer's disease. Her team has also linked deficiencies in acetyl-L-carnitine, but not free carnitine, to depression and childhood trauma. Future investigations are planned about how to prevent the progression of depression to Alzheimer's disease.

Funding support for the study was provided by National Institutes of Health grants R24AG06517, P50AG16573, and P30AG066519. Additional funding support came from the Robertson Therapeutic Development Fund, D'Or Institute for Research and Education, Rede D'Or Sao Luiz Hospital Network, International Society for Neurochemistry, Fundacao Carlos Chagas Filho de Ampara a Pesquisa do Estado do Rio Janeiro, Serrapilheira Institute, and Alzheimer's Association grant AARG-D-61541.

Besides Bigio and Nasca, other NYU Langone researchers involved in the study are co-investigators Aryeh Korman and Drew Jones. Other study co-investigators are Ricardo Lima-Filho, Felipe Sudo, Claudia Drummond, Naima Assuncao, Bart Vanderborght, Sergio Ferreira, Paulo Mattos, Fernanda Tovar-Moll, Fernanda De Felice, and Mychael Lourenco, at the Federal University of Rio de Janeiro and the D'Or Institute for Research and Education, also in Brazil; Olivia Barnhill, at Rockefeller University in New York City; James Beasley and Sarah Young, at Duke University in Durham, N.C.; and David Sultzer and Elizabeth Head, at the University of California Irvine.
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When the past meets the future: Innovative drone mapping unlocks secrets of Bronze Age 'mega fortress' in the Caucasus | ScienceDaily
A Cranfield University, UK, academic has used drone mapping to investigate a 3000-year-old 'mega fortress' in the Caucasus mountains. Dr Nathaniel Erb-Satullo, Senior Lecturer in Architectural Science at Cranfield Forensic Institute, has been researching the site since 2018 with Dimitri Jachvliani, his co-director from the Georgian National Museum, revealing details that re-shape our understanding of the site and contribute to a global reassessment of ancient settlement growth and urbanism.


						
Fortress settlements in the South Caucasus appeared between 1500-500 BCE, and represent an unprecedented development in the prehistory of the regions. Situated at the boundary between Europe, the Eurasian Steppe, and the Middle East, the Caucasus region has a long history as a cultural crossroads with distinctive local identities.

Research on the fortress -- named Dmanisis Gora -- began with test excavations on a fortified promontory between two deep gorges. A subsequent visit in Autumn, when the knee-high high summer grasses had died back, revealed that the site was much larger than originally thought. Scattered across a huge area outside the inner fortress were the remains of additional fortification walls and other stone structures. Because of its size, it was impossible to get a sense of the site as a whole from the ground.

"That was what sparked the idea of using a drone to assess the site from the air," commented Dr Erb-Satullo. "The drone took nearly 11,000 pictures which were knitted together using advanced software to produce high-resolution digital elevation models and orthophotos -- composite pictures that show every point as if you were looking straight down.

"These datasets enabled us to identify subtle topographic features and create accurate maps of all the fortification walls, graves, field systems, and other stone structures within the outer settlement. The results of this survey showed that the site was more than 40 times larger than originally thought, including a large outer settlement defended by a 1km long fortification wall."

The research team used a DJI Phantom 4 RTK drone which can provide relative positional accuracy of under 2cm as well as extremely high-resolution aerial imagery. In order to obtain a highly accurate map of human-made features, the team carefully checked each feature in the aerial imagery to confirm its identification.

To understand how the landscape of the site had evolved, the orthophotos were compared with 50-year-old photos taken by a Cold War-era spy satellite declassified in 2013. That gave researchers much needed insight into which features were recent, which were older. It also enabled researchers to assess what areas of the ancient settlement were damaged by modern agriculture. All of those data sets were merged in Geographic Information System (GIS) software, helping to identify patterns and changes in the landscape.

"The use of drones has allowed us to understand the significance of the site and document it in a way that simply wouldn't be possible on the ground" said Dr Erb-Satullo. "Dmanisis Gora isn't just a significant find for the Southern Caucasus region, but has a broader significance for the diversity in the structure of large scale settlements and their formation processes. We hypothesize that Dmanisis Gora expanded because of its interactions with mobile pastoral groups, and its large outer settlement may have expanded and contracted seasonally. With the site now extensively mapped, further study will start to provide insights into areas such as population density and intensity, livestock movements and agricultural practices, among others."

This data will give researchers new insights into Late Bronze Age and Early Iron Age societies, and how these communities functioned. Since the aerial survey was completed, Dr. Erb-Satullo has been carrying out further excavations at the site, uncovering tens of thousands of pottery shards, animal bones, and other artefacts that tell us more about the society that built this fortress.

This work has been funded by the Gerda Henkel Foundation, the Gerald Averay Wainwright Fund and the British Institute at Ankara.
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Evolutionary biology: Ants can hold a grudge | ScienceDaily
A team led by evolutionary biologist Volker Nehring is investigating the extent to which ants learn from past experiences.


						
Ants learn from experience. This has been demonstrated by a team of evolutionary biologists from the University of Freiburg, led by Dr Volker Nehring, research associate in the Evolutionary Biology and Animal Ecology group, and doctoral student Melanie Bey. The researchers repeatedly confronted ants with competitors from another nest. The test ants remembered the negative experiences they had during these encounters: when they encountered ants from a nest they had previously experienced as aggressive, they behaved more aggressively towards them than towards ants from nests unknown to them. Ants that encountered members of a nest from which they had previously only encountered passive ants were less aggressive. The biologists published their results in the journal Current Biology.

Ants are aggressive towards their neighbours

Ants use odours to distinguish between members of their own nest and those from other nests. Each nest has its own specific scent. Previous studies have already shown that ants behave aggressively towards their nearest neighbours in particular. They are especially likely to open their mandibles and bite, or spray acid and kill their competitors. They are less likely to carry out such aggressive manoeuvres against nests that are further away from their own. Until now, it was unclear why this is the case. Nehring's team has now discovered that ants remember the smell of attackers. This is why they are more aggressive when confronted with competitors from nests they are familiar with.

More aggressive behaviour towards competitors from familiar nests

The scientists conducted an experiment in two phases. In the first phase, ants gained various experiences: one group encountered ants from their own nest, the second group encountered aggressive ants from a rival nest A, and the third group encountered aggressive ants from rival nest B. A total of five encounters took place on consecutive days, with each encounter lasting one minute.

In the subsequent test phase, the researchers examined how the ants from the different groups behaved when they encountered competitors from nest A. The ants that had already been confronted with conspecifics from this nest in the first phase behaved significantly more aggressively than those from the other two groups.

To test the extent to which the higher aggression arises from the behaviour of ants from a particular nest, the scientists repeated the experiment in a slightly modified form. In the first phase, they now distinguished between encounters with aggressive and passive ants. They ensured that an ant behaved passively by cutting off its antennae. In phase two of the experiment, the ants that had previously only encountered passive competitors behaved significantly less aggressively.

"We often have the idea that insects function like pre-programmed robots," says Nehring. "Our study provides new evidence that, on the contrary, ants also learn from their experiences and can hold a grudge." Next, Nehring and his team will investigate whether and to what extent ants adapt their olfactory receptors to their experiences, thus reflecting what they have learned at this level as well.
    	Melanie Bey conducted her doctorate under Dr. Volker Nehring. Rebecca Endermann, Christina Raudies and Jonas Steinle are former bachelor's and master's students in the Evolutionary Biology and Animal Ecology working group.
    	The research was funded by the German Research Foundation (project number NE1969/6-1).
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Low-cost system will improve communications among industrial machines | ScienceDaily
Researchers have found a low-power, inexpensive way for large numbers of devices, such as machines in factories and equipment in labs, to share information by efficiently using signals at untapped high frequencies.


						
The technology could immediately enable low-cost, efficient real-time monitoring in industrial settings, such as tracking the condition of manufacturing robots or detecting gas leaks in refineries, by eliminating the need for power-hungry signal transmitters. The researchers said that with some engineering improvements, the technology could be used for large-scale applications like smart cities and agriculture.

The technology is an advanced version of a device that transmits data in a wireless system, commonly known as a tag. The new tag can support data transmission for a large network of devices using a technique called backscattering. This is where a central reader sends a signal to a sensor tag to gather information, and the tag reflects this ambient signal directly back to the reader. Backscattering is already used in simple systems like smart payment and building entry cards, but until now has only been possible at low frequencies.

The low frequency limit poses a problem when many devices try to communicate at the same time because when more signals are introduced, they are more likely to run into one another and get jumbled up. Conventional backscatter designs also have slow communication speeds, as lower frequency signals have limitations on how much information can travel back and forth at once.

The new tag, developed by researchers at Princeton, Rice University and Brown University, is the first of its kind that can use backscattering in the sub-terahertz range, a high-frequency portion of the radio spectrum. This range can support high-speed data transmission across broad bandwidths. The development means it could be possible to power signal transmission for dense networks of devices using passive tags, saving significant power and infrastructure compared to conventional wireless systems.

"I believe this technology will find applications in many interesting settings," said Yasaman Ghasempour, assistant professor of electrical and computer engineering at Princeton and the study's principal investigator. "Despite the conventional wisdom, this paper shows that it is possible to have low-power, scalable communication in the sub-terahertz range."

The paper was published Oct. 9 in Nature Communications.




Using backscattering at higher frequencies is challenging because the signals are more susceptible to fading as they propagate and must be very precise to travel long distances. "The reader has to form a narrow pencil-shaped beam to shine into the tag's precise location, and the low-power tag should do the same without consuming any power. That's the real challenge," Ghasempour said.

Traditional backscatter tags reflect signals back to their source using simple antennas that typically broadcast the energy in all directions, causing only a portion of the energy to reach back to the reader. While some advanced tags can adjust the direction of their signal, their ability to do so is limited, and they're restricted to a narrow range of frequencies. Ghasempour said that achieving sub-terahertz backscattering required the team to rethink the entire architecture of the tag. "It wouldn't work to use the same old hardware design and scale it up," she said.

To address these limitations, the researchers came up with an entirely new antenna structure. The new antennas allow the direction of the signal to change automatically in response to changes in frequency. By doing this, the tag can steer the signal to enable longer range communication and avoid interference from other signals. In other words, the interference footprint of each tag is limited in spatial and spectral domains.

Ghasempour said she hopes that others will read this paper and find engineering improvements for advanced applications. By implementing a way to amplify signals in the system at low costs, for example, the technology could power sensor networks across cities to monitor air quality or traffic flow.

The tags could be placed on traffic signs to be detected by self-driving cars, as they can use radio waves to convey messages like "stop" or "yield" even when visibility is blocked by fog or snow. In agriculture, the technology could help create expansive networks of soil sensors across fields or forests, providing real-time data on moisture levels or temperature.

Ghasempour said that developing low-power data modulators in these kinds of systems is an active area of research, and that this innovation is a step toward decreasing cost and power consumption for the entire wireless system.
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High performance in frosty conditions | ScienceDaily
Most solids expand as temperatures increase and shrink as they cool. Some materials do the opposite, expanding in the cold. Lithium titanium phosphate is one such substance and could provide a solution to the problem of steeply declining performance of lithium-ion batteries in cold environments. In the journal Angewandte Chemie, a Chinese team has demonstrated its suitability for use in electrodes for rechargeable batteries.


						
Lithium-ion batteries and other rechargeable batteries based on metal ions provide our portable devices with electricity, power vehicles, and store solar and wind energy. They work well -- as long as it is warm. As temperatures drop, the performance of these batteries can decrease sharply -- a problem for electric cars, aerospace, and military applications. Countermeasures such as integrated heaters, improved electrolytes, or electrode coatings increase the cost and complexity of battery production or reduce performance.

One of the causes of the cold problem is the slowed diffusion of lithium ions within the electrode material. A team from Donghua University and Fudan University in Shanghai, as well as Inner Mongolia University in Hohhot has proposed a new approach to tackling this issue: electrodes made of electrochemical energy-storage materials with negative thermal expansion (NTE), such as lithium titanium phosphate LiTi2(PO4)3 (LTP). Led by Liming Wu, Chunfu Lin, and Renchao Che, the team used LTP as a model substance to demonstrate that electrode materials with NTE properties can provide good performance at low temperatures.

Analysis of the crystal structure revealed a three-dimensional lattice of TiO6 octahedra and PO4 tetrahedra with an open, flexible structure that contains both "cavities" and "channels," where lithium ions can lodge. When cooled, the structure stretches along one of its crystal axes. By using spectrometric and electron microscopic analyses in conjunction with computer modeling, the team determined that the vibrational modes of the atoms change at low temperature. This increases the occurrence of special transverse vibrations of certain oxygen atoms, increasing their distances from each other and widening the cavities in the lattice. This facilitates storage and transport of the lithium ions. At [?]10 degC, their diffusion rate is still at 84% of the value obtained at 25 degC. Electrochemical tests on carbon-coated LTP at [?]10 degC also showed good electrochemical performance with high capacity and a high rate capability, as well as a high retention of capacity over 1000 charge/discharge cycles.

Materials with negative thermal expansion are thus highly promising for use as an electrode material in lithium-ion batteries in cold environments.
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A new era in genetic engineering | ScienceDaily
Influential inventions often combine existing tools in new ways. The iPhone, for instance, amalgamated the telephone, web browser and camera, among many other devices.


						
The same is now possible in gene editing. Rather than employ separate tools for editing genes and regulating their expression, these distinct goals can now be combined into a single tool that can simultaneously and independently address different genetic diseases in the same cell.

Merging Gene Editing and Regulation

In a new paper in Nature Communications, researchers in the Center for Precision Engineering for Health (CPE4H) at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering) describe minimal versatile genetic perturbation technology (mvGPT).

Capable of precisely editing genes, activating gene expression and repressing genes all at the same time, the technology opens new doors to treating genetic diseases and investigating the fundamental mechanisms of how our DNA functions.

"Not all genetic diseases are solely caused by errors in the genetic code itself," says Sherry Gao, Presidential Penn Compact Associate Professor in Chemical and Biomolecular Engineering (CBE) and in Bioengineering (BE) and the paper's senior author. "In some cases, diseases with genetic components -- like type I diabetes -- are due to how much or little certain genes are expressed."

One Tool, Multiple Functions

In the past, addressing multiple, unrelated genetic abnormalities at once -- by, say, editing one gene and suppressing another -- would have required multiple distinct tools. "We wanted to build a single platform that could precisely and efficiently edit DNA as well as upregulate and downregulate gene expression," says Tyler Daniel, a doctoral student in the Gao Lab and one of the paper's co-first authors.




The platform works by combining an improved "Prime Editor," capable of modifying DNA sequences, with previously invented technologies for increasing and decreasing the expression of genes. "All these functions are orthogonal," says Daniel. "They can happen independently of each other at the same time."

"This level of precision for modifying DNA sequences and gene expression was not previously possible," he continues. "Each task functions independently. It's as if we took a car with a faulty navigation system and fixed the bug in that system while simultaneously turning up the volume on the stereo and turning down the air conditioning."

The Power of Precision Editing

The team tested mvGPT on human liver cells with a mutation causing Wilson's disease, successfully editing out the mutation while also upregulating a gene linked to type I diabetes treatment and suppressing another associated with transthyretin amyloidosis. In multiple tests, mvGPT achieved all three tasks with high precision, demonstrating its ability to target multiple genetic conditions simultaneously.

Because mvGPT takes up less space than three separate tools, the system is also easier to transport into cells. The researchers showed that mvGPT can be delivered by multiple means, including strands of mRNA and viruses used to deliver genetic editing tools.

"When you have a single tool that can accomplish all of these things at the same time," says Gao, "you make the process so much simpler, because there's less machinery you have to deliver to the cell."

Moving Towards a Greater Impact




Now that the technology has shown promise in human cells, the researchers plan to test mvGPT in animal models, and against other diseases with genetic components, including cardiovascular diseases. "The more advanced our tools become," continues Gao, "the more we can do to treat genetic diseases."

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science and supported by the National Science Foundation (CBET-2143626) and the National Institutes of Health (HL157714).

Additional co-authors include co-first authors Qichen Yuan and Hongzhi Zeng of Rice University; Emmanuel C. Osikpa, Qiaochu Yang, Advaith Peddi, Liliana M. Abramson and Boyang Zhang, also of Rice University; and Qingzhuo Liu, Yongjie Yang and Yong Xu of Baylor College of Medicine.
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Lithium-sulphur pouch cells investigated at BESSY II | ScienceDaily
A team from HZB and the Fraunhofer Institute for Material and Beam Technology (IWS) in Dresden has gained new insights into lithium-sulphur pouch cells at the BAMline of BESSY II. Supplemented by analyses in the HZB imaging laboratory and further measurements, a new picture emerges of processes that limit the performance and lifespan of this industrially relevant battery type. The study has been published in the journal Advanced Energy Materials.


						
Lithium-sulphur batteries have a number of advantages over conventional lithium batteries: they use the abundant raw material sulphur, do not require the critical elements cobalt or nickel, and can achieve extremely high specific energy densities. Prototype cells are already achieving up to 500 Wh/kg, almost twice as much as current lithium-ion batteries.

Degradation processes examined

However, lithium-sulphur batteries have so far been much more susceptible to degradation processes: during charging and discharging, dissolved polysulphides and sulphur phases form on the lithium electrode, gradually reducing the performance and lifetime of the battery. 'Our research aims to elucidate these processes in order to improve this type of battery,' says HZB physicist Dr. Sebastian Risse, who leads a team at HZB working on operando analysis of batteries.

The pouch cell lab at HZB

He is focusing on pouch cells, a battery format widely used in industry. HZB's Institute for Electrochemical Energy Storage (CE-IEES), headed by Prof. Yan Lu, has therefore set up a laboratory specialising in the production of lithium-sulphur batteries in the required pocket format. Here, scientists can produce and investigate a wide variety of lithium-sulphur pouch cells. As part of the BMBF-funded 'SkaLiS' project, coordinated by Sebastian Risse, a team from the Fraunhofer Institute for Material and Beam Technology (IWS) in Dresden has now published a comprehensive study of lithium-sulphur pouch cells in the journal Advanced Energy Materials.

Multimodal setup

The battery cells were studied in a setup developed at HZB using various methods such as impedance spectroscopy, temperature distribution, force measurement and X-ray imaging (synchrotron and laboratory source) during charging and discharging. For the first time, we were able to observe and document both the formation of lithium dendrites and the dissolution and formation of sulphur crystallites during multi-layer battery operation,' says Dr Rafael Muller, HZB chemist and first author of the study.




Phase-contrast radiography at BESSY II

In particular, phase-contrast radiography with coherent synchrotron light at the BAM beamline at BESSY II allowed us to follow the morphology of the only weakly absorbing lithium metal and to correlate it with other measurement data, giving us a comprehensive picture. X-ray analyses in the imaging laboratory at HZB, carried out in collaboration with the imaging group of Dr Ingo Manke, also allowed the formation of strongly absorbing sulphur crystals to be analysed during battery operation.

Outlook: High-energy battery systems

'Our results bridge the gap between basic research and technology transfer, and in particular allow conclusions to be drawn about the scalability of this battery technology and the further development of high-energy battery systems,' says Risse. Among other things, the team showed that a new design approach by the IWS Dresden is promising: a perforated and thus significantly lighter cathode current collector does not impair the performance of the cell.

The results of this study will help to optimise the performance and lifetime of lithium-sulphur batteries, so that this promising battery type can meet the requirements of mobile and stationary energy storage systems.
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Elderberry juice shows benefits for weight management, metabolic health | ScienceDaily
Elderberry juice may be a potent tool for weight management and enhancing metabolic health, according to a recent Washington State University-led study.


						
A clinical trial published in the journal Nutrients found that drinking 12 ounces of elderberry juice daily for a week causes positive changes in the gut microbiome and improves glucose tolerance and fat oxidation.

Elderberry, a small dark purple berry found on elder trees native to Europe, is commonly used as a medicinal plant and supplement to promote immune function. Its other potential health benefits are poorly understood, however.

"Elderberry is an underappreciated berry, commercially and nutritionally," said corresponding author Patrick Solverson, an assistant professor in the WSU Elson S. Floyd College of Medicine's Department of Nutrition and Exercise Physiology. "We're now starting to recognize its value for human health, and the results are very exciting."

The researchers tested the effects of elderberry on metabolic health in a randomized, placebo-controlled clinical trial with 18 overweight adults. Participants consumed either elderberry juice or a placebo with similar coloring and taste, specially designed by North Carolina State University's Food Innovation Lab, while maintaining a standardized diet.

Clinical testing following the intervention showed that participants who consumed elderberry juice had significantly increased amounts of beneficial gut bacteria, including firmicutes and actinobacteria, and decreased amounts of harmful bacteria, such as bacteroidetes. A healthy gut microbiome is essential for nutrient absorption and supports physical and mental health.

In addition to positive microbiota changes, the elderberry intervention resulted in improved metabolism. Results showed that the elderberry juice reduced participants' blood glucose levels by an average of 24%, indicating a significantly improved ability to process sugars following carbohydrate consumption. Results also showed a 9% decrease in insulin levels.




Additionally, results suggested that elderberry juice can enhance the body's ability to burn fat. Participants who received the elderberry juice showed significantly increased fat oxidation, or the breakdown of fatty acids, after a high carbohydrate meal and during exercise.

The researchers attribute these positive effects to elderberry's high concentration of anthocyanins, plant-based bioactive compounds that have a variety of health benefits, including anti-inflammatory, anti-diabetic and antimicrobial effects.

"Food is medicine, and science is catching up to that popular wisdom," Solverson said. "This study contributes to a growing body of evidence that elderberry, which has been used as a folk remedy for centuries, has numerous benefits for metabolic as well as prebiotic health."

Other berries contain anthocyanins, but typically in lower concentrations. A person would have to consume four cups of blackberries a day to achieve the same anthocyanin dose contained in 6 ounces of elderberry juice, Solverson said.

Although elderberry products are less popular in the U.S. than in Europe, demand exploded during the COVID-19 pandemic and elderberry continues to be a growing market.

The researchers have filed for a provisional patent for using the bioactive components of American black elderberry for weight management and gut health through supplements or other applications.
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Scorching climate drove lampreys apart during cretaceous period | ScienceDaily
A new study finds that one of the hottest periods in Earth's history may have driven lampreys apart -- genetically speaking. The work could have implications for how aquatic species respond to our current changing climate.


						
"Lampreys are simultaneously creepy and special -- even though people tend to think of them as just tubes with a freaky circle of teeth," says Lily Hughes, corresponding author of the study. Hughes is a research assistant professor at North Carolina State University and the curator of ichthyology at the North Carolina Museum of Natural Sciences.

"They are an ancient and amazing species, and their larvae play an important role in filtering nutrients and maintaining water quality in stream beds," Hughes says. "But very little is known about their evolutionary relationships, or tree of life."

There are only 48 currently recognized species of lampreys, and they are divided into three families: one that lives in the Northern Hemisphere, and two in the Southern Hemisphere. No lamprey species are found in the tropics near the equator.

Hughes, study co-first author Devin Bloom, and the research team set out to determine when these groups diverged from their common ancestor. Bloom is an associate professor at Western Michigan University.

Using a combination of DNA samples from living lampreys and information from the fossil record, the team constructed phylogenomic trees that revealed a split between the Northern and Southern Hemisphere lampreys around 93 million years ago, during the Cretaceous period.

"We do know that during this time period, average temperatures globally were about 82 F (28.1 C), and the average tropical temperature was 93.5 F (34.2 C)," Hughes says. "Lamprey larvae like to be cooler, which is why they burrow into stream beds. The tropical temperatures at this point were much hotter than larval lampreys can survive.




"A couple of things could have happened as a result of these temperatures to explain the split: maybe tropical lampreys went extinct and the groups lost a common genetic link that way, or maybe the lampreys just moved away from the equator to more temperate climes. While we don't know how the lampreys were distributed at the time, we do know that this is when they split."

The findings represent a new hypothesis for lamprey distribution.

"One appealing explanation for the highly disjunct distribution of lampreys was existence of the ancient super continent Pangea, which could have physically separated the groups," Bloom says. "But our study, which combines fossil and genomic information, shows divergence between Northern and Southern Hemisphere lampreys happened long after the breakup of Pangea."

The research appears in Proceedings of the Royal Society B: Biological Sciences and is supported by the National Science Foundation under grant DEB-1754627. Kyle Piller of Southeastern Louisiana University, Nicholas Lang of Lane Tech College Prep High School and Richard Mayden of St. Louis University also contributed to the work.
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Exposure to aircraft noise linked to worse heart function | ScienceDaily
People who live close to airports and are exposed to high aircraft noise levels could be at greater risk of poor heart function, increasing the likelihood of heart attacks, life-threatening heart rhythms and strokes, according to a new study led by UCL (University College London) researchers.


						
The study, published in the Journal of the American College of Cardiology (JACC), looked at detailed heart imaging data from 3,635 people who lived close to four major airports in England.

Within this group, the research team compared the hearts of those who lived in areas with higher aircraft noise with those who lived in lower aircraft noise areas.

They found that those who lived in areas with higher than recommended aircraft noise levels had stiffer and thicker heart muscles* that contracted and expanded less easily and were less efficient at pumping blood around the body.

This was especially the case for people exposed to higher aircraft noise at night, potentially due to factors such as impaired sleep and the fact that people are more likely to be at home at night and therefore exposed to the noise.

The researchers found in separate analyses of people not exposed to aircraft noise, that these types of heart abnormalities could result in two- to four-fold increased risks of a major cardiac event such as a heart attack, life-threatening heart rhythms, or stroke when compared to the risk of persons without any of these heart abnormalities.

Senior author Dr Gaby Captur (UCL Institute of Cardiovascular Science and consultant cardiologist at the Royal Free Hospital, London) said: "Our study is observational so we cannot say with certainty that high levels of aircraft noise caused these differences in heart structure and function.




"However, our findings add to a growing body of evidence that aircraft noise can adversely affect heart health and our health more generally.

"Concerted efforts from government and industry are needed to reduce our exposure to aircraft noise and mitigate its impact on the health of millions of people who live close to airports or under flight paths."

Professor Anna Hansell from the University of Leicester added: "We are concerned that the type of abnormalities we saw with night-time aircraft noise might result in increased risk of heart problems and stroke. Aircraft noise at night has been shown to affect sleep quality and this may be an important factor affecting health.

"The role of noise on heart health is currently under investigation. However, there are many established ways to look after your heart. These include eating a healthy and balanced diet, keeping physically active, maintaining a healthy weight, giving up smoking if you smoke, reducing alcohol consumption, keeping conditions such as high blood pressure and diabetes under control, and taking medication including cholesterol-lowering drugs if prescribed by your doctor."

As well as affecting sleep, noise from our environment can trigger stress responses and lead to an over-activation of the sympathetic nervous system (the network of nerves that controls our "fight or flight" response), causing blood pressure to rise, arteries to constrict or dilate, and slower digestion. It can also cause the release of cortisol, the stress hormone, which can increase the appetite and cause weight gain.

Aircraft noise may be more annoying than road or rail noise because of louder but intermittent noisy events and the unpredictability of the sound which makes it difficult to get used to.




It is already known that exposure to high levels of aircraft noise is linked to higher blood pressure and obesity. In the new study, both factors were found to account for a significant portion of the link between aircraft noise and differences in heart structure and function.

First author Dr Cristian Topriceanu (UCL Institute of Cardiovascular Science) explained: "Between a quarter and half of the link was attributed to a higher BMI (body mass index) among participants exposed to higher levels of aircraft noise, while between 9% to 36% of the link was attributed to these participants having higher blood pressure (this was among those exposed to day-time aircraft noise only).

"Other factors that could be triggered by the stress response to aircraft noise include impaired sleep, inflammation, and atherosclerosis (build-up of fats, cholesterol and other substances in our arteries)."

For the new study, researchers looked at data from the UK Biobank of 3,635 participants who had had detailed magnetic resonance imaging (MRI) of the heart and who lived near Heathrow, Gatwick, Birmingham or Manchester airports.

They used UK Civil Aviation Authority estimates of aircraft noise level for every 100 square metres within those areas. Higher aircraft noise was defined as over 50 decibels on average during the day and 45 decibels on average during the night (11pm-7am). This is louder than the aircraft noise limits of 45 decibels on average during the day and 40 decibels on average at night recommended by the World Health Organization.

Among the UK Biobank participants in these areas, 8% lived in an area with high day-time aircraft noise, with 3% in an area with high night-time noise.

Comparing the hearts of individuals in higher and lower aircraft noise areas, the researchers took into account a wide variety of factors that might have skewed the results, including age, sex, BMI, socioeconomic status, lifestyle factors such as whether participants smoked and exercised, as well as participants' exposure to road and rail noise and air pollution.

Heart MRIs were done at least three years after the estimates of aircraft noise in the participants' neighbourhoods.

Participants who stayed in a higher aircraft noise area, the researchers found, had about 10-20% worse heart structure and function than their counterparts in these areas who moved away.

The research team then looked at a separate sample of 21,360 people who had detailed MRI scans of the heart as part of the UK Biobank study to investigate how heart abnormalities comparable to those linked to higher aircraft noise might affect the risk of a major adverse cardiac event.

They concluded that a hypothetical individual with these heart abnormalities may have up to four times the risk of an event such as a heart attack, abnormal heart rhythm, or stroke.

Earlier research led by the University of Leicester estimated that about 5% of adults in England were exposed to aircraft noise exceeding 50 decibels either during the day or night.

Professor James Leiper, Associate Medical Director at the British Heart Foundation, said: "For most of us, a plane is seen as a ticket to some well-deserved rest and relaxation. But this innovative study reveals the potential invisible impact for those living close to some of our biggest travel hubs.

"While observational studies like this can't prove cause and effect, these findings add to previous research showing the damaging impact of noise pollution on our heart health. Further research will be needed to investigate the longer-term effects of aircraft noise on the health of those with the highest exposure."

The study received funding from the Medical Research Council, British Cardiovascular Society, British Heart Foundation, a UCL Charlotte and Yule Bogue Research Fellowship,and the National Institute for Health and Care Research (NIHR)

*Thickening of the heart is when the heart muscle cells enlarge and the walls of the heart chambers thicken. In this case, the thickening is not beneficial so rather than making the heart muscle pump more efficiently, it has the reverse effect as a maladaptively thickened heart becomes stiffer over time and less able to pump blood around the body.
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How deep sleep clears a mouse's mind, literally | ScienceDaily
A good night's sleep does more than just help you feel rested -- it might literally clear your mind. A new study published January 8 in the Cell Press journal Cell shows how deep sleep may wash away waste buildup in the brain during waking hours, an essential process for maintaining brain health. The findings also offer insights into how sleep aids may disrupt the "brainwashing" system, potentially affecting cognitive function in the long run.


						
Scientists have known that the brain has a built-in waste removal system, called the glymphatic system, which circulates fluid in the brain and spinal cord to clear out waste. This process helps remove toxic proteins that form sticky plaques linked to neurological disorders. However, what drives this system has remained unclear, until now.

Danish scientists found that a molecule called norepinephrine plays a key role in the brain's cleaning in mice. During deep sleep, the brainstem releases tiny waves of norepinephrine about once every 50 seconds. Norepinephrine triggers blood vessels to contract, generating slow pulsations that create a rhythmic flow in the surrounding fluid to carry waste away.

"It's like turning on the dishwasher before you go to bed and waking up with a clean brain," says senior author Maiken Nedergaard of the University of Rochester and University of Copenhagen, Denmark. "We're essentially asking what drives this process and trying to define restorative sleep based on glymphatic clearance."

To find clues, Nedergaard and her team looked into what happens in mice when the brain sleeps. Specifically, they focused on the relationship between norepinephrine and blood flow during deep slumber. They found that norepinephrine waves correlate to variations in brain blood volume, suggesting norepinephrine triggers a rhythmic pulsation in the blood vessels.

The team then compared the changes in blood volume to brain fluid flow. They found that the brain fluid flow fluctuates in correspondence to blood volume changes, suggesting that the vessels act as pumps to propel the surrounding brain fluid to flush out waste.

"You can view norepinephrine as this conductor of an orchestra," says lead author Natalie Hauglund of the University of Copenhagen and the University of Oxford, UK. "There's a harmony in the constriction and dilation of the arteries, which then drives the cerebrospinal fluid through the brain to remove the waste products."

Hauglund then had another question -- is all sleep created equal? To find out, the researchers gave mice zolpidem, a common drug to aid sleep. They found that the norepinephrine waves during deep sleep was 50% lower in zolpidem-treated mice than in naturally sleeping mice. Although the zolpidem-treated mice fell asleep faster, fluid transport into the brain dropped more than 30%. The findings suggest that the sleeping aid may disrupt the norepinephrine-driven waste clearance during sleep.




"More and more people are using sleep medication, and it's really important to know if that's healthy sleep," says Hauglund. "If people aren't getting the full benefits of sleep, they should be aware of that so they can make informed decisions."

The team says that the findings likely apply to humans, who also have a glymphatic system, although this needs further testing. Researchers have observed similar norepinephrine waves, blood flow patterns, and brain fluid flux in humans. Their findings may offer insights into how poor sleep may contribute to neurological disorders like Alzheimer's disease.

"Now we know norepinephrine is driving the cleaning of the brain, we may figure out how to get people a long and restorative sleep," says Nedergaard.

This work was supported by the Lundbeck Foundation, the Novo Nordisk Foundation, the National Institutes of Health, the US Army Research Office, the Human Frontier Science Program, the Dr. Miriam and Sheldon G. Adelson Medical Research Foundation, the Simons Foundation, the Cure Alzheimer Fund, the Danmarks Frie Forskningsfond, and JPND/Good Vibes.
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Human 'domainome' reveals root cause of heritable disease | ScienceDaily
Most mutations which cause disease by swapping one amino acid out for another do so by making the protein less stable, according to a massive study of human protein variants published today in the journal Nature. Unstable proteins are more likely to misfold and degrade, causing them to stop working or accumulate in harmful amounts inside cells.


						
The work helps explain why minimal changes in the human genome, also known as missense mutations, cause disease at the molecular level. The researchers discovered that protein instability is one of the main drivers of heritable cataract formation, and also contributes to different types of neurological, developmental and muscle-wasting diseases.

Researchers at the Centre for Genomic Regulation (CRG) in Barcelona and BGI in Shenzhen studied 621 well-known disease-causing missense mutations. Three in five (61%) of these mutations caused a detectable decrease in protein stability.

The study looked at some disease-causing mutations more closely. For example, beta-gamma crystallins are a family of proteins essential for maintaining lens clarity in the human eye. They found that 72% (13 out of 18) of mutations linked to cataract formation destabilise crystallin proteins, making the proteins more likely to clump together and form opaque regions in the lens.

The study also directly linked protein instability to the development of reducing body myopathy, a rare condition which causes muscle weakness and wasting, as well as Ankyloblepharon-ectodermal defects-clefting (AEC) Syndrome, a condition characterised by the development of a cleft palate and other developmental symptoms.

However, some disease-causing mutations did not destabilise proteins and shed light on alternative molecular mechanisms at play.

Rett Syndrome is a neurological disorder which causes severe cognitive and physical impairments. It is caused by mutations in the MECP2 gene, which produces a protein responsible for regulating gene expression in the brain. The study found that many mutations in MECP2 do not destabilise the protein but are instead found in regions which affect how MECP2 binds to DNA to regulate other genes. This loss of function could be disrupting brain development and function.




"We reveal, at unprecedented scale, how mutations cause disease at the molecular level" says Dr. Antoni Beltran, first author of the study and researcher at the Centre for Genomic Regulation (CRG) in Barcelona. "By distinguishing whether a mutation destabilises a protein or alters its function without affecting stability, we can tailor more precise treatment strategies. This could mean the difference between developing drugs that stabilise a protein versus those that inhibit a harmful activity. It's a significant step toward personalised medicine."

The study also found that the way mutations cause disease often relates to whether the disease is recessive or dominant. Dominant genetic disorders occur when a single copy of a mutated gene is enough to cause the disease, even if the other copy is normal, while recessive conditions occur when an individual inherits two copies of a mutated gene, one from each parent.

Mutations causing recessive disorders were more likely to destabilise proteins, while mutations causing dominant disorders often affected other aspects of protein function, such as interactions with DNA or other proteins, rather than just stability.

For example, the study found that a recessive mutation in the CRX protein, which is important for eye function, destabilises the protein significantly, which could be causing heritable retinal dystrophies because the lack of a stable, functional protein impairs normal vision. However, two different types of dominant mutations meant the protein remained stable but functioned improperly anyway, causing retinal disease even though the protein's structure is intact.

The discoveries were possible thanks to the creation of Human Domainome 1, an enormous library of protein variants. The catalogue includes more than half a million mutations across 522 human protein domains, the bits of a protein which determine its function. It is the largest catalogue of human protein domain variants to date.

Protein domains are specific regions which can fold into a stable structure and perform a job independently of the rest of the protein. Human Domainome 1 was created by systematically changing each amino acid in these domains to every other possible amino acid, creating a catalogue of all possible mutations.




The impact of these mutations on protein stability was discovered by introducing mutated protein domains into yeast cells. The transformed yeast could only produce one type of mutated protein domain, and cultures were grown in test tubes under conditions which linked the stability of the protein to the growth of the yeast. If a mutated protein was stable, the yeast cell would grow well. If the protein was unstable, the yeast cell's growth would be poor.

Using a special technique, the researchers ensured only the yeast cells producing stable proteins could survive and multiply. By comparing the frequency of each mutation before and after the yeast growth, they determined which mutations led to stable proteins and which caused instability.

Though Human Domainome 1 is around 4.5 times bigger than previous libraries of protein variants, it still only covers 2.5% of known human proteins. As researchers increase the size of the catalogue, the exact contribution of disease-causing mutations to protein instability will become increasingly clear.

In the meantime, researchers can use the information from the 522 protein domains to extrapolate to proteins that are similar. This is because mutations often have similar effects on proteins that are structurally or functionally related. By analysing a diverse set of protein domains, the researchers discovered patterns in how mutations affect protein stability that are consistent across related proteins.

"Essentially, this means that data from one protein domain can help predict how mutations will impact other proteins within the same family or with similar structures. The 'rules' from these 522 domains are enough to help us make educated predictions about many more proteins than there are in the catalogue," explains ICREA Research Professor Ben Lehner, corresponding author of the study with dual affiliation at the Centre for Genomic Regulation and the Wellcome Sanger Institute.

The study has limitations. The researchers examined protein domains in isolation rather than within full-length proteins. In living organisms, proteins interact with other parts of the protein and with other molecules in the cell. The study might not fully capture how mutations affect proteins in their natural habitat inside human cells. The researchers plan on overcoming this by studying mutations in longer protein domains, and eventually, full-length proteins.

"Ultimately, we want to map the effects of every possible mutation on every human protein. It's an ambitious endeavour, and one that can transform precision medicine," concludes Dr. Lehner.
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Study sheds light on depression in community-dwelling older adults | ScienceDaily
Marked variation in the prevalence of depression was found in a multisite sample of community-dwelling older adults in the United States reports a study by Columbia University Mailman School of Public Health. Until now, few studies, have examined the frequency of depression in community-dwelling older adults in the U.S. The study is published in the Journal of American Geriatrics Society.


						
Of the 2,900 participants studied, 6.2 percent had depression. Older adults who had a negative history of depression or had annual household incomes of $50,000 or greater were at significantly decreased odds of depression. Volunteering was a factor in reducing the odds of depression -- with at a 43 percent rate of decline.

"Our findings help strengthen the existing research on the epidemiology and prevention of depression in older adults," said Yitao Xi, MPH, a recent graduate in Epidemiology from Columbia Mailman School and first author. "Specifically, it provides empirical data on the prevalence of depression among community-dwelling older adults in the U.S. and the potential role of volunteering in mitigating the risk of depression among older adults."

Using data from the Longitudinal Research on Aging Drivers (LongROAD) study of 2,990 active drivers aged 65-79 years without significant cognitive impairment, the researchers examined the prevalence and correlates of depression in this multisite sample of community-dwelling adults who were enrolled and assessed between July 2015 and March 2017 from primary care clinics or healthcare systems across five study sites: Ann Arbor, MI; Baltimore, MD; Cooperstown, NY; Denver, CO; and San Diego, CA. The Patient-Reported Outcomes Measurement Information System (PROMIS(r)) depression scale was used to determine the depression status. Participants were also assessed from questionnaires, medical record abstraction, functional tests (e.g., grip strength), and a comprehensive review of current medications.

Among participants 7 percent were women; 8 percent were not married; 8 percent had a high school degree or less and 11 percent had annual household incomes lower than $50,000. Elevated prevalence rates of depression were found in those who: were 65 -- 69 years of age (8 percent), whereas those aged 70-74 years had significantly lower odds of depression.

"The 65-69 age group often faces significant life changes such as retirement or the onset of chronic diseases, which can contribute to depressive symptoms," said Guohua Li, MD, DrPH, professor of Epidemiology at Columbia University, senior author and principal investigator of the LongROAD study. "This finding aligns with other reports indicating that ages 65 and older are often accompanied by factors such as increased physical health issues or chronic medical conditions including diabetes mellitus, anxiety, cognitive decline, and the loss of social networks -- which can exacerbate feelings of isolation and depressive symptoms. Alternately, those engaged in volunteering activities had a significantly lower prevalence of depression."

In addition to volunteering's effect on reducing the odds of depression, the study also reaffirms the important role of marital status in the prevalence of depression. "It is well known that social relationships in general and marriage in particular can provide social support and buffer against mental health problems," notes Li, who is also professor of Anesthesiology at Columbia College of Physicians & Surgeons.




The World Health Organization estimates there are over 1.4 billion individuals aged 60 and above. Accompanying this estimate are public health challenges, such as increasing prevalence of depression due to comorbid medical conditions and inadequate social support. Globally, depression among older adults is a serious concern.

"Our findings reaffirm the important role that sociodemographic and medical factors play in the prevalence of depression at the late phase of lifespan," points out Li. "Our study underscores the need for policies that bolster financial security for older adults, and provides further evidence for the potential protective role of volunteering in mitigating the risk of depression."

Dr. Soo Borson, journal editor, wrote: "The important study by Xi et al. deserves wide attention. In addition to reminding us that older people with chronic illness, prior depression, and sociodemographic disadvantage are more likely to be depressed, they find a potential protective effect of volunteering -- even in people with a history of depression. Interestingly, their data show that the period around "'normal"' retirement age -- the mid- to late-60''s -- is one of higher depression prevalence. In the early days of geriatrics in the United States, retirement was recognized as a developmental stage fraught with potential risks -- loss of purpose, personal value, and meaning, all experiences that reside in the penumbra of depression. Retirement is still a defining life event, but its timing has now spread widely across the age span. Xi and colleagues point us once again to the value of "'work"' in all its forms -- especially the work of serving others long beyond the last paycheck."

Co-authors are Thelma Mielenz, Columbia Mailman School; Howard F. Andrews, Columbia Mailman School and Vagelos College of Physicians & Surgeons; Linda L. Hill, University of California, San Diego; David Strogatz, Bassett Research Institute; Carolyn DiGuiseppi, University of Colorado School of Public Health; Marian Betz, University of Colorado School of Medicine and VA Eastern Colorado Geriatric Research Education and Clinical Center; Vanya Jones, Johns Hopkins University Bloomberg School of Public Health; David Eby and Lisa Molnar, University of Michigan Transportation Research Institute; and Barbara H. Lang, Vagelos College of Physicians & Surgeons.

The Longitudinal Research on Aging Drivers project was sponsored by the AAA Foundation for Traffic Safety.
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New AI predicts inner workings of cells | ScienceDaily
In the same way that ChatGPT understands human language, a new AI model developed by Columbia computational biologists captures the language of cells to accurately predict their activities.


						
Using a new artificial intelligence method, researchers at Columbia University Vagelos College of Physicians and Surgeons can accurately predict the activity of genes within any human cell, essentially revealing the cell's inner mechanisms. The system, described in the current issue of Nature, could transform the way scientists work to understand everything from cancer to genetic diseases.

"Predictive generalizable computational models allow to uncover biological processes in a fast and accurate way. These methods can effectively conduct large-scale computational experiments, boosting and guiding traditional experimental approaches," says Raul Rabadan, professor of systems biology and senior author of the new paper.

Traditional research methods in biology are good at revealing how cells perform their jobs or react to disturbances. But they cannot make predictions about how cells work or how cells will react to change, like a cancer-causing mutation.

"Having the ability to accurately predict a cell's activities would transform our understanding of fundamental biological processes," Rabadan says. "It would turn biology from a science that describes seemingly random processes into one that can predict the underlying systems that govern cell behavior."

In recent years, the accumulation of massive amounts of data from cells and more powerful AI models are starting to transform biology into a more predictive science. The 2024 Nobel Prize in Chemistry was awarded to researchers for their groundbreaking work in using AI to predict protein structures. But the use of AI methods to predict the activities of genes and proteins inside cells has proven more difficult.

New AI method predicts gene expression in any cell

In the new study, Rabadan and his colleagues tried to use AI to predict which genes are active within specific cells. Such information about gene expression can tell researchers the identity of the cell and how the cell performs its functions.




"Previous models have been trained on data in particular cell types, usually cancer cell lines or something else that has little resemblance to normal cells," Rabadan says. Xi Fu, a graduate student in Rabadan's lab, decided to take a different approach, training a machine learning model on gene expression data from millions of cells obtained from normal human tissues. The inputs consisted of genome sequences and data showing which parts of the genome are accessible and expressed.

The overall approach resembles the way ChatGPT and other popular "foundation" models work. These systems use a set of training data to identify underlying rules, the grammar of language, and then apply those inferred rules to new situations. "Here it's exactly the same thing: we learn the grammar in many different cellular states, and then we go into a particular condition -- it can be a diseased or it can be a normal cell type -- and we can try to see how well we predict patterns from this information," says Rabadan.

Fu and Rabadan soon enlisted a team of collaborators, including co-first authors Alejandro Buendia, now a Stanford PhD student formerly in the Rabadan lab, and Shentong Mo of Carnegie Mellon, to train and test the new model.

After training on data from more than 1.3 million human cells, the system became accurate enough to predict gene expression in cell types it had never seen, yielding results that agreed closely with experimental data.

New AI methods reveal drivers of a pediatric cancer

Next, the investigators showed the power of their AI system when they asked it to uncover still hidden biology of diseased cells, in this case, an inherited form of pediatric leukemia.




"These kids inherit a gene that is mutated, and it was unclear exactly what it is these mutations are doing," says Rabadan, who also co-directs the cancer genomics and epigenomics research program at Columbia's Herbert Irving Comprehensive Cancer Center.

With AI, the researchers predicted that the mutations disrupt the interaction between two different transcription factors that determine the fate of leukemic cells. Laboratory experiments confirmed AI's prediction. Understanding the effect of these mutations uncovers specific mechanisms that drive this disease.

AI could reveal "dark matter" in genome 

The new computational methods should also allow researchers to start exploring the role of genome's "dark matter" -- a term borrowed from cosmology that refers to the vast majority of the genome, which does not encode known genes -- in cancer and other diseases.

"The vast majority of mutations found in cancer patients are in so-called dark regions of the genome. These mutations do not affect the function of a protein and have remained mostly unexplored. says Rabadan. "The idea is that using these models, we can look at mutations and illuminate that part of the genome."

Already, Rabadan is working with researchers at Columbia and other universities, exploring different cancers, from brain to blood cancers, learning the grammar of regulation in normal cells, and how cells change in the process of cancer development.

The work also opens new avenues for understanding many diseases beyond cancer and potentially identifying targets for new treatments. By presenting novel mutations to the computer model, researchers can now gain deep insights and predictions about exactly how those mutations affect a cell.

Coming on the heels of other recent advances in artificial intelligence for biology, Rabadan sees the work as part of a major trend: "It's really a new era in biology that is extremely exciting; transforming biology into a predictive science."
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Scientists uncover key step in how diazotrophs 'fix' nitrogen | ScienceDaily
Nitrogen is an essential component in the production of amino acids and nucleic acids -- both necessary for cell growth and function. Although the atmosphere is composed of nearly 80% nitrogen, this nitrogen is in the form of dinitrogen (N2),which cannot be processed by most organisms. Atmospheric nitrogen must first be converted, or "fixed," into a form that can be used by plants, often as ammonia.


						
There are only two ways of fixing nitrogen, one industrial and one biological. To better understand a key component of the biological process, University of California San Diego Professor of Chemistry and Biochemistry Akif Tezcan and Assistant Professor of Chemistry and Biochemistry Mark Herzik took a multi-pronged approach. Their work appears in Nature.

Thriving in a hostile environment

The industrial method is through the Haber-Bosch process, the advent of which in the early 20th century enabled the large-scale production of synthetic fertilizers, increased agricultural yields and helped the world population skyrocket. However, this process is energy-intensive, operating at very high temperatures and pressures. It also requires vast amounts of hydrogen, generated by burning fossil fuels, and is responsible for immense amounts of greenhouse gas emissions.

The biological route to fixing nitrogen is done by diazotrophs, nitrogen-fixing bacteria that contain an enzyme called nitrogenase. In contrast to the Haber-Bosch process, nitrogenase can be catalyzed at ambient pressures and temperatures and does not cause greenhouse gas emissions.

However, nitrogenase also requires large amounts of biochemical fuel, in the form of energy-producing adenosine triphosphate (ATP). Most diazotrophs make large amounts of ATP through cellular respiration by "burning" oxygen -- even though nitrogenase is extremely sensitive to oxygen. Scientists have long wondered how a diazotroph, which needs to produce ATP by burning oxygen, also protects nitrogenase from being damaged by oxygen.

Diazotrophs have safety mechanisms in place; however, even with these protections in place, some oxygen penetration into the nitrogen-fixing cell is unavoidable. When this occurs, some diazotrophs employ a "method of last resort" to protect nitrogenase from destruction, called the conformational protection mechanism.




Here an iron-sulfur protein named FeSII senses increasing amounts of oxygen in the cell and binds to the nitrogenase enzyme complex, protecting it from damage and halting ammonia production. When the oxygen levels in the cell decrease, FeSII senses this again, disengages from the nitrogenase, and the ammonia production resumes.

Although scientists have long-known of the FeSII protein, the mechanism by which it protected nitrogenase from oxygen damage was not understood. To answer these questions, the researchers employed several techniques, which together provided detailed insight into how this mechanism worked.

A robust toolkit helps answer a longstanding question

First author Sarah Narehood is a joint graduate student who splits her time between the Tezcan and Herzik labs, learning both the behavior of nitrogenase while also capitalizing on developments in cryogenic electron microscopy (cryoEM) technology.

"This work truly highlights the interdisciplinary advances necessary to elucidate the structural dynamics of these complex natural systems," stated Narehood.

The team used a cryoEM method called single-particle reconstruction that enabled them to take near atomic-level snapshots of a mixture of nitrogenase proteins in the presence of FeSII. Doing this, they were able to visualize the structures, clearly revealing that FeSII sandwiches between two other nitrogenase proteins, gluing them together into filaments. This sandwiching blocked oxygen from accessing the sensitive metal cofactors of the nitrogenase proteins, while also inducing dormancy.




While this explained how nitrogenase was protected from oxygen exposure, it didn't explain how FeSII was able to sense oxygen levels in the first place. To uncover this, the team used another technique called small-angle X-ray scattering (SAXS), using instrumentation located at the Stanford Synchrotron Radiation Lightsource.

The SAXS experiments showed that FeSII changes shape in the presence and absence of oxygen. In the presence of oxygen, FeSII's shape fit perfectly between the other proteins, sandwiching them together into filaments. When oxygen levels drop, FeSII relaxes its structure, leading to dissociation of the filaments and re-activation of nitrogenase.

The researchers also employed an analytical ultracentrifuge, essentially the "Formula 1" of centrifuges because of how rapidly it spins. In an analytical ultracentrifuge, protein particles sediment to the bottom at varying speeds -- heavier particles sediment faster, while lighter ones fall more slowly. This method allowed the researchers to analyze the masses of the different proteins as further confirmation that when FeSII senses oxygen, it glues the other nitrogenase proteins into larger assemblies and filaments.

Now that they have uncovered the mechanism through which FeSII protects nitrogenase from oxygen harm, the team wants to catch it in action in living cells. To do this, they want to employ cryoEM tomography, which will allow for the 3D visualization of the whole diazotrophic cell while it is in the process of fixing nitrogen, as well as the in vivo mechanism of oxygen protection.

Despite the fact that nitrogenase is one of the most critical enzymes in the biosphere, the molecular details of how it functions are still largely unknown. Resolving the details of the conformational protection mechanism provides an important piece of the puzzle, with significant practical implications.

"If the nitrogenase machinery can be encoded into plant cells so they do not require artificial fertilizers, it could mean less greenhouse gas emissions without sacrificing agricultural yield," said Tezcan.

Something critically important for a growing population on a polluted planet.

Full list of authors: Sarah M. Narehood, Brian D. Cook, Suppachai Srisantitham, Vanessa H. Eng, Kelly L. McGuire, Mark A. Herzik and F. Akif Tezcan (all UC San Diego); Angela A. Shiau and R. David Britt (both UC Davis).

This research was supported, in part, by the National Institutes of Health (R01-GM148607, R35-GM138206 and R35-GM126961), NASA (80NSSC18M0093), the National Science Foundation (DGE-2038238), the Searle Scholars Program and the UC San Diego Interfaces Traineeship (T32 EB009380).




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250108143618.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Scientists leverage artificial intelligence to fast-track methane mitigation strategies in animal agriculture | ScienceDaily
A new study from USDA's Agricultural Research Service (ARS) and Iowa State University (ISU) reveals that generative Artificial Intelligence (AI) can help expedite the search for solutions to reduce enteric methane emissions caused by cows in animal agriculture, which accounts for about 33 percent of U.S. agriculture and 3 percent of total U.S. greenhouse gas emissions.


						
"Developing solutions to address methane emissions from animal agriculture is a critical priority. Our scientists continue to use innovative and data-driven strategies to help cattle producers achieve emission reduction goals that will safeguard the environment and promote a more sustainable future for agriculture," said ARS Administrator Simon Liu.

One of these innovative solutions starts in the cow's stomach, where microorganisms contribute to enteric fermentation and cause cows to belch methane as part of normal digestion processes. The team of scientists found a group of compound molecules capable of inhibiting methane production in the largest of the cow's four stomach compartments, the rumen, which can be tested to help mitigate methane emissions.

One molecule in particular, bromoform, which is naturally found in seaweed, has been identified by the scientific community to demonstrate properties that can result in reducing cattle enteric methane production by 80-98 percent when fed to cattle. Unfortunately, bromoform is known to be a carcinogen, limiting its potential use in cattle for food safety reasons. Therefore, scientists continue to search for molecules with similar potential to inhibit enteric methane. However, this type of research presents challenges of being especially time-consuming and expensive.

In response to these challenges, a team of scientists at the ARS Livestock Nutrient Management Research Unit and ISU's Department of Chemical and Biological Engineering combined generative AI with large computational models to jumpstart the quest for bromoform-like molecules that can do the same job without toxicity.

"We are using advanced molecular simulations and AI to identify novel methane inhibitors based on the properties of previously investigated inhibitors [like bromoform], but that are safe, scalable, and have a large potential to inhibit methane emissions," said Matthew Beck, a research animal scientist working with ARS at the time the study was completed and is now with Texas A&M University's Department of Animal Science. "Iowa State University is leading the computer simulation and AI work, while ARS is taking the lead in identifying compounds and truth testing them using a combination of in vitro [laboratory] and in vivo [live cattle] studies."

Publicly available databases that contained scientific data collected from previous studies on the cows' rumen were used to build large computational models. AI, along with these models, was used to predict the behavior of molecules and to identify those that can be further tested in a laboratory. The results from the laboratory tests feed the computer models for AI to make more accurate predictions, creating a feedback loop process known as a graph neural network.




"Our graph neural network is a machine learning model, which learns the properties of molecules, including details of the atoms and the chemical bonds that hold them, while retaining useful information about the molecules' properties to help us study how they are likely to behave in the cow's stomach," said ISU Assistant Professor Ratul Chowdhury. "We studied their biochemical fingerprint to identify what makes them do the job successfully as opposed to the other fifty thousand molecules that are lurking around in the cow's rumen but don't actively stop the production of methane."

"This study successfully demonstrated that fifteen molecules cluster very close to each other in what we call a 'functional methanogenesis inhibition space,' meaning they seem to contain the same enteric methane inhibition potential, chemical similarity, and cell permeability as bromoform," added Chowdhury.

Scientists believe AI can play a significant role in understanding how known molecules interact with both proteins and the microbial community of the rumen and thereby discover novel molecules and potentially key interactions within the rumen microbiome. This type of predictive modeling can be particularly helpful for animal nutritionists.

"There are other promising strategies currently available to mitigate enteric methane emissions, but the available solutions are relatively limited," said USDA-ARS Research Leader Jacek Koziel. "This is why combining AI with laboratory research, through iterative refinement, is a valuable scientific tool. AI can fast-forward the research and accelerate these several pathways that animal nutritionists, researchers, and companies can pursue to get us closer to a very ambitious goal of limiting greenhouse gas emissions and helping mitigate climate change."

The study also presents a total computational and monetary cost breakdown to conduct this research on a per molecule basis. This analysis was conducted to show an estimate of potential costs and foreseeable pitfalls of this research. This estimate can be used to guide decision-making on investments for this type of research to be done entirely in a laboratory.

Chowdhury, Beck, and Koziel are co-authors in the paper published in Animal Frontiers, along with Nathan Frazier (ARS) and Logan Thompson (Kansas State University). Mohammed Sakib Noor, an ISU graduate student, is working with Chowdhury to develop the graph neural networks.

The Agricultural Research Service is the U.S. Department of Agriculture's chief scientific in-house research agency. Daily, ARS focuses on solutions to agricultural problems affecting America. Each dollar invested in U.S. agricultural research results in $20 of economic impact.
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Researchers unravel a novel mechanism regulating gene expression in the brain that could guide solutions to circadian and other disorders | ScienceDaily
A collaborative effort between Mount Sinai and Memorial Sloan Kettering Cancer Center has shed valuable light on how monoamine neurotransmitters such as serotonin, dopamine, and now histamine help regulate brain physiology and behavior through chemical bonding of these monoamines to histone proteins, the core DNA-packaging proteins of our cells.


						
By uncovering how these histone modifications influence the brain, the team has identified a novel mechanism for controlling circadian gene expression and behavioral rhythms. The team's findings, published in Nature, on Wednesday, January 8, could eventually guide the development of targeted therapies for conditions involving circadian rhythm disruptions, such as insomnia, depression, bipolar disorder, and neurodegenerative disease.

"Our findings emphasize that the brain's internal clock is influenced by chemical monoamine neurotransmitters in a manner not previously appreciated, such that monoamines can directly modify histones, which in turn regulate brain circadian gene expression patterns, neural plasticity, and sleep or wakefulness activity," says lead author Ian Maze, PhD, Howard Hughes Medical Institute Investigator, Professor of Neuroscience and Pharmacological Sciences at the Icahn School of Medicine at Mount Sinai, and Director of the Center for Neural Epigenome Engineering at Mount Sinai.

"This groundbreaking mechanism reveals, for the first time, how circadian events that stimulate neurotransmitter signaling (or vice versa) in the brain can exert dynamic effects on neurons by directly altering DNA structure," adds Yael David, PhD, a chemical biologist who leads The Yael David Lab at Memorial Sloan Kettering Cancer Center and co-lead author of the study. "We're committed to gaining a more comprehensive understanding of these mechanisms so that this work can eventually contribute to the development of therapeutic strategies for treating circadian-related and other brain disorders."

Past work by the Maze Laboratory found that serotonin and dopamine, in addition to their role as neurotransmitters -- chemical messengers that carry signals between nerve cells, controlling a multitude of vital bodily functions -- can also attach to histone proteins, specifically H3. These proteins directly modulate gene expression programs in the brain that contribute to complex biological processes and behavior (including neurodevelopment, drug relapse vulnerability and stress susceptibility) and contribute to disease, when perturbed. The lab further learned that the enzyme responsible for modifying histones with serotonin and dopamine is transglutaminase 2 (TG2).

In their latest study, researchers from the Nash Family Department of Neuroscience and The Friedman Brain Institute at Mount Sinai and Memorial Sloan Kettering Cancer Center used a highly interdisciplinary approach to decipher the biochemical mechanism of TG2. The teams found that TG2 acts as a regulator of intracellular monoamine neurotransmitters with an ability to not only add monoamines to histone H3 but also erase and exchange one monoamine neurotransmitter for another on H3, with different monoamines controlling gene expression patterns through independent mechanisms.

"The idea originated from a simple observation of the chemical intermediates formed by TG2 with its co-factor, revealing a new dynamic," says study first author, Qingfei Zheng, PhD, a previous postdoctoral fellow in the Yael David Lab, who is now a faculty member at Purdue University.




"These findings, among the first of their kind, imply that multiple brain regions, which can harbor heterogenous pools of monoamines, may rapidly exchange monoamines on histones in response to external stimuli to directly regulate gene expression programs," explains Dr. Maze.

"This unique mechanism suggests that additional histone monoamine modifications could be dynamically regulated, potentially playing roles in controlling complex events in the brain," adds Dr. David.

Based on this novel mechanism of action, the team speculated that intracellular fluctuations in monoamine concentrations can lead to their selective utilization by TG2, which could then trigger new histone modifications. Indeed, investigators identified histaminylation (referring to TG2's reaction with the metabolic donor histamine) as a new modification of histones and showed that it, along with the allied process known as H3 serotonylation, plays a critical role in regulating circadian rhythms in the mouse brain, along with circadian behavior.

"Histaminylation also suggests a novel neurotransmission-independent mechanism for how our brains control sleep/wake cycles, which are disrupted in many disorders," Dr. Maze says.

Given the pivotal role histamine plays in other biological processes and disease states, including immune system regulation and cancer, researchers are now interested in further exploring how TG2-dependent monoaminylation of histones is controlled.

"By elucidating TG2 regulatory mechanisms, we may be able to gain valuable insights on diseases of monoaminergic dysregulation, including depression, schizophrenia, and Parkinson's disease. Our work truly represents a foundational study that will hopefully lead to more advanced research in humans, with important therapeutic implications," concludes Dr. Maze.

The remaining authors, all with the Icahn School of Medicine at Mount Sinai except where indicated, are: Benjamin Weekley, PhD; David Vinson, PhD, Ryan Bastle, PhD, Aarthi Ramakrishnan, MS, Bioinformatics; Ashley Cunningham, PhD Candidate; Sohini Dutta, PhD; Jennifer Chan, PhD; Min Chen, PhD; Sasha Fulton, PhD Candidate; Giuseppina Di Salvo, Associate Researcher; Lingchun Kong, PhD; Lauren Dierdorff, PhD Candidate; Li Shen, PhD; Shuai Zhao (PhD Candidate, Tsinghua University); Robert Thompson, PhD(Princeton University); Stephanie Stransky, PhD (Albert Einstein College of Medicine); Nan Zhang, PhD (Ohio State University); Jinghua Wu, PhD (Purdue University); Haifeng Wang, PhD (Tsinghua University); Baichao Zhang, PhD (Tsinghua University); Lauren Vostal(Memorial Sloan Kettering Cancer Center); Akhil Upad, (Memorial Sloan Kettering Cancer Center); Henrik Molina, PhD (The Rockefeller University); Simone Sidoli, PhD (Albert Einstein College of Medicine); Tom Muir, PhD (Princeton University); Haitao LiPhD (Tsinghua University);
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Discovery of 'Punk' and 'Emo' fossils challenges our understanding of ancient molluscs | ScienceDaily
Researchers have unearthed two fossils, named Punk and Emo, revealing that ancient molluscs were more complex and adaptable than previously known.


						
Molluscs are one of life's most diverse animal groups and analysis of the rare 430 million year old fossils is challenging long-held views on their early origins.

The fossils dating from the Silurian period were retrieved from Herefordshire and shed light on the molluscs' complex evolutionary history and how they moved.

The discovery challenges the longstanding view that early molluscs from the group known as Aculifera -- which include chitons and worm-like molluscs -- were basic and primitive.

Instead, the 'rebellious' fossils -- whose scientific names are Punk ferox and Emo vorticaudum -- show that early molluscs possessed some unique features and were, in fact, quite complex and adaptable in their forms and habitats.

Researchers drew these conclusions by recreating the fossils in 3D using advanced imaging techniques, including X-ray scanning. They found that Emo and Punk displayed a wider variety of forms and movement strategies than researchers knew existed in this group of early molluscs.

Fossils were exceptionally preserved

The study, published in Nature, was led by Dr Mark Sutton, from the Department of Earth Science and Engineering at Imperial College London, working with collaborators at the University of Leicester, the University of Oxford, the Senckenberg Research Institute and Natural History Museum Frankfurt, and Yale University. Dr Sutton said:




"Molluscs are one of the largest and most diverse animal groups on Earth. However, early Aculiferan molluscs are much less well-known than some of their relatives. We have limited information about this group, and for a very long time, we assumed they were rather basic, simple and primitive.

"Retrieving fossils that are so exceptionally well preserved and reveal details of the soft tissues is extremely rare. We have been able to create 'virtual fossils' -- 3D digital models -- providing us with a gold mine of information and helping us understand that the branch of molluscan evolution containing Emo and Punk was much more evolutionarily rich and diverse than we thought; as much as other mollusc groups."

Unique features and unusual ways of moving

The team used two different methods to get a clear picture of the fossils both inside and out. First, they used X-ray scanning to get a detailed look at the internal structures without causing any external damage. They then carefully ground the fossils down in very thin layers, taking photos at each step to create a 3D image of the external features.

Researchers found both fossils had smooth undersides, suggesting that they lived on the sea floor, and they both possessed some unique features and unconventional movement strategies.

The Emo fossil is preserved in a folded posture, suggesting that it moved like an inchworm, using its spines to grip and push forward. Meanwhile, how Punk was able to move remains unclear to researchers, but they found it had a ridge-like foot, unlike any existing mollusc today.




"The names Punk and Emo were actually our initial pet names for these ancient molluscs, inspired by some of their unique features and individuality. Punk in particular, with its spiky appearance, clearly resembles a rebellious punk rocker -- and we thought Emo complemented it well," said Dr Sutton.

While Punk resembles worm-like molluscs with long spines, it also has a broad foot and gills like chitons. Emo, similarly worm-like with a long body and spines, also features shells and a compressed body similar to chitons.

This mix of features helps researchers better understand the mollusc evolutionary tree -- pointing to a story that involves more complexity and diversity than previously thought.
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How electrical synapses fine-tune sensory information for better decisions | ScienceDaily
Scientists at Yale and the University of Connecticut have taken a major step in understanding how animal brains make decisions, revealing a crucial role for electrical synapses in "filtering" sensory information.


						
The new research, published in the journal Cell, demonstrates how a specific configuration of electrical synapses enables animals to make context-appropriate choices, even when faced with similar sensory inputs.

Animal brains are constantly bombarded with sensory information -- sights, sounds, smells, and more. Making sense of this information, scientists say, requires a sophisticated filtering system that focuses on relevant details and enables an animal to act accordingly. Such a filtering system doesn't simply block out "noise" -- it actively prioritizes information depending on the situation. Focusing on certain sensory information and deploying a context-specific behavior is known as "action selection."

The Yale-led study focused on a worm, C. elegans, which, surprisingly, provides a powerful model for understanding the neural mechanisms of action selection. C. elegans can learn to prefer specific temperatures; when in a temperature gradient, it uses a simple, yet effective strategy to navigate towards its preferred temperature.

Worms first move across the gradient towards their preferred temperature (a behavior called "gradient migration") -- and once they have identified temperature conditions more to their liking, they track that temperature, which allows them to stay within their preferred range (a behavior called "isothermal tracking"). Worms also can perform these behaviors in context-specific manners, deploying gradient migration when they are far away from their preferred temperature, and isothermal tracking when they are near a preferred temperature.

But how are they able to perform the correct behavior in the correct context?

For the new study, the researchers investigated a specific type of connection between neuronal cells, called electrical synapses, which differs from the more widely studied chemical synapses. They found that these electrical synapses, mediated by a protein called INX-1, connect a specific pair of neurons (AIY neurons) which are responsible for controlling locomotion decisions in the worm.




"Altering this electrical conduit in a single pair of cells can change what the animal chooses to do," said Daniel Colon-Ramos, the Dorys McConnell Duberg Professor of Neuroscience and Cell Biology at Yale School of Medicine and corresponding author of the study.

The team found that these electrical synapses don't simply transmit signals, they also act as a "filter." In worms with normal INX-1 function, the electrical connection effectively dampens signals from the thermosensory neurons, allowing the worm to ignore weak temperature variations and focus on the larger changes experienced in the temperature gradient. This ensures that the worms move efficiently across the gradient and toward their preferred temperature without getting distracted by context-irrelevant signals, like those experienced in isothermal tracks which present throughout the gradient but are not at the preferred temperatures.

However, in worms lacking INX-1, the AIY neurons become hypersensitive, responding much more strongly to minor temperature fluctuations. This hypersensitivity causes the worms to react to these small signals, trapping the animals in isotherms that are not their preferred temperature. Such abnormal tracking of isotherms within incorrect contexts adversely affects the worms' ability to move across the temperature gradient towards their preferred temperature.

"It would be like watching a confused bird flying with its legs extended," Colon-Ramos said. "Birds normally extend their legs prior to landing but were a bird to extend its legs in the incorrect context it would be detrimental to its normal behavior and goals."

Since electrical synapses are found throughout the nervous systems of many animals, from worms to humans, the findings have significant implications beyond the behavior of worms.

"Scientists will be able to use this information to examine how relationships in single neurons can change how an animal perceives its environment and responds to it," Colon-Ramos said. "While the specific details of action selection will likely vary, the underlying principle of the role of electrical synapses in coupling neurons to alter responses to sensory information could be widespread.




"For example, in our retina, a group of neurons called 'amacrine cells' uses a similar configuration of electrical synapses to regulate visual sensitivity when our eyes adapt to light changes."

Synaptic configurations are central to the way animals process sensory information and then react, and the results uncovered in the new study suggest that configurations of electrical synapses play a crucial role in modulating how nervous systems process context-specific sensory information to guide perception and behavior in animals.

Colon-Ramos is also associate director of Yale's Wu Tsai Institute, which is devoted to the study of cognition.

The study's co-lead authors are Agustin Almoril-Porras and Ana Calvo from Yale. Co-authors are Jonathan Beagan, Malcom Diaz Garcia, Josh Hawk, Ahmad Aljobeh, Elias Wisdom, and Ivy Ren, all of Yale; and Longgang Niu and Zhao-Wen Wang of the University of Connecticut.

The work was supported by the National Institutes of Health, the National Science Foundation, and a Howard Hughes Medical Institute Scholar Award.
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Researchers resolve uncertainty in BRCA2 testing, improving cancer risk assessment and patient care | ScienceDaily
Findings from a multi-institutional, international study led by researchers from the Mayo Clinic Comprehensive Cancer Center have significantly advanced the understanding of genetic alterations in the BRCA2 gene, a key player in hereditary cancer risk. The researchers completed a comprehensive functional assessment of all possible variants within the crucial DNA-binding domain of BRCA2, resulting in the clinical classification of 91% of variants of uncertain significance (VUS) in this part of the gene. This finding dramatically improves the accuracy of genetic testing and will allow healthcare professionals to offer more precise risk assessments and personalized treatment plans for people carrying these variants.


						
The study, published in Nature, utilized CRISPR-Cas9 gene-editing technology to analyze the functional impact of almost 7,000 BRCA2 variants, definitively identifying those that increase cancer risk and those that do not. This new information will eliminate much of the uncertainty surrounding VUS, allowing for more informed decisions regarding cancer screening, preventive measures and treatment strategies.

"This research is a major advancement in understanding the role of many BRCA2 variants in cancer predisposition," says Fergus Couch, Ph.D., the Zbigniew and Anna M. Scheller Professor of Medical Research at Mayo Clinic. "Until now, patients who carried VUS often worried if they would develop cancer, but now with the classification of these variants, we can provide a clearer picture of cancer risk and tailor both prevention strategies as well as breast cancer treatment accordingly."

The findings have immediate implications for genetic testing laboratories and healthcare professionals, aiding them in offering more precise and personalized care to patients with VUS. Many people with VUS may be notified about the reclassification of their VUS as the ClinVar BRCA1/2 expert panel and testing laboratories use the new information in testing reports and updates. In addition, this new insight will aid in identifying patients with breast, ovarian, pancreatic or prostate cancer who might benefit from targeted therapies such as PARP inhibitors.

"We now have a catalog of every possible VUS in this part of BRCA2 that can be used to guide clinical care," says Dr. Couch.

The researchers say that this research lays the groundwork for future studies characterizing and classifying all BRCA2 variants across diverse populations and cancer types, improving risk assessment for everyone.

The study involved collaborators at Ambry Genetics Inc., Duke University, H. Lee Moffitt Cancer Center, the University of Pennsylvania and several contributing studies from the CARRIERS consortium. The study was supported by funding from the National Cancer Institute, Mayo Clinic Breast Cancer SPORE (P50 CA116201) and R35 Outstanding Investigator Programs, the Mayo Clinic Comprehensive Cancer Center, and the Breast Cancer Research Foundation.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250108143449.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Potential new therapeutic targets for Huntington's disease | ScienceDaily
A University of California, Irvine-led research team has discovered intricate molecular mechanisms driving the RNA processing defects that lead to Huntington's disease and link HD with other neurodegenerative disorders such as amyotrophic lateral sclerosis, frontotemporal lobar dementia and Alzheimer's disease.


						
The findings may pave the way for neurodegenerative disorder researchers to collaborate and share therapeutic strategies across diseases, opening additional avenues for treatment.

While it's known that HD is caused by an abnormal expansion of cytosine, adenine and guanine nucleotide repeats in the DNA of the gene responsible for HD, how this mutation interferes with cellular functions is highly complex.

The study, recently published online in the journal Nature Neuroscience, reveals the interplay between two key regulators of RNA processing. Binding of both the RNA-binding protein TDP-43 and the m6A RNA modification chemical tag has been found to be altered on genes that are dysregulated in HD. Further, TDP-43 pathology, classically associated with ALS and FTLD, is found in diseased brains from HD patients.

RNA modifications and how they control RNA abundance to lead to disease is an emergent and challenging area of biological research. "Our findings offer new insights into the role of TDP-43 and m6A modifications in contributing to defective RNA processing in HD. This enhanced understanding highlights their potential as therapeutic targets, which are major areas of research for other neurological disorders. Drugs developed to interact with these pathways could offer new hope for slowing or even reversing neurodegeneration in HD, ALS and other diseases where TDP-43 dysregulation is significant. This research is very important because it uses clinically relevant model systems to understand and elucidate novel RNA-based mechanisms for aberrant gene regulation in HD," said co-corresponding author Leslie Thompson, Ph.D., UC Irvine Chancellor's Professor and Donald Bren Professor of psychiatry & human behavior as well as neurobiology & behavior.

Led by UC Irvine assistant project scientist Thai B. Nguyen, the team used advanced genomic and molecular biology techniques to explore how m6A RNA modifications serve as landmarks directing TDP-43 to regulate crucial RNAs. Utilizing invaluable tissue samples from global brain banks, the study sheds light on a process essential for accurate RNA splicing -- a cornerstone of proper gene expression.

The researchers discovered that in both HD mouse models and human patients, the mislocalization of TDP-43 and alterations in m6A RNA modifications disrupt TDP-43's ability to bind to RNA correctly. This disruption leads to abnormal RNA processing and splicing errors. Further analysis revealed that these irregularities align with widespread gene disruptions, particularly in the striatum, a brain region significantly impacted by HD-related neuronal dysfunction.

"By targeting key processes like RNA splicing and modification, we not only advance our understanding of the molecular disruptions behind HD but also open the door to potential new treatments for neurodegenerative diseases more broadly. It was a really important collaboration to bring chemical and genomic tools from my lab and merge them with Leslie's powerful and robust model systems to nail down this novel mechanism," said co-corresponding author Robert Spitale, Ph.D., UC Irvine founding associate dean of research and professor of pharmaceutical sciences.

The UC Irvine scientists partnered with Clotilde Lagier-Tourenne, associate professor of neurology at Harvard University; Don Cleveland, chair and professor of cellular and molecular medicine at UC San Diego; and their research groups. Other team members included project scientists, faculty, and undergraduate and graduate students from UC Irvine, Columbia University, the Massachusetts Institute of Technology, the University of Auckland and Ionis Pharmaceuticals in Carlsbad. Click here for a full list.

This work was supported by the Chan Zuckerberg Initiative's Collaborative Pairs awards program; National Institutes of Health grants R35 NS116872, R01 NS112503, R01 NS124203, R01 NS27036, R01 AA029124 and K22CA234399; and Department of Defense grant TS200022. Additional backing was provided by the National Institute of Neurological Disorders and Stroke under award number F31NS124293T32, the Dake Family Foundation, a Hereditary Disease Foundation postdoctoral fellowship, and a postdoctoral fellowship from the ALS Association.
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Signaling circuit interplay pushes newborn neurons out of the neuronal nest | ScienceDaily
The journey of a thousand miles begins with a single step, but for developing neurons, this first step relies on collaboration from multiple signaling pathways. Scientists at St. Jude Children's Research Hospital used fluorescent imaging techniques to track the sequence of molecular events that kickstart the migration of developing neurons, implicating an intricate circuit of cues in the process. The findings, which shed light on the processes that ensure proper cerebellum development, were published today in Nature Communications.


						
Neurons develop in a region of the brain called the germinal zone, but to fulfill their functions, they must travel to other parts of the brain where they are needed to form circuits. The series of cues telling them to leave have not been fully understood, but David Solecki, PhD, St. Jude Department of Developmental Neurobiology, was well positioned to unravel how these cues come together to kickstart neuron migration.

"In the past, people have looked at important cytoskeletal components and extrinsic signals from outside the cell, which tell neurons when and where to go," Solecki said. "But the key challenge becomes figuring out how they are integrated. How do multiple biological pathways come together to orchestrate this germinal zone exit event?"

The results revealed that antagonism between the guidance molecule Netrin-1 "pushing" developed neurons out of the germinal zone and the ubiquitin ligase Siah2 "pulling" undeveloped cells back into the germinal zone is responsible. This previously unappreciated "coincidence detection circuit" highlights that the interplay of these opposing pathways ensures proper neuronal migration.

Push-and-pull regulates neuron migration 

Solecki used super-resolution microscopy to reveal how this two-switch circuit worked. The researchers first noted that differentiated neurons appeared to migrate away from Netrin-1 in the germinal zone. This protein is detected and repulsed by the transmembrane receptor, Dcc.

"Netrin-1 is secreted by the progenitor cells, and it tells the newly differentiated cells, 'You have to go away from us,'" Solecki explained. "The differentiated cells are essentially repulsed by their previous cohort of immature neurons."

A deeper look at the basis of coincidence detection revealed a circuit between Netrin-1-Dcc signaling and two other proteins, Pard3 and JamC. These give Dcc clustering and adhesion cues at sites essential for migration. Pard3 promotes the movement and localization of Dcc receptors, while JamC anchors them at adhesion sites, enabling effective polarity and adhesion cue integration. This complex balances adhesion and guidance signaling to regulate neuronal migration timing and direction.

This "push" signal is balanced by a "pull" signal, driven by the ubiquitin ligase, Siah2. Ubiquitin ligases facilitate the recycling of defunct proteins. Siah2 is the assigned ubiquitin ligase for Dcc and Pard3. The researchers demonstrated that Siah2 prevents premature migration of undeveloped neurons from the germinal zone by degrading Dcc, the Netrin-1 sensor, and Pard3, which regulates Dcc and JamC movement. This degradation precisely controls the interaction of adhesion and guidance cues within the coincidence detection circuit.

The findings provided unique insight into how this collective system forms a coincidence detection circuit, wherein cell-cell contact and Netrin-1 sensing inputs must function for the correct output to be seen. "With other techniques such as single-cell sequencing, you look at the genes behind the systems, but eventually, the cell biology is something you must figure out," Solecki said. "And that's what this work was about: the intricate interplay of the molecules."
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Cell-based therapy improves outcomes in a pig model of heart attacks | ScienceDaily
In a large-animal model study, researchers have found that heart attack recovery is aided by injection of heart muscle cell spheroids derived from human induced pluripotent stem cells, or hiPSCs, that overexpress cyclin D2 and are knocked out for human leukocyte antigen classes I and II. This research, published in the journal Circulation Research, used a pig model of heart attacks. Pig hearts more closely resemble the human heart in size and physiology, and thus have a higher clinical relevance to human disease, compared to studies in mice.


						
University of Alabama at Birmingham researchers, led by Jianyi "Jay" Zhang, M.D., Ph.D., and Lei Ye, M.D., Ph.D., generated the human leukocyte antigen-knockout and cyclin D2-overexpressing hiPSCs, called KO/OEhiPSCs. When KO/OEhiPSCs were differentiated into cardiomyocyte spheroids and implanted into the pig hearts that had undergone ischemia/reperfusion injury, the KO/OEhiPSC-cardiomyocyte implantation resulted in significantly improved cardiac function and reduced infarct size after four weeks.

"It is widely acknowledged that the infarct size is linearly related to the severity of post-infarction left ventricle remodeling and the occurrence of heart failure," Zhang said. "In our current study, at week 4 after ischemia/reperfusion, we observed a significant 35.8 percent decrease in the infarct area in the hearts treated with the KO/OEhiPSC-cardiomyocyte spheroids compared with those treated with basal medium, and a significant reduction compared with wildtype-hiPSC-cardiomyocyte spheroid-treated pigs."

These improvements were due to a surprising finding -- proliferation of endogenous heart muscle cells in the pig hearts. This is particularly noteworthy because shortly after birth mammalian heart muscle cells lose their ability to divide. Thus, a damaged heart after a heart attack cannot repair itself by growing new muscle cells in the scar area left by the heart attack. Many previous pig model preclinical trials to inject new heart muscle cells into the damaged heart have been blunted by general failure of the cells to engraft and grow.

In the current study, the spheroids that the UAB researchers injected failed to persist, despite finding significant improvement in heart function and infarct size in the damaged pig hearts. Engraftment was seen at week 1, but was nearly undetectable at week 4. Instead, the researchers found significant increases in the proliferation of endogenous pig cardiomyocytes, those preexisting heart muscle cells that are unable to divide in normal adult hearts. These proliferating cells showed elevated expression levels of cellular proliferation markers, and they expressed genes for DNA replication. The pig cardiomyocyte cells also showed upregulation of three signaling pathways -- the Mitogen-Activated Protein Kinase pathway, the HIPPO/YAP pathway and the Transforming Growth Factor B pathway.

Researchers analyzed the heart cells for cell-surface receptors that are associated with the three pathways, and they looked for differential extracellular protein expression of proteins that interact with those cell-surface markers receptors. They did not see differential expression of the extracellular proteins in the endogenous cardiomyocytes. This suggested that the enhanced proliferation of the endogenous heart muscle cells might instead be due to extracellular proteins produced by the injected KO/OEhiPSC-cardiomyocytes.

Cytokine arrays of the KO/OEhiPSC-cardiomyocytes identified follistatin, an autocrine glycoprotein, as the potential inducer of the heart muscle cell proliferation. Follistatin was found to be highly secreted by KO/OEhiPSC-cardiomyocytes. In cell culture, human cardiomyocytes significantly proliferate, and the total number cardiomyocytes increased by 30 percent when treated with follistatin as compared to the control groups. In an in vivo mouse model of heart attacks, the UAB researchers found that injected follistatin induced proliferation of adult mouse cardiomyocytes after myocardial infarction. Other experiments confirmed that follistatin targets the HIPPO/YAP signaling pathway to promote the growth of cardiomyocytes.




"To our knowledge, this is the first report demonstrating that follistatin promotes the proliferation of hiPSC-cardiomyocytes and cardiomyocytes from adult mammalian hearts," Zhang said. "The mechanisms by which follistatin activates cardiomyocyte proliferation have yet to be deciphered."

The need for a new therapy for heart attack patients is great. Heart failure is responsible for 13 percent of deaths worldwide, and half of patients with heart failure die within five years. Blockage of coronary arteries in a heart attack leads to death of the cardiomyocyte heart muscle cells. When that muscle tissue is replaced by dense scar tissue with little blood circulation, the infarcted heart loses contractile power, leading to heart enlargement, progressive loss of pumping ability, increased chance of ventricular arrhythmias and clinical end-stage heart failure.

The current study advances a 2021 study by Zhang and colleagues that showed heart attack recovery could be aided by injection of heart muscle cells that overexpress cyclin D2. However, these experiments were done in immunocompromised mice. The current study developed and tested hypoimmunogenic and cyclin D2-overexpressing hiPSC-cardiomyocytes in a large-animal model for possible clinical translation and enhanced therapeutic efficacy of this promising treatment approach.

"This highlights the significant potential of KO/OEhiPSC-cardiomyocytes to stimulate endogenous cardiomyocyte proliferation in the hearts of adult patients," Zhang said.

Co-authors with Ye and Zhang in the study, "Follistatin from hiPSC-cardiomyocytes promotes myocyte proliferation in pigs with postinfarction LV remodeling," are Yuhua Wei, Gregory Walcott, Thanh Nguyen, Xiaoxiao Geng, Bijay Guragain, Hanyu Zhang, Akazha Green, Manuel Rosa-Garrido and Jack M. Rogers, UAB Department of Biomedical Engineering; and Daniel J. Garry, UAB Department of Medicine, Division of Cardiovascular Disease.

Support came from National Institutes of Health grants HL114120, HL131017, HL134764, HL160476 and HL49137.

At UAB, Zhang holds the T. Michael and Gillian Goodrich Endowed Chair of Engineering Leadership. Biomedical Engineering is a joint department in the Marnix E. Heersink School of Medicine and the UAB School of Engineering. Medicine is a department in the Heersink School of Medicine.
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Ketamine use on the rise in U.S. adults; new trends emerge | ScienceDaily


						A recent study analyzing data from the National Survey on Drug Use and Health (NSDUH) found that past-year recreational ketamine use among adults has increased dramatically since 2015, including significant shifts in associations with depression and sociodemographic characteristics such as race, age and education status. Ketamine use has shown promise in clinical trials therapy for several mental illnesses, including treatment-resistant depression, and the new research suggests that ongoing monitoring of recreational use trends is crucial to balancing these clinical benefits against the risk of unmonitored recreational use.


						
Key findings include:
    	Overall past-year recreational ketamine use increased by 81.8% from 2015 to 2019 and by 40% from 2021 to 2022.
    	Adults with depression were 80% more likely to have used ketamine in the past year in 2015-2019, but this association weakened in later years. In 2021-2022, ketamine use increased only among those without depression.
    	In 2021-2022, adults aged 26-34 were 66% more likely to have used ketamine in the past year compared to adults aged 18-25. Those with college degrees were more than twice as likely to have used ketamine compared to people with a high school education or less.
    	People were more likely to use ketamine if they used other substances, such as ecstasy/MDMA, GHB, and cocaine.

The researchers recommend expanding prevention outreach to settings like colleges, where younger adults may be at heightened risk, as well as providing education on the harms of polydrug use, particularly in combination with opioids. As medical ketamine becomes more widely available, they also emphasize the need for continued surveillance of recreational ketamine use patterns and further research to understand the factors that contribute to ketamine use.

The study, published online in the Journal of Affective Disorders, was led by Kevin Yang, M.D., a third-year resident physician in the Department of Psychiatry at UC San Diego School of Medicine. The research was supported by the National Institute on Drug Abuse of the National Institutes of Health.
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DNA adds new chapter to Indonesia's layered human history | ScienceDaily
A new study from the University of Adelaide and The Australian National University (ANU) has outlined the first genomic evidence of early migration from New Guinea into the Wallacea, an archipelago containing Timor-Leste and hundreds of inhabited eastern Indonesian islands.


						
The study, published in PNAS, addresses major gaps in the human genetic history of the Wallacean Archipelago and West Papuan regions of Indonesia -- a region with abundant genetic and linguistic diversity that is comparable to the Eurasian continent -- including the analysis of 254 newly sequenced genomes.

In combination with linguistic and archaeological evidence, the study shows that Wallacean societies were transformed by the spread of genes and languages from West Papua in the past 3,500 years -- the same period that Austronesian seafarers were actively mixing with Wallacean and Papuan groups.

"My colleagues at the Indonesian Genome Diversity Project have been studying Indonesia's complex genetic structure for more than a decade, but this comprehensive study provides confirmation that Papuan ancestry is widespread across Wallacea, pointing to historical migrations from New Guinea," says lead author Dr Gludhug Ariyo Purnomo, from the University of Adelaide's School of Biological Sciences.

"By connecting the dots between genetics, linguistics, and archaeology, we now recognise West Papua as an important bio-cultural hub and the launching place of historical Papuan seafarers that now contribute up to 60% of modern Wallacean ancestry."

Genomic research is also becoming increasingly important for developing new medicines tailored to specific genetic backgrounds.

"In the era of precision medicine, understanding the genetic structure of human groups is vital for developing treatments that are helpful rather than harmful, with Wallacea and New Guinea having been poorly represented in past genomic surveys," Dr Purnomo says.




Associate Professor Ray Tobler, from ANU, says Wallacea had been isolated for more than 45,000 years since the arrival of the first human groups, and the more recently arriving Papuan and Austronesian migrants reconfigured Wallacean culture by introducing new languages that diversified and intermingled to create its rich linguistic landscape.

"Our findings suggest that the Papuan and Austronesian migrations were so extensive that they have largely overwritten the ancestry of the first migrants, making the recovery of these ancient migrations from genetic data challenging," says Professor Tobler, who is also an Adjunct Fellow at the University of Adelaide's Australian Centre for Ancient DNA.

According to the researchers, there are challenges in reconstructing past movements of people using modern genetic data due to historical migrations and movements.

"There's also been so much movement in Wallacea in the past couple of thousand years, due to the spice trade and slavery, that it obscures the relationship between geography and genetics," Associate Professor Tobler says.

"What we know about Wallacea and New Guinea is just the tip of the iceberg, but the use of ancient DNA can help to overcome some of these challenges and help us to understand the origins and legacy of human journeys to the region stretching back tens of thousands of years."
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Dinosaurs roamed the northern hemisphere millions of years earlier than previously thought, according to new analysis of the oldest North American fossils | ScienceDaily
How and when did dinosaurs first emerge and spread across the planet more than 200 million years ago? That question has for decades been a source of debate among paleontologists faced with fragmented fossil records. The mainstream view has held that the reptiles emerged on the southern portion of the ancient supercontinent Pangea called Gondwana millions of years before spreading to the northern half named Laurasia.


						
But now, a newly described dinosaur whose fossils were uncovered by University of Wisconsin-Madison paleontologists is challenging that narrative, with evidence that the reptiles were present in the northern hemisphere millions of years earlier than previously known.

The UW-Madison team has been analyzing the fossil remains since they were first discovered in 2013 in present-day Wyoming, an area that was near the equator on Laurasia. The creature, named Ahvaytum bahndooiveche, is now the oldest known Laurasian dinosaur, and with fossils estimated to be around 230 million years old, it's comparable in age to the earliest known Gondwanan dinosaurs.

UW-Madison scientists and their research partners detail their discovery Jan. 8, 2025, in the Zoological Journal of the Linnean Society.

"We have, with these fossils, the oldest equatorial dinosaur in the world -- it's also North America's oldest dinosaur," says Dave Lovelace, a research scientist at the University of Wisconsin Geology Museum who co-led the work with graduate student Aaron Kufner.

Discovered in a layer of rock known as the Popo Agie Formation, it took years of careful work by Lovelace and his colleagues to analyze the fossils, establish them as a new dinosaur species and determine their estimated age.

While the team doesn't have a complete specimen -- that's an exceedingly rare occurrence for early dinosaurs -- they did find enough fossils, particularly parts of the species' legs, to positively identify Ahvaytum bahndooiveche as a dinosaur, and likely as a very early sauropod relative. Sauropods were a group of herbivorous dinosaurs that included some famously gigantic species like those in the aptly named group of titanosaurs. The distantly related Ahvaytum bahndooiveche lived millions of years earlier and was smaller -- much smaller.




"It was basically the size of a chicken but with a really long tail," says Lovelace. "We think of dinosaurs as these giant behemoths, but they didn't start out that way."

Indeed, the type specimen of Ahvaytum bahndooiveche, which was full-grown but could have been slightly bigger at its maximum age, stood a little over one foot tall and was around three feet long from head to tail. Although scientists haven't found its skull material, which could help illuminate what it ate, other closely related early sauropod-line dinosaurs were eating meat and would likely have been omnivorous.

The researchers found the few known bones of Ahvaytum in a layer of rock just a little bit above those of a newly described amphibian that they also discovered. The evidence suggests that Ahvaytum bahndooiveche lived in Laurasia during or soon after a period of immense climatic change known as the Carnian pluvial episode that has previously been connected to an early period of diversification of dinosaur species.

The climate during that period, lasting from about 234 to 232 million years ago, was much wetter than it had been previously, transforming large, hot stretches of desert into more hospitable habitats for early dinosaurs.

Lovelace and his colleagues performed high-precision radioisotopic dating of rocks in the formation that held Ahvaytum's fossils, which revealed that the dinosaur was present in the northern hemisphere around 230 million years ago. The researchers also found an early dinosaur-like track in slightly older rocks, demonstrating that dinosaurs or their cousins were already in the region a few million years prior to Ahvaytum.

"We're kind of filling in some of this story, and we're showing that the ideas that we've held for so long -- ideas that were supported by the fragmented evidence that we had -- weren't quite right," Lovelace says. "We now have this piece of evidence that shows dinosaurs were here in the northern hemisphere much earlier than we thought."

While the scientific team is confident they've discovered North America's oldest dinosaur, it's also the first dinosaur species to be named in the language of the Eastern Shoshone Tribe, whose ancestral lands include the site where the fossils were found. Eastern Shoshone tribal elders and middle school students were integral to the naming process. Ahvaytum bahndooiveche broadly translates to "long ago dinosaur" in the Shoshone language.




Several tribal members also partnered with Lovelace and his UW-Madison colleagues as the researchers sought to evolve their field practices and better respect the land by incorporating the knowledge and perspectives of the Indigenous peoples into their work.

"The continuous relationship developed between Dr. Lovelace, his team, our school district, and our community is one of the most important outcomes of the discovery and naming of Ahvaytum bahndooiveche," says Amanda LeClair-Diaz, a co-author on the paper and a member of the Eastern Shoshone and Northern Arapaho Tribes. LeClair-Diaz is the Indian education coordinator at Fort Washakie school and coordinated the naming process with students and tribal elders -- a process that started under her predecessor, Lynette St. Clair.

"Typically, the research process in communities, especially Indigenous communities, has been one sided, with the researchers fully benefiting from studies," says LeClair-Diaz. "The work we have done with Dr. Lovelace breaks this cycle and creates an opportunity for reciprocity in the research process."
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Fishy business: Male medaka mating limits revealed | ScienceDaily
Working out the kinks of mating in the animal kingdom helps to gain insights into the survival of species. Among animals that have multiple partners who deposit eggs outside their body, such as most fish, the males release sperm several times a day, but producing these gametes requires energy and time.


						
Osaka Metropolitan University experts on fish behavior have recently uncovered a daily mating capacity for medaka. In findings published in Royal Society Open Science, Graduate School of Science Specially Appointed Dr. Yuki Kondo, Specially Appointed Professor Masanori Kohda, and Professor Satoshi Awata detailed the effects of continuous mating by medaka on the number of sperm released, fertilization rates, and the behavior of both males and females.

"Medaka are among the fish that spawn, where fertilization occurs after the eggs and sperm are released in water. As these gametes are difficult to collect, the number of sperm released and the fertilization rate during successive matings had remained a mystery," Dr. Kondo explained. "Our research group previously developed an accurate method for measuring the sperm count of medaka, which is why we were able to successfully conduct this experiment."

The group's latest experiment showed that male medaka on average can mate 19 times a day. During the first three mating sessions, the medaka released more than 50% of their daily sperm output. While the fertilization rate was nearly 100% in the early matings, this decreased significantly after the 10th time, with some later cases where there was no fertilization confirmed.

Female medaka can produce eggs once per day, but they release all their eggs when mating. This means that many eggs go to waste when females mate with males who have already released most or all their sperm.

"This is the first study to quantitatively show the clear daily mating capacity of male medaka, as well as the volume of sperm released during each mating, fertilization rate, and the behavior of males and females during this process," Professor Awata proclaimed. "Our research provides important insights into the relationship between the cost of gamete production and sexual selection."
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Morning coffee may protect the heart better than all-day coffee drinking | ScienceDaily
People who drink coffee in the morning have a lower risk of dying from cardiovascular disease and a lower overall mortality risk compared to all-day coffee drinkers, according to research published in the European Heart Journal today (Wednesday).


						
The research was led by Dr Lu Qi, HCA Regents Distinguished Chair and Professor at the Celia Scott Weatherhead School of Public Health and Tropical Medicine at Tulane University, New Orleans, USA. He said: "Research so far suggests that drinking coffee doesn't raise the risk of cardiovascular disease, and it seems to lower the risk of some chronic diseases, such as type 2 diabetes. Given the effects that caffeine has on our bodies, we wanted to see if the time of day when you drink coffee has any impact on heart health."

The study included 40,725 adults taking part in the US National Health and Nutrition Examination Survey (NHANES) between 1999 and 2018. As part of this study, participants were asked about all the food and drink they consumed on at least one day, including whether they drank coffee, how much and when. It also included a sub-group of 1,463 people who were asked to complete a detailed food and drink diary for a full week.

Researchers were able to link this information with records of deaths and cause of death over a period of nine to ten years.

Around 36% of people in the study were morning coffee drinkers (they primarily drank coffee before midday), 16% of people drank coffee throughout the day (morning, afternoon and evening) and 48% were not coffee drinkers.

Compared with people who did not drink coffee, morning coffee drinkers were 16% less likely to die of any cause and 31% less likely to die of cardiovascular disease. However, there was no reduction in risk for all-day coffee drinkers compared to non-coffee drinkers.

Morning coffee drinkers benefited from the lower risks whether they were moderate drinkers (two to three cups) or heavy drinkers (more than three cups). Light morning drinkers (one cup or less) benefited from a smaller decrease in risk.




Dr Qi said: "This is the first study testing coffee drinking timing patterns and health outcomes. Our findings indicate that it's not just whether you drink coffee or how much you drink, but the time of day when you drink coffee that's important. We don't typically give advice about timing in our dietary guidance, but perhaps we should be thinking about this in the future.

"This study doesn't tell us why drinking coffee in the morning reduces the risk of death from cardiovascular disease. A possible explanation is that consuming coffee in the afternoon or evening may disrupt circadian rhythms and levels of hormones such as melatonin. This, in turn, leads to changes in cardiovascular risk factors such as inflammation and blood pressure.

"Further studies are needed to validate our findings in other populations, and we need clinical trials to test the potential impact of changing the time of day when people drink coffee."

In an accompanying editorial Professor Thomas F. Luscher from Royal Brompton and Harefield Hospitals, London, UK said: "In their study published in this issue of the European Heart Journal, Wang et al analysed the time of the day when coffee is consumed in 40 725 adults from the NHANES and of 1463 adults from the Women's and Men's Lifestyle Validation Study.

"During a median follow-up of almost a decade, and after adjustment for caffeinated and decaffeinated coffee intake, the amounts of cups per day, sleep hours, and other confounders, the morning-type, rather than the all-day-type pattern, was significantly associated with lower risks of all-cause mortality with a hazard ratio of 0.84 and of cardiovascular mortality of even 0.69 as compared with non-coffee drinkers.

"Why would time of the day matter? In the morning hours there is commonly a marked increase in sympathetic activity as we wake up and get out of bed, an effect that fades away during the day and reaches its lowest level during sleep. Thus, it is possible, as the authors point out, that coffee drinking in the afternoon or evening disrupts the circadian rhythm of sympathetic activity. Indeed, many all-day drinkers suffer from sleep disturbances. In this context, it is of interest that coffee seems to suppress melatonin, an important sleep-inducing mediator in the brain.

"Overall, we must accept the now substantial evidence that coffee drinking, particularly in the morning hours, is likely to be healthy. Thus, drink your coffee, but do so in the morning!"
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How our cells dispose of waste and ways to control it | ScienceDaily
Recycling takes place in our cells at all times: in a process called autophagy, cell components that are no longer needed are enclosed by membranes and broken down into their basic building blocks. This vital process prevents the formation of harmful aggregates and makes nutrients available again.


						
A research team co-led by Prof. Dr. Claudine Kraft from the CIBSS Cluster of Excellence at the University of Freiburg and Dr. Florian Wilfling from the Max Planck Institute of Biophysics in Frankfurt has now discovered the conditions necessary for autophagy to start. They were also able to artificially create these conditions and thus trigger the degradation of otherwise non-degradable molecules in yeast cells. Targeting autophagy in this way is a promising approach for promoting the degradation of aggregates that can otherwise form plaques in neurodegenerative diseases such as Alzheimer's, as well as to improve the efficacy of cancer treatments. The study has been published in the scientific journal Nature Cell Biology.

Weak molecular interactions essential for autophagy to begin

In order for the degradation of cellular components through autophagy to occur, they must first be recognised as waste. This is done by receptor and other adapter molecules. However, it was previously unknown how exactly these molecules trigger the subsequent steps. "We have now been able to show that the receptors must bind weakly to the material to be disposed of for autophagy to start," explains Kraft. "If they bind too strongly, the process is not triggered."

What initially sounds counterintuitive could be explained by the researchers with the help of computer simulations and experiments on living yeast cells and human cells in cell culture: the weak binding causes the receptors to remain mobile and form random clusters. "When the point of critical concentration has been reached, phase separation occurs: the adapter molecules come together and form a droplet, similar to oil in water," explains Wilfling. "Such a liquid accumulation has different physical properties than the individual molecules serving as a flexible platform for all other molecules involved in autophagy."

The process can be controlled artificially 

To test their hypothesis, the researchers introduced virus particles into yeast cells that the cells are normally unable to break down. By modifying the virus particles so that autophagy receptors could weakly bind to them, the researchers were able to trigger the degradation of the viral protein. However, if they modified the surface so that the receptors bound strongly to it, no degradation took place. "This result is promising because it shows that we can specifically intervene in the autophagy of cargo molecules of living cells," summarise both Kraft and Wilfling.

The study was funded by the German Research Foundation (EXC-2189; SFB 1381; SFB 1177; 450216812; 409673687; GRK 2606;) by the European Research Council under the Horizon 2020 programme (ERC 769065), the Max Planck Society and by the European Union (ERC 101041982).
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New research reveals groundwater pathways across continent | ScienceDaily
Researchers from Princeton University and the University of Arizona have created a simulation that maps underground water on a continental scale. The result of three years' work studying groundwater from coast to coast, the findings plot the unseen path that each raindrop or melted snowflake takes before reemerging in freshwater streams, following water from land surface to depths far below and back up again, emerging up to 100 miles away, after spending from 10 to 100,000 years underground.


						
The simulation, published Jan. 6 in the journal Nature Water, shows that rainfall and snowmelt flow much farther underground than previously understood and that more than half the water in streams and rivers originates from aquifers once thought to be so deep as to be walled off from streams. These unexpected findings have major implications for tracking pollution and predicting the effects of climate change on groundwater, which supplies half of all drinking water in the United States.

Spanning the continental United States and parts of Canada and Mexico, the simulation tracks the flow of groundwater and measures the vast distances and depths it travels before discharging into streams across more than 3 million square miles (7.85 million square kilometers). The researchers accomplished this with a high-resolution hydrological simulation that allowed them to track the water moving through underground systems.

The research team included Reed Maxwell, Princeton's William and Edna Macaleer Professor of Engineering and Applied Science and a professor at Princeton's High Meadows Environmental Institute; Chen Yang, a former associate research scholar at Princeton (now at Sun Yat-sen University in China); and University of Arizona professor Laura Condon.

They found that groundwater can travel underground for hundreds of kilometers before emerging as streamflow. In the Midwest, groundwater flows long distances -- especially where the mountains meet the plains. One groundwater flow along the base of the Rocky Mountains spanned 148 miles (238 kilometers). The study also revealed groundwater's vast connection networks: Almost 90% of U.S. watersheds take in water from one neighbor and pass it to another.

The findings bear staggering implications. While out of sight, groundwater constitutes 99% of the world's unfrozen fresh water and provides drinking water to 145 million Americans. It is also essential to our food supply, irrigating 60% of agriculture worldwide. But groundwater is being depleted at an alarming rate -- and it's long been difficult to model. This study's new retrospective analyses and predictive simulations provide opportunities to track this vital resource and understand the far-reaching impacts of leakages from the likes of oil and gas well pads.

"Interconnections between the watersheds isn't just important for streamflow," said Maxwell. "This also tells us how long contamination will persist in groundwater. Widespread pollutants like nitrate and PFAS can take these long journeys to the stream, making them harder to manage and even longer-lived."

The second important new discovery is that groundwater from very deep aquifers contributes significantly to streamflow. Maxwell's team found that deep groundwater from aquifers 10 to 100 meters below the surface contributed more than half of the baseflow in 56% of the subbasins. The greatest depths occurred in regions with the steepest topography gradients, such as the Rocky and Appalachian mountain ranges.
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Integrating historic data stands to improve climate models in the Global South | ScienceDaily
An international team led by McGill University researchers has devised a way to improve the accuracy of climate change models for the Global South by integrating historical records kept by missionaries and other visitors.


						
To show how it could be done, a cross-disciplinary team of researchers that included climate scientists, data analysts and a historian integrated data from 19th century missionary archives in Tanzania with current data for the region provided by climate modellers. They devised a way to quantify the historic records, which tended to be anecdotal as opposed to scientifically recorded. The result was to provide a longer record of climate change in the region than had previously been available, which has the capacity to enhance the accuracy of climate change models. Their work was published recently in Climate of the Past.

"The general scientific neglect of the Global South is only now starting to be gradually corrected by institutions in these regions," explained Philip Gooding, a researcher at McGill's Indian Ocean World Centre and the lead author of the study. "Tanzania is typical of many tropical regions in the Global South, in that evidence of climatic changes before the mid-20th century has yet to be gathered or analyzed." Gooding said. "This is partly because climate change research is often more difficult in such regions. For example, it is difficult to conduct tree ring analysis in tropical regions because many tropical species do not provide annual rings, or they respond differently to climate variability. Meanwhile, analysis of lake sediments suggests multi-decadal trends, rather than annual or seasonal climatic conditions." So, he said, researchers looked to historical documents.

Missionaries and explorers track changing patterns of rainfall and drought

The researchers looked at historical climate records for the towns of Ujiji, Tabora and Mpwapwa in central Tanzania between 1856-1890. All are at a similar latitude, with rainy seasons of similar duration and in similar months.

European "explorers" and early imperialists passed through the region from the late 1850s. They noted their observations about the weather and gathered information about previous seasons and years from local people. Representatives of various missionary societies based in Europe came to stay for longer periods from the 1870s. Their records provide a more consistent and reliable source of information, according to the researchers.

A record of rainfall patterns over a 30-year period in the 19th century

Although their letters and diaries varied greatly in terms of what was noted, the Europeans were interested in documenting climate conditions, including variability in rain, periods of drought, floods and harvests, as well as the conditions of pastures and fields.




The information is sufficient, for the period from 1856 to 1890, to provide a picture of climate trends over the long term, especially when combined and integrated with modelled data.

Information with a complicated origin and legacy

The researchers are conscious the origin of the historic data is problematic and carries with it a complicated legacy.

"Missionary accounts of the hardships of droughts acted as one of the justifications for European intervention in African affairs, in ways that failed to increase drought resiliency. It was a heavily racialized, and problematic discourse that infantilized and brutalized those who soon became colonized peoples," Gooding said.

However, integrating this data into climate models stands to improve their accuracy, he said. He believes the methodology developed in his study can be applied more broadly in the Global South.

"Using climate model data alone is rather uncertain due to a lack of verification with observations over this region," said Melissa Lazenby, a climatologist from the University of Sussex and co-author of the article. "By adding and integrating the documentary data to the climate modelling data, this research provides a more robust and credible picture of what happened in such regions in the past. This therefore helps verify climate models over this data-sparse region and can help in providing more accurate and credible future projections."
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Study challenges traditional risk factors for brain health in the oldest-old | ScienceDaily
A study led by the University of California, Irvine has found cardiovascular conditions such as high blood pressure and diabetes, which are known to contribute to brain blood vessel damage in younger populations, not to be associated with an increased risk of such harm in individuals 90 and older.


						
The work, published online today in the journal Alzheimer's & Dementia: The Journal of the Alzheimer's Association, suggests that the relationship among blood pressure, vascular health and brain aging is more complex than previously thought.

"For decades, we've known that factors like high blood pressure and diabetes can injure blood vessels in the brain, increasing the risk for cognitive decline and dementia. However, our research found that these patterns may change as people age," said corresponding author Dr. Ravi Rajmohan, UC Irvine clinical instructor of neurology. "Even more intriguing, the use of blood pressure-lowering medication in this 90-plus group was linked to a lower likelihood of specific types of brain damage."

Team members analyzed the relationship between cardiovascular-related changes in the brain and self-reported vascular risk factors or use of heart-related medications by examining data from 267 participants in the National Institute on Aging's 90+ Study, one of the largest and most comprehensive research projects on the oldest-old population. They applied statistical models that accounted for age, sex and education and found that the presence of brain changes was not linked to traditional risk factors like high blood pressure or diabetes.

In addition, they discovered that certain medications showed potential proactive effects. Diuretics were linked to a lower likelihood of atherosclerosis, commonly called "hardening of the arteries," and beta blockers and vasodilators were associated with reduced odds of cerebral amyloid angiopathy, the buildup of a type of proteins in brain blood vessels.

"Our findings challenge the idea that traditional vascular risk factors are always harmful to brain health in the 90-plus population," Rajmohan said. "Our findings may reflect the effectiveness of treatment for those conditions, or they could be influenced by survival bias, as individuals with untreated or severe risk factors may not live into their 90s. Further research is needed to explore whether blood pressure-lowering medications could directly reduce the risk of brain blood vessel damage and dementia under specific circumstances. Such knowledge could lead to more personalized advice for managing blood pressure and improving brain health outcomes."

Team members also included Dr. Claudia Kawas, professor of neurology and neurobiology & behavior; Maria Corrada, professor in residence of neurology; Annlia Paganini Hill, project scientist in neurology; and biochemistry graduate student Joey Wong -- all from UC Irvine -- as well as Dr. Thomas Montine, chair pathology at Stanford University; Zeinah Al-Darsani, epidemiology and biostatistics graduate student at Temple University's College of Public Health; and Chu-Ching Ho, computer science graduate student at the University of Illinois Urbana-Champaign.

This work was supported by the National Institute on Aging under grant AG021055 and the Alzheimer's Disease Research Consortium under grant P30AGO66519.
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Earth's air war: Explaining the delayed rise of plants, animals on land | ScienceDaily
If you like the smell of spring roses, the sounds of summer birdsong, and the colors of fall foliage, you have the stabilization of the ozone layer to thank for it. Located in the stratosphere, where it shields the Earth from harmful ultraviolet radiation, the ozone layer plays a key role in preserving the planet's biodiversity.


						
And now we may have a better idea of why that took so long -- more than 2 billion years -- to happen.

According to a new, Yale-led study, Earth's early atmosphere hosted a battle royale between iodine and oxygen -- effectively delaying the creation of a stable ozone layer that would shield complex life from much of the sun's ultraviolet radiation (UVR).

The new theory, described in a study in the journal Proceedings of the National Academies of Science, may solve a mystery that has puzzled scientists for hundreds of years.

"The origin and diversification of complex life on Earth remains one of the most profound and enduring questions in natural science," said Jingjun Liu, a doctoral student in Earth and planetary sciences at Yale and first and corresponding author of the new study.

Indeed, scientists have long wondered why land plants did not emerge on Earth until 450 million years ago, even though their progenitors, cyanobacteria, had been in existence for 2.7 billion years. Likewise, there are no fossils for complex land animals or plants before the Cambrian era (541 to 485 million years ago) despite the evidence of much older microfossils.

"The only existing explanation states that this delay is an intrinsic characteristic of evolution -- that an enormous amount of time is required," said Noah Planavsky, a professor of Earth and planetary sciences, faculty member of the Yale Center for Natural Carbon Capture, and senior author of the new study. "Yet that notion fails to explain how and why complex life originated and diversified."

The new study suggests that something beyond the need for time was responsible: the delayed stabilization of Earth's ozone layer, caused by elevated marine iodine concentrations that prevented a protective UVR shield from forming in the atmosphere.




Ozone production depends on atmospheric oxygen and background UVR. It has been widely accepted by scientists that once Earth established a substantial concentration of atmospheric oxygen, the planet formed an ozone layer that allowed for biological evolution to proceed unimpeded.

"We challenge this paradigm by considering how Earth's evolving iodine cycle may have influenced ozone abundance and stability," Liu said.

For the study, a Yale-led research team analyzed multiple lines of independent geological evidence and developed an ocean-atmosphere model to reconstruct the iodine-ozone dynamics for the early Earth. The researchers found that elevated marine iodide content (formed when iodine combines with another element to form a salt) prevailed through most of Earth's history, which would have led to significant inorganic iodine emissions into the atmosphere after the rise of oxygen -- with the potential for disrupting ozone.

The mechanism of ozone destruction by iodine is similar to the process by which chlorofluorocarbons (CFCs) created the "ozone hole" over Antarctica. When CFCs undergo photolysis, they release reactive chlorine, which catalytically destroys ozone in the stratosphere, leading to as much as a 50% depletion over continental Antarctica at the peak of the problem.

"Iodine-driven catalytic cycles for ozone destruction follow a similar process and are kinetically much faster than those involving reactive chlorine," Planavsky said. "Our photochemical calculations indicate that even a moderate increase in marine inorganic iodine emission could result in a whole atmosphere ozone depletion by tens or even hundreds of times relative to modern levels."

Liu noted that at a global scale, unstable and low ozone levels likely persisted from 2.4 billion years ago until roughly half a billion years ago. "During this interval, even under high levels of oxygen production, atmospheric ozone could have been very low and was likely unstable, leading to periodic or persistent high fluxes of solar UVR at Earth's surface," Liu said.

Dalton Hardisty of Michigan State University, James Kasting of Pennsylvania State University, and Mojtaba Fakhraee of Yale are co-authors of the study.
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Smart food drying techniques with AI enhance product quality and efficiency | ScienceDaily
Food drying is a common process for preserving many types of food, including fruits and meat; however, drying can alter the food's quality and nutritional value. In recent years, researchers have developed precision techniques that use optical sensors and AI to facilitate more efficient drying. A new study from the University of Illinois Urbana-Champaign discusses three emerging smart drying techniques, providing practical information for the food industry.


						
"With traditional drying systems, you need to remove samples to monitor the process. But with smart drying, or precision drying, you can continuously monitor the process in real time, enhancing accuracy and efficiency," said corresponding author Mohammed Kamruzzaman, assistant professor in the Department of Agricultural and Biological Engineering (ABE), part of the College of Agricultural, Consumer and Environmental Sciences and The Grainger College of Engineering at Illinois.

In the paper, the researchers review academic literature about different types of equipment that apply precision techniques to enhance smart drying capabilities in the food industry.

They focus on three optical sensing systems -- RGB imaging with computer vision, near-infrared (NIR) spectroscopy, and near-infrared hyperspectral imaging (NIR-HSI) -- discussing the mechanisms, applications, advantages, and limitations of each. They also provide an overview of standard industrial drying methods, such as freeze drying, spray, microwave, or hot-air oven drying, which can be combined with the precision monitoring techniques.

"You can use each of the three sensors separately or in combination. What you choose will depend on the particular drying system, your needs, and cost-effectiveness," said lead author Marcus Vinicius da Silva Ferreira, a postdoctoral fellow in ABE.

RGB with computer vision uses a regular camera that captures visible light with a RGB color spectrum. It can provide information about surface-level features, such as size, shape, color, and defects, but it is not capable of measuring moisture content.

NIR spectroscopy uses near-infrared light to measure the absorbance of different wavelengths, which can be correlated to unique chemical and physical product characteristics, and it can measure internal qualities such as moisture content. However, NIR scans one point at a time.




This can work for a single product, like an apple slice, at least initially, Kamruzzaman said.

"But as the drying progresses, the material will shrink and become heterogeneous, because of cracking and bending. If you use NIR at that stage, and if you only scan a single point, you cannot measure the drying rate," he noted.

NIR-HSI is the most comprehensive of the three techniques. It scans the whole surface of the product, so it provides much more precise information about the drying rate and other features than NIR alone, since it extracts three-dimensional spatial and spectral information. However, NIR-HSI is also much more expensive than the two other sensors. The equipment costs 10 to 20 times more than NIR sensors, and 100 times or more than RGB cameras. Additionally, maintenance and computing requirements for HSI are substantially higher, further increasing the total cost.

All three methodologies must be combined with AI and machine learning to process the information, and the models must be trained for each specific application. Again, HSI requires more computational power than the other two systems because of the large amount of data it collects.

The researchers also developed their own drying system to test the various methods. They built a convective heat oven and tested the techniques on the drying of apple slices. They first combined the system with RGB and NIR; later they also tested the NIR-HSI system, the findings of which they plan to discuss in a forthcoming paper.

"For real-time monitoring, the convergence of RGB imaging, NIR spectroscopic sensors, and NIR-HSI with AI represents a transformative future for food drying. Integrating these technologies overcomes conventional drying process monitoring limitations and propels real-time monitoring capabilities," they concluded in the paper.

Future development of portable, hand-held NIR-HSI devices will further enable continuous monitoring of drying systems, providing real-time quality control in a variety of operating environments, they noted.
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Predicting the progression of autoimmune disease with AI | ScienceDaily
Autoimmune diseases, where the immune system mistakenly attacks the body's own healthy cells and tissues, often have a preclinical stage before diagnosis that's characterized by mild symptoms or certain antibodies in the blood. However, in some people, these symptoms may resolve before culminating in the full disease stage.


						
Knowing who may progress along the disease pathway is critical for early diagnosis and intervention, improved treatment and better disease management, according to a team led by researchers from the Penn State College of Medicine that has developed a new method to predict the progression of autoimmune disease among those with preclinical symptoms. The team used artificial intelligence (AI) to analyze data from electronic health records and large genetic studies of people with autoimmune disease to come up with a risk prediction score. When compared to existing models, this methodology was between 25% and 1,000% more accurate in determining whose symptoms would move to advanced disease.

The research team published their findings this week (Jan. 2) in the journal Nature Communications.

"By targeting a more relevant population -- people with family history or who are experiencing early symptoms -- we can use machine learning to identify patients with the highest risk for disease and then identify suitable therapeutics that may be able to slow down the progression of the disease. It's a lot more meaningful and actionable information," said Dajiang Liu, distinguished professor, vice chair for research and director of artificial intelligence and biomedical informatics at the Penn State College of Medicine and co-lead author of the study.

Approximately 8% of Americans live with autoimmune disease, according to the National Institutes of Health, and the vast majority are women. The earlier you can detect the disease and intervene, the better, Liu said, because once autoimmune diseases progress, the damage can be irreversible. There are often signs of the disease before an individual receives a diagnosis. For example, in patients with rheumatoid arthritis, antibodies can be detected in the blood five years before symptoms begin, the researchers explained.

The challenge with forecasting disease progression is sample size. The population of individuals who have a specific autoimmune disease is relatively small. With less data available, it's harder to develop an accurate model and algorithm, Liu said.

To improve prediction accuracy, the research team developed a new method, dubbed Genetic Progression Score or GPS, to foretell the progression from preclinical to disease stages. GPS leverages the idea behind transfer learning -- a machine learning technique where a model is trained on one task or dataset and then fine-tuned for a different but related task or dataset, explained Bibo Jiang, assistant professor of public health sciences at the Penn State College of Medicine and lead author of the study. It allows researchers to glean better information from smaller data samples.




For example, in medical imaging, artificial intelligence models can be trained to tell whether a tumor is cancerous or non-cancerous. To create the training dataset, medical experts need to label images one-by-one, which can be time intensive and limited by the number of images available. Liu said, instead, transfer learning uses more numerous, easier-to-label images, such as cats and dogs and creates a much larger dataset. The task can also be outsourced. The model learns to differentiate between the animals, and then, it can be refined to distinguish between malignant and benign tumors.

"You don't need to train the model from scratch," Liu said. "The way that the model segments elements from an image to determine whether it's a cat or dog is transferable. With some adaptation, you can refine the model to separate an image of a tumor from an image of normal tissue."

GPS trains on data from large case-control genome-wide association studies (GWAS), a popular approach in human genetics research to identify genetic differences in people with a specific autoimmune disease from those without and to detect potential risk factors. It also incorporates data from electronic health record-based biobanks, which contain rich information about patients, including genetic variants, lab tests and clinical diagnoses. This data can help identify individuals in preclinical stages and characterize the stages of progression from preclinical to the disease stage. Data from both sources is then integrated to refine the GPS model, incorporating factors that are relevant to the actual development of disease.

"Integrating large case-control studies and biobanks borrowed strengths from the large sample sizes of case-control studies and improved prediction accuracy," Liu said, explaining that people with high GPS scores have a higher risk of progressing from preclinical to disease stages.

The team used real-world data from the Vanderbilt University biobank to predict the progression of rheumatoid arthritis and lupus and then validated the GPS risk scores with data from the All of Us biobank, a health data initiative of the National Institutes of Health. GPS better predicted disease progression than 20 other models that rely on biobank or case-control samples only and those combining biobank and case-control samples via other methods.

Accurate prediction of disease progression using GPS can enable early interventions, targeted monitoring and personalized treatment decisions, leading to improved patient outcomes, Liu said. It could also improve clinical trial design and recruitment by identifying individuals who are most likely to benefit from new therapies. While this study focused on autoimmune conditions, the researchers said that a similar framework could be used to study other disease types.




"When we talk about underrepresented populations, it's not just about race. It could also be a group of patients that are under-studied in the medical literature because they comprise only a small portion of typical data sets. AI and transfer learning can help us study these populations and help reduce health disparities," Liu said. "This work reflects the strength of Penn State's comprehensive research program in autoimmune disease."

Liu and Jiang -- along with study co-authors Laura Carrel, professor of biochemistry and molecular biology; Galen Foulke, associate professor of dermatology; Nancy Olsen, H. Thomas and Dorothy Willits Hallowell Chair in Rheumatology -- formed the autoimmune working group and have collaborated for nearly a decade. They lead innovative clinical trials, perform research studies to understand the biological mechanisms of autoimmune diseases and develop AI methods to tackle various problems related to autoimmune diseases.

Chen Wang, who earned a doctorate in bioinformatics and genomics from Penn State, and Havell Markus, joint degree student in the MD/PhD Medical Scientist Training Program, are co-first authors of the study. Other Penn State authors on the paper include: Avantika R. Diwadkar, graduate student; Chachrit Khunsriraksakul, who graduated from the MD/PhD Medical Scientist Training Program during the time of the study; and Xingyan Wang, who was a research assistant at Penn State College of Medicine during the time of the study.

Other contributors include Bingshan Li, professor of molecular physiology and biophysics, and Xue Zhong, research assistant professor in genetic medicine, from Vanderbilt University School of Medicine; and Xiaowei Zhan, associate professor of public health at the University of Texas Southwestern Medical Center.

Funding from the National Institutes of Health, including the National Institute of Allergy and Infectious Diseases Office of Data Science and Emerging Technologies, supported this research.
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        Rethinking population management in zoos
        Until now, contraception has been the method of choice for zoos to avoid surplus animals. Researchers are now calling for a paradigm shift: zoos could preserve their breeding populations, raise awareness of conservation challenges and improve animal welfare and their carbon footprint by allowing animals to reproduce naturally and culling surplus animals.

      

      
        Electrohydraulic wearable devices create unprecedented haptic sensations
        Scientists have invented compact wearable devices that deliver rich, expressive, and pleasant tactile sensations that go far beyond the buzzing vibrations of today's consumer devices.

      

      
        When the past meets the future: Innovative drone mapping unlocks secrets of Bronze Age 'mega fortress' in the Caucasus
        An academic has used drone mapping to investigate a 3000-year-old 'mega fortress' in the Caucasus mountains, revealing details that re-shape understanding of the site and contribute to a global reassessment of ancient settlement growth and urbanism.

      

      
        Evolutionary biology: Ants can hold a grudge
        Evolutionary biologists are investigating the extent to which ants learn from past experiences. After being attacked by ants from a particular nest, ants behave more aggressively towards others from that same nest.

      

      
        How deep sleep clears a mouse's mind, literally
        A good night's sleep does more than just help you feel rested--it might literally clear your mind. A new study shows how deep sleep may wash away waste buildup in the brain during waking hours, an essential process for maintaining brain health. The findings also offer insights into how sleep aids may disrupt the 'brainwashing' system, potentially affecting cognitive function in the long run.

      

      
        Human 'domainome' reveals root cause of heritable disease
        Unstable proteins are the main drivers of many different heritable diseases, according to a new study, including genetic disorders responsible for the formation of cataracts, and different types of rare neurological, developmental and muscle-wasting diseases. Unstable proteins are more likely to misfold and degrade, causing them to stop working or accumulate in harmful amounts inside cells.

      

      
        New AI predicts inner workings of cells
        In the same way that ChatGPT understands human language, a new AI model developed by computational biologists captures the language of cells to accurately predict their activities.

      

      
        Discovery of 'Punk' and 'Emo' fossils challenges our understanding of ancient molluscs
        Researchers have unearthed two fossils, named Punk and Emo, revealing that ancient molluscs were more complex and adaptable than previously known.

      

      
        Dinosaurs roamed the northern hemisphere millions of years earlier than previously thought, according to new analysis of the oldest North American fossils
        A newly described dinosaur whose fossils were recently uncovered is challenging the existing narrative, with evidence that the reptiles were present in the northern hemisphere millions of years earlier than previously known.

      

      
        Morning coffee may protect the heart better than all-day coffee drinking
        People who drink coffee in the morning have a lower risk of dying from cardiovascular disease and a lower overall mortality risk compared to all-day coffee drinkers, according to new research.

      

      
        Earth's air war: Explaining the delayed rise of plants, animals on land
        If you like the smell of spring roses, the sounds of summer birdsong, and the colors of fall foliage, you have the stabilization of the ozone layer to thank for it. Located in the stratosphere, where it shields the Earth from harmful ultraviolet radiation, the ozone layer plays a key role in preserving the planet's biodiversity. And now we may have a better idea of why that took so long -- more than 2 billion years -- to happen. According to a new study, Earth's early atmosphere hosted a 'battle ...

      

      
        Pluto-Charon formation scenario mimics Earth-Moon system
        A researcher has used advanced models that indicate that the formation of Pluto and Charon may parallel that of the Earth-Moon system. Both systems include a moon that is a large fraction of the size of the main body, unlike other moons in the solar system. The scenario also could support Pluto's active geology and possible subsurface ocean, despite its location at the frozen edge of the solar system.

      

      
        Exploring the eco-friendly future of antibiotic particles
        Goji berries are a ubiquitous superfood known for a multitude of health benefits, including their antibiotic properties. Researchers have now found an effective way to harvest silver nanoparticles from these berries. They created the nanoparticles by drying, grinding, and then filtering the goji berries to create an extract. Then, they added chemical silver nitrate (AgNO3) and reduced the solution. The silver nanoparticles were confirmed using visualization techniques and tested for their antimic...

      

      
        Drug-resistant hookworms put pets and people at risk
        Canine hookworms are becoming increasingly resistant to drugs across Australia, according to new research. Scientists have identified widespread resistance to benzimidazole-based dewormers which are commonly used to treat gastrointestinal parasites in dogs.

      

      
        AI slashes cost and time for chip design, but that is not all
        Researchers have harnessed artificial intelligence to take a key step toward slashing the time and cost of designing new wireless chips and discovering new functionalities to meet expanding demands for better wireless speed and performance.

      

      
        Microplastics widespread in seafood people eat
        The tiny particles that shed from clothing, packaging and other plastic products are winding up in the fish that people eat, highlighting a need for technologies and strategies to reduce microfiber pollution entering the environment.

      

      
        Beyond the 'Dragon Arc', a treasure trove of unseen stars
        Taking advantage of a cosmic 'double lens,' astronomers resolved more than 40 individual stars in a galaxy so far away its light dates back to when the universe was only half its present age.

      

      
        Lead pollution likely caused widespread IQ declines in ancient Rome, new study finds
        Lead exposure is responsible for a range of human health impacts, with even relatively low levels impacting the cognitive development of children. Scientists have previously used atmospheric pollution records preserved in Arctic ice cores to identify periods of lead pollution throughout the Roman Empire, and now new research expands on this finding to identify how this pollution may have affected the European population.

      

      
        Physicists explain a stellar stream's distinctive features
        Physicists have proposed a solution to a long-standing puzzle surrounding the GD-1 stellar stream, one of the most well-studied streams within the galactic halo of the Milky Way.

      

      
        Climate change is accelerating forest defoliation by helping invasive species spread
        Computer models predict that hotter, drier conditions in North America will limit the growth of a fungus that normally curbs the spread of the spongy moth, an invasive species that has caused millions of dollars in damage to forests.

      

      
        U.S. Corn Belt: Intensive farming and shallow groundwater affect precipitation patterns
        New research shows that the sweeping land use changes and irrigation of the U.S. Corn Belt, along with the influence of the area's shallow groundwater, have significantly altered precipitation patterns in that vital agricultural region.

      

      
        'Sandwich carers' experience decline in mental and physical health
        People who care for both their children and older family members -- also known as 'sandwich carers' -- suffer from deterioration in both their mental and physical health over time, finds a new study.

      

      
        Climate extremes in 2024 'wreaking havoc' on the global water cycle
        2024 was another year of record-breaking temperatures, driving the global water cycle to new climate extremes and contributing to ferocious floods and crippling droughts, a new report shows. The report found rising temperatures are changing the way water moves around the planet, 'wreaking havoc' on the water cycle.

      

      
        Floods linked to rise in US deaths from several major causes
        Over the last 20 years, large floods were associated with up to 24.9 percent higher death rates from major mortality causes in the U.S. compared to normal conditions. A new study demonstrates the sweeping and hidden effects of floods --including floods unrelated to hurricanes, such as those due to heavy rain, snowmelt, or ice jams.

      

      
        Citizen science reveals that Jupiter's colorful clouds are not made of ammonia ice
        Collaborative work by amateur and professional astronomers has helped to resolve a long-standing misunderstanding about the composition of Jupiter's clouds. Instead of being formed of ammonia ice -- the conventional view -- it now appears they are likely to be composed of ammonium hydrosulphide mixed with smog.

      

      
        Tuberculosis strains resistant to new drugs are transmitted between patients
        Tuberculosis (TB) is the world's biggest infectious disease killer with multidrug-resistant TB (MDR-TB) posing a particular threat to global health. A study shows that resistance to the new MDR-TB treatment regimen recently recommended by the World Health Organization is already spreading between patients.

      

      
        Tiny plants reveal big potential for boosting crop efficiency
        Scientists have long sought ways to help plants turn more carbon dioxide (CO2) into biomass, which could boost crop yields and even combat climate change. Recent research suggests that a group of unique, often overlooked plants called hornworts may hold the key.

      

      
        Non-opioid pain relievers beat opioids after dental surgery
        Researchers find an over-the-counter combo is more effective for wisdom tooth extraction pain.

      

      
        Hornwort genomes provide clues on how plants conquered the land
        Over 450 million years ago, plants began the epic transition from water to dry land. Among the first pioneers were the ancestors of humble hornworts, a group of small, unassuming plants that have persisted to this day. New research reveals insights into the genetic blueprints of hornworts, uncovering fascinating details about plant evolution and the early days of life on land.

      

      
        The carbon in our bodies probably left the galaxy and came back on cosmic 'conveyer belt'
        Scientists recently discovered that the giant 'conveyer belt' currents that push star-forged material out of our galaxy and pull it back in can also transport carbon atoms. That means that a good deal of the carbon here on Earth, including the carbon in our bodies, likely left the galaxy at some point!

      

      
        Loneliness linked to higher risk of heart disease and stroke and susceptibility to infection
        Interactions with friends and family may keep us healthy because they boost our immune system and reduce our risk of diseases such as heart disease, stroke and type 2 diabetes, new research suggests. Researchers drew this conclusion after studying proteins from blood samples taken from over 42,000 adults recruited to the UK Biobank.

      

      
        Some bacteria evolve like clockwork with the seasons
        Each year, most species of bacteria in a Wisconsin lake rapidly evolved, apparently in response to dramatically changing seasons, and then evolved back.

      

      
        Breakthrough for 'smart cell' design
        Bioengineers have developed a new construction kit for building custom sense-and-respond circuits in human cells. The research could revolutionize therapies for complex conditions like autoimmune disease and cancer.

      

      
        Researchers discover class of anti-malaria antibodies
        Antibodies that bind to a previously untargeted portion of the malaria parasite could lead to new monoclonal antibody treatments and vaccines for malaria.

      

      
        Oldest-known evolutionary 'arms race'
        A new study presents what is believed to be the oldest known example in the fossil record of an evolutionary arms race. These 517-million-year-old predator-prey interactions occurred in the ocean covering what is now South Australia between a small, shelled animal distantly related to brachiopods and an unknown marine animal capable of piercing its shell.

      

      
        Zebrafish protein unlocks dormant genes for heart repair
        Researchers have successfully repaired damaged mouse hearts using a protein from zebrafish. They discovered that the protein Hmga1 plays a key role in heart regeneration in zebrafish. In mice, this protein was able to restore the heart by activating dormant repair genes without causing side effects, such as heart enlargement. This study marks an important step toward regenerative therapies to prevent heart failure.

      

      
        How does a hula hoop master gravity? Mathematicians prove that shape matters
        Hula hooping is so commonplace that we may overlook some interesting questions it raises: 'What keeps a hula hoop up against gravity?' and 'Are some body types better for hula hooping than others?' A team of mathematicians explored and answered these questions with findings that also point to new ways to better harness energy and improve robotic positioners.

      

      
        Study finds physical activity reduces chronic disease risk
        A study underscores the value of physical activity. Researchers found patients who responded in a survey that they are physically active have a statistically significant lower risk of having 19 chronic conditions.

      

      
        Study reveals that sleep prevents unwanted memories from intruding
        The link between poor sleep and mental health problems could be related to deficits in brain regions that keep unwanted thoughts out of mind.

      

      
        Herpes virus might drive Alzheimer's pathology
        Viral infections may play a role in Alzheimer's disease.

      

      
        Increased wildfire activity may be a feature of past periods of abrupt climate change
        A new study investigating ancient methane trapped in Antarctic ice suggests that global increases in wildfire activity likely occurred during periods of abrupt climate change throughout the last Ice Age.

      

      
        New method turns e-waste to gold
        A research team has developed a method for extracting gold from electronics waste, then using the recovered precious metal as a catalyst for converting carbon dioxide (CO2), a greenhouse gas, to organic materials.

      

      
        Gene expression in the human brain: cell types become more specialized, not just more numerous
        Our brain is arguably the organ that most distinguishes humans from other primates. Its exceptional size, complexity and capabilities far exceed those of any other species on Earth. Yet humans share upwards of 95% of our genome with chimpanzees, our closest living relatives.

      

      
        Newborn brain circuit stabilizes gaze
        An ancient brain circuit, which enables the eyes to reflexively rotate up as the body tilts down, tunes itself early in life as an animal develops, a new study finds.

      

      
        Bats surf storm fronts during continental migration
        Birds are the undisputed champions of epic travel -- but they are not the only long-haul fliers. A handful of bats are known to travel thousands of kilometers in continental migrations across North America, Europe, and Africa. The behavior is rare and difficult to observe, which is why long-distance bat migration has remained an enigma. Now, scientists have studied 71 common noctule bats on their spring migration across the European continent, providing a leap in understanding this mysterious beh...

      

      
        Detecting disease with only a single molecule
        Scientists have developed a nanopore-based tool that could help diagnose illnesses much faster and with greater precision than current tests allow, by capturing signals from individual molecules.
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Rethinking population management in zoos | ScienceDaily
Unlike animals in the wild, animals in zoos are not limited by food shortages or predators, allowing individuals to live much longer than they would in the wild. This poses a challenge for zoos, as it puts pressure on their finite holding capacities.


						
As a result, many zoos restrict animal breeding for both logistical and financial reasons. Other zoos have risked a public backlash by culling surplus animals: Ten years ago, the culling of Marius, a healthy two-year-old giraffe, sparked an international debate about what zoos should do with their surplus animals, with many people upset at the idea of euthanizing healthy animals.

Aging zoo populations 

In a recent policy statement led by the University of Zurich, researchers argue that the widespread use of contraception is changing the age profile and welfare of zoo populations -- and not for the better. "Without births, adult animals are deprived of one of their most basic evolutionary drives," says Marcus Clauss, lead author of the report. "Over time, zoo populations are also aging, jeopardizing one of the core principles of zoos: maintaining self-sustaining populations."

Often, surplus animals cannot be moved elsewhere, because zoos are filled to capacity and reintroducing animals to the wild requires dedicated release programs and availability of suitable habitats. Rather than limiting the reproductive ability of zoo animals, the authors advocate for the planned and respectful culling of surplus animals. "This is a rational and responsible approach to zoo population management. What's more, such an approach can help zoos fulfill their educational mission in addition to their conservation mission," adds Clauss.

Educating the public about the natural life cycle 

"Each year, more than 700 million people visit zoos around the world," says co-author Andrew Abraham from Aarhus University. "Zoos have an incredible opportunity to shape the public's understanding of animal mortality and natural processes. But by moving death to the margins, zoos perpetuate unrealistic expectations about life in the wild."

However, zoos are also critical for conservation. "Already today, numerous animal species are threatened with extinction, and many more are likely to follow in the coming decades. It is essential that zoos maintain reproductively active populations, along with zoo staff experienced in caring for young animals. What we don't need is a collection of geriatric animals and veterinarians preoccupied with palliative care," Abraham adds.




In-house meat supply improves carbon footprint 

As births increase, surplus zoo animals will have to be culled -- a practice that can also make zoos more environmentally sustainable. Thus, one zoo in Germany is able to feed its carnivores with up to 30% of meat from animals within its own institution, reducing its carbon footprint and the need for commercially slaughtered animals.

While the culling of charismatic mammals often sparks controversy, evidence suggests that public opinion is more balanced than portrayed in the media. "Zoos have a responsibility to educate visitors about the realities of life and death in animal population management," says Clauss. "Transparent communication can help shift public perceptions and align attitudes with long-term, sustainable approaches."
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Electrohydraulic wearable devices create unprecedented haptic sensations | ScienceDaily
Human skin can feel a wide variety of sensations, such as a gentle squeeze, quick taps, or the thud-thud of a heartbeat. In contrast, phones, game controllers, and watches often output only vibrations to get the user's attention. Unfortunately, this sudden fast shaking feels different from most everyday touch interactions, and it can quickly become annoying. Researchers at MPI-IS in Stuttgart have developed cutaneous electrohydraulic (CUTE) wearable devices to greatly expand the haptic sensations that can be created by future consumer products.


						
CUTE wearable devices are electrically driven and can produce a remarkable range of tactile sensations, including pressing on the skin, slow and calming touch, and vibrations at a wide variety of frequencies, from low to high. This new approach to wearable haptic feedback thus offers unprecedented control over the tactile sensations that can be presented to users.

These CUTE wearable devices have been pioneered by an interdisciplinary team of MPI-IS researchers from the Haptic Intelligence Department, led by Katherine J. Kuchenbecker, and the Robotic Materials Department, led by Christoph Keplinger. The team designed novel hydraulically amplified self-healing electrostatic (HASEL) artificial muscles to create wearable devices with a unique ability to communicate with the user's sense of touch. When a voltage is applied, the soft actuator located at the center of the device expands proportionally to the voltage. This expansion allows the device to make and break contact with the skin, like a person reaching out to touch the user's wrist. Changing the voltage over time allows the haptic feedback to be freely customized to deliver multiple types of touch sensations according to the desired haptic experience. CUTE devices are compact, silent, safe, and energy efficient, and they stay cool throughout operation. These impressive capabilities are further demonstrated by the team in a video.

Future application avenues for CUTE devices include wearable assistive technologies for guidance, creating tactile sensations to enhance augmented or virtual reality, and complementing audio and visual feedback in loud or visually demanding scenarios.

The tactile sensations created by the device can communicate diverse sensations ranging from calming to exciting, such as stroking or tickling of the skin, the feeling of a heartbeat, and even an engine turning on and off. Remarkably, users perceive almost all of its tactile cues as pleasant: the only sensation they didn't find pleasant was a continuous high-frequency vibration like those produced by many of today's consumer devices. Furthermore, users can identify diverse cutaneous signals with near-perfect accuracy, highlighting another advantage of CUTE devices over commonly used electromagnetic actuators.

"Our CUTE devices demonstrate the feasibility of creating lightweight wearable systems that provide pleasant and expressive tactile communication. Future developments could see this technology applied to larger areas of the body, producing more complex sensations, and even studying human perception of haptic cues that were previously difficult to create," says Natalia Sanchez, a Ph.D. student at MPI-IS and first author of the publication.
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When the past meets the future: Innovative drone mapping unlocks secrets of Bronze Age 'mega fortress' in the Caucasus | ScienceDaily
A Cranfield University, UK, academic has used drone mapping to investigate a 3000-year-old 'mega fortress' in the Caucasus mountains. Dr Nathaniel Erb-Satullo, Senior Lecturer in Architectural Science at Cranfield Forensic Institute, has been researching the site since 2018 with Dimitri Jachvliani, his co-director from the Georgian National Museum, revealing details that re-shape our understanding of the site and contribute to a global reassessment of ancient settlement growth and urbanism.


						
Fortress settlements in the South Caucasus appeared between 1500-500 BCE, and represent an unprecedented development in the prehistory of the regions. Situated at the boundary between Europe, the Eurasian Steppe, and the Middle East, the Caucasus region has a long history as a cultural crossroads with distinctive local identities.

Research on the fortress -- named Dmanisis Gora -- began with test excavations on a fortified promontory between two deep gorges. A subsequent visit in Autumn, when the knee-high high summer grasses had died back, revealed that the site was much larger than originally thought. Scattered across a huge area outside the inner fortress were the remains of additional fortification walls and other stone structures. Because of its size, it was impossible to get a sense of the site as a whole from the ground.

"That was what sparked the idea of using a drone to assess the site from the air," commented Dr Erb-Satullo. "The drone took nearly 11,000 pictures which were knitted together using advanced software to produce high-resolution digital elevation models and orthophotos -- composite pictures that show every point as if you were looking straight down.

"These datasets enabled us to identify subtle topographic features and create accurate maps of all the fortification walls, graves, field systems, and other stone structures within the outer settlement. The results of this survey showed that the site was more than 40 times larger than originally thought, including a large outer settlement defended by a 1km long fortification wall."

The research team used a DJI Phantom 4 RTK drone which can provide relative positional accuracy of under 2cm as well as extremely high-resolution aerial imagery. In order to obtain a highly accurate map of human-made features, the team carefully checked each feature in the aerial imagery to confirm its identification.

To understand how the landscape of the site had evolved, the orthophotos were compared with 50-year-old photos taken by a Cold War-era spy satellite declassified in 2013. That gave researchers much needed insight into which features were recent, which were older. It also enabled researchers to assess what areas of the ancient settlement were damaged by modern agriculture. All of those data sets were merged in Geographic Information System (GIS) software, helping to identify patterns and changes in the landscape.

"The use of drones has allowed us to understand the significance of the site and document it in a way that simply wouldn't be possible on the ground" said Dr Erb-Satullo. "Dmanisis Gora isn't just a significant find for the Southern Caucasus region, but has a broader significance for the diversity in the structure of large scale settlements and their formation processes. We hypothesize that Dmanisis Gora expanded because of its interactions with mobile pastoral groups, and its large outer settlement may have expanded and contracted seasonally. With the site now extensively mapped, further study will start to provide insights into areas such as population density and intensity, livestock movements and agricultural practices, among others."

This data will give researchers new insights into Late Bronze Age and Early Iron Age societies, and how these communities functioned. Since the aerial survey was completed, Dr. Erb-Satullo has been carrying out further excavations at the site, uncovering tens of thousands of pottery shards, animal bones, and other artefacts that tell us more about the society that built this fortress.

This work has been funded by the Gerda Henkel Foundation, the Gerald Averay Wainwright Fund and the British Institute at Ankara.
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Evolutionary biology: Ants can hold a grudge | ScienceDaily
A team led by evolutionary biologist Volker Nehring is investigating the extent to which ants learn from past experiences.


						
Ants learn from experience. This has been demonstrated by a team of evolutionary biologists from the University of Freiburg, led by Dr Volker Nehring, research associate in the Evolutionary Biology and Animal Ecology group, and doctoral student Melanie Bey. The researchers repeatedly confronted ants with competitors from another nest. The test ants remembered the negative experiences they had during these encounters: when they encountered ants from a nest they had previously experienced as aggressive, they behaved more aggressively towards them than towards ants from nests unknown to them. Ants that encountered members of a nest from which they had previously only encountered passive ants were less aggressive. The biologists published their results in the journal Current Biology.

Ants are aggressive towards their neighbours

Ants use odours to distinguish between members of their own nest and those from other nests. Each nest has its own specific scent. Previous studies have already shown that ants behave aggressively towards their nearest neighbours in particular. They are especially likely to open their mandibles and bite, or spray acid and kill their competitors. They are less likely to carry out such aggressive manoeuvres against nests that are further away from their own. Until now, it was unclear why this is the case. Nehring's team has now discovered that ants remember the smell of attackers. This is why they are more aggressive when confronted with competitors from nests they are familiar with.

More aggressive behaviour towards competitors from familiar nests

The scientists conducted an experiment in two phases. In the first phase, ants gained various experiences: one group encountered ants from their own nest, the second group encountered aggressive ants from a rival nest A, and the third group encountered aggressive ants from rival nest B. A total of five encounters took place on consecutive days, with each encounter lasting one minute.

In the subsequent test phase, the researchers examined how the ants from the different groups behaved when they encountered competitors from nest A. The ants that had already been confronted with conspecifics from this nest in the first phase behaved significantly more aggressively than those from the other two groups.

To test the extent to which the higher aggression arises from the behaviour of ants from a particular nest, the scientists repeated the experiment in a slightly modified form. In the first phase, they now distinguished between encounters with aggressive and passive ants. They ensured that an ant behaved passively by cutting off its antennae. In phase two of the experiment, the ants that had previously only encountered passive competitors behaved significantly less aggressively.

"We often have the idea that insects function like pre-programmed robots," says Nehring. "Our study provides new evidence that, on the contrary, ants also learn from their experiences and can hold a grudge." Next, Nehring and his team will investigate whether and to what extent ants adapt their olfactory receptors to their experiences, thus reflecting what they have learned at this level as well.
    	Melanie Bey conducted her doctorate under Dr. Volker Nehring. Rebecca Endermann, Christina Raudies and Jonas Steinle are former bachelor's and master's students in the Evolutionary Biology and Animal Ecology working group.
    	The research was funded by the German Research Foundation (project number NE1969/6-1).
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How deep sleep clears a mouse's mind, literally | ScienceDaily
A good night's sleep does more than just help you feel rested -- it might literally clear your mind. A new study published January 8 in the Cell Press journal Cell shows how deep sleep may wash away waste buildup in the brain during waking hours, an essential process for maintaining brain health. The findings also offer insights into how sleep aids may disrupt the "brainwashing" system, potentially affecting cognitive function in the long run.


						
Scientists have known that the brain has a built-in waste removal system, called the glymphatic system, which circulates fluid in the brain and spinal cord to clear out waste. This process helps remove toxic proteins that form sticky plaques linked to neurological disorders. However, what drives this system has remained unclear, until now.

Danish scientists found that a molecule called norepinephrine plays a key role in the brain's cleaning in mice. During deep sleep, the brainstem releases tiny waves of norepinephrine about once every 50 seconds. Norepinephrine triggers blood vessels to contract, generating slow pulsations that create a rhythmic flow in the surrounding fluid to carry waste away.

"It's like turning on the dishwasher before you go to bed and waking up with a clean brain," says senior author Maiken Nedergaard of the University of Rochester and University of Copenhagen, Denmark. "We're essentially asking what drives this process and trying to define restorative sleep based on glymphatic clearance."

To find clues, Nedergaard and her team looked into what happens in mice when the brain sleeps. Specifically, they focused on the relationship between norepinephrine and blood flow during deep slumber. They found that norepinephrine waves correlate to variations in brain blood volume, suggesting norepinephrine triggers a rhythmic pulsation in the blood vessels.

The team then compared the changes in blood volume to brain fluid flow. They found that the brain fluid flow fluctuates in correspondence to blood volume changes, suggesting that the vessels act as pumps to propel the surrounding brain fluid to flush out waste.

"You can view norepinephrine as this conductor of an orchestra," says lead author Natalie Hauglund of the University of Copenhagen and the University of Oxford, UK. "There's a harmony in the constriction and dilation of the arteries, which then drives the cerebrospinal fluid through the brain to remove the waste products."

Hauglund then had another question -- is all sleep created equal? To find out, the researchers gave mice zolpidem, a common drug to aid sleep. They found that the norepinephrine waves during deep sleep was 50% lower in zolpidem-treated mice than in naturally sleeping mice. Although the zolpidem-treated mice fell asleep faster, fluid transport into the brain dropped more than 30%. The findings suggest that the sleeping aid may disrupt the norepinephrine-driven waste clearance during sleep.




"More and more people are using sleep medication, and it's really important to know if that's healthy sleep," says Hauglund. "If people aren't getting the full benefits of sleep, they should be aware of that so they can make informed decisions."

The team says that the findings likely apply to humans, who also have a glymphatic system, although this needs further testing. Researchers have observed similar norepinephrine waves, blood flow patterns, and brain fluid flux in humans. Their findings may offer insights into how poor sleep may contribute to neurological disorders like Alzheimer's disease.

"Now we know norepinephrine is driving the cleaning of the brain, we may figure out how to get people a long and restorative sleep," says Nedergaard.

This work was supported by the Lundbeck Foundation, the Novo Nordisk Foundation, the National Institutes of Health, the US Army Research Office, the Human Frontier Science Program, the Dr. Miriam and Sheldon G. Adelson Medical Research Foundation, the Simons Foundation, the Cure Alzheimer Fund, the Danmarks Frie Forskningsfond, and JPND/Good Vibes.
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Human 'domainome' reveals root cause of heritable disease | ScienceDaily
Most mutations which cause disease by swapping one amino acid out for another do so by making the protein less stable, according to a massive study of human protein variants published today in the journal Nature. Unstable proteins are more likely to misfold and degrade, causing them to stop working or accumulate in harmful amounts inside cells.


						
The work helps explain why minimal changes in the human genome, also known as missense mutations, cause disease at the molecular level. The researchers discovered that protein instability is one of the main drivers of heritable cataract formation, and also contributes to different types of neurological, developmental and muscle-wasting diseases.

Researchers at the Centre for Genomic Regulation (CRG) in Barcelona and BGI in Shenzhen studied 621 well-known disease-causing missense mutations. Three in five (61%) of these mutations caused a detectable decrease in protein stability.

The study looked at some disease-causing mutations more closely. For example, beta-gamma crystallins are a family of proteins essential for maintaining lens clarity in the human eye. They found that 72% (13 out of 18) of mutations linked to cataract formation destabilise crystallin proteins, making the proteins more likely to clump together and form opaque regions in the lens.

The study also directly linked protein instability to the development of reducing body myopathy, a rare condition which causes muscle weakness and wasting, as well as Ankyloblepharon-ectodermal defects-clefting (AEC) Syndrome, a condition characterised by the development of a cleft palate and other developmental symptoms.

However, some disease-causing mutations did not destabilise proteins and shed light on alternative molecular mechanisms at play.

Rett Syndrome is a neurological disorder which causes severe cognitive and physical impairments. It is caused by mutations in the MECP2 gene, which produces a protein responsible for regulating gene expression in the brain. The study found that many mutations in MECP2 do not destabilise the protein but are instead found in regions which affect how MECP2 binds to DNA to regulate other genes. This loss of function could be disrupting brain development and function.




"We reveal, at unprecedented scale, how mutations cause disease at the molecular level" says Dr. Antoni Beltran, first author of the study and researcher at the Centre for Genomic Regulation (CRG) in Barcelona. "By distinguishing whether a mutation destabilises a protein or alters its function without affecting stability, we can tailor more precise treatment strategies. This could mean the difference between developing drugs that stabilise a protein versus those that inhibit a harmful activity. It's a significant step toward personalised medicine."

The study also found that the way mutations cause disease often relates to whether the disease is recessive or dominant. Dominant genetic disorders occur when a single copy of a mutated gene is enough to cause the disease, even if the other copy is normal, while recessive conditions occur when an individual inherits two copies of a mutated gene, one from each parent.

Mutations causing recessive disorders were more likely to destabilise proteins, while mutations causing dominant disorders often affected other aspects of protein function, such as interactions with DNA or other proteins, rather than just stability.

For example, the study found that a recessive mutation in the CRX protein, which is important for eye function, destabilises the protein significantly, which could be causing heritable retinal dystrophies because the lack of a stable, functional protein impairs normal vision. However, two different types of dominant mutations meant the protein remained stable but functioned improperly anyway, causing retinal disease even though the protein's structure is intact.

The discoveries were possible thanks to the creation of Human Domainome 1, an enormous library of protein variants. The catalogue includes more than half a million mutations across 522 human protein domains, the bits of a protein which determine its function. It is the largest catalogue of human protein domain variants to date.

Protein domains are specific regions which can fold into a stable structure and perform a job independently of the rest of the protein. Human Domainome 1 was created by systematically changing each amino acid in these domains to every other possible amino acid, creating a catalogue of all possible mutations.




The impact of these mutations on protein stability was discovered by introducing mutated protein domains into yeast cells. The transformed yeast could only produce one type of mutated protein domain, and cultures were grown in test tubes under conditions which linked the stability of the protein to the growth of the yeast. If a mutated protein was stable, the yeast cell would grow well. If the protein was unstable, the yeast cell's growth would be poor.

Using a special technique, the researchers ensured only the yeast cells producing stable proteins could survive and multiply. By comparing the frequency of each mutation before and after the yeast growth, they determined which mutations led to stable proteins and which caused instability.

Though Human Domainome 1 is around 4.5 times bigger than previous libraries of protein variants, it still only covers 2.5% of known human proteins. As researchers increase the size of the catalogue, the exact contribution of disease-causing mutations to protein instability will become increasingly clear.

In the meantime, researchers can use the information from the 522 protein domains to extrapolate to proteins that are similar. This is because mutations often have similar effects on proteins that are structurally or functionally related. By analysing a diverse set of protein domains, the researchers discovered patterns in how mutations affect protein stability that are consistent across related proteins.

"Essentially, this means that data from one protein domain can help predict how mutations will impact other proteins within the same family or with similar structures. The 'rules' from these 522 domains are enough to help us make educated predictions about many more proteins than there are in the catalogue," explains ICREA Research Professor Ben Lehner, corresponding author of the study with dual affiliation at the Centre for Genomic Regulation and the Wellcome Sanger Institute.

The study has limitations. The researchers examined protein domains in isolation rather than within full-length proteins. In living organisms, proteins interact with other parts of the protein and with other molecules in the cell. The study might not fully capture how mutations affect proteins in their natural habitat inside human cells. The researchers plan on overcoming this by studying mutations in longer protein domains, and eventually, full-length proteins.

"Ultimately, we want to map the effects of every possible mutation on every human protein. It's an ambitious endeavour, and one that can transform precision medicine," concludes Dr. Lehner.
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New AI predicts inner workings of cells | ScienceDaily
In the same way that ChatGPT understands human language, a new AI model developed by Columbia computational biologists captures the language of cells to accurately predict their activities.


						
Using a new artificial intelligence method, researchers at Columbia University Vagelos College of Physicians and Surgeons can accurately predict the activity of genes within any human cell, essentially revealing the cell's inner mechanisms. The system, described in the current issue of Nature, could transform the way scientists work to understand everything from cancer to genetic diseases.

"Predictive generalizable computational models allow to uncover biological processes in a fast and accurate way. These methods can effectively conduct large-scale computational experiments, boosting and guiding traditional experimental approaches," says Raul Rabadan, professor of systems biology and senior author of the new paper.

Traditional research methods in biology are good at revealing how cells perform their jobs or react to disturbances. But they cannot make predictions about how cells work or how cells will react to change, like a cancer-causing mutation.

"Having the ability to accurately predict a cell's activities would transform our understanding of fundamental biological processes," Rabadan says. "It would turn biology from a science that describes seemingly random processes into one that can predict the underlying systems that govern cell behavior."

In recent years, the accumulation of massive amounts of data from cells and more powerful AI models are starting to transform biology into a more predictive science. The 2024 Nobel Prize in Chemistry was awarded to researchers for their groundbreaking work in using AI to predict protein structures. But the use of AI methods to predict the activities of genes and proteins inside cells has proven more difficult.

New AI method predicts gene expression in any cell

In the new study, Rabadan and his colleagues tried to use AI to predict which genes are active within specific cells. Such information about gene expression can tell researchers the identity of the cell and how the cell performs its functions.




"Previous models have been trained on data in particular cell types, usually cancer cell lines or something else that has little resemblance to normal cells," Rabadan says. Xi Fu, a graduate student in Rabadan's lab, decided to take a different approach, training a machine learning model on gene expression data from millions of cells obtained from normal human tissues. The inputs consisted of genome sequences and data showing which parts of the genome are accessible and expressed.

The overall approach resembles the way ChatGPT and other popular "foundation" models work. These systems use a set of training data to identify underlying rules, the grammar of language, and then apply those inferred rules to new situations. "Here it's exactly the same thing: we learn the grammar in many different cellular states, and then we go into a particular condition -- it can be a diseased or it can be a normal cell type -- and we can try to see how well we predict patterns from this information," says Rabadan.

Fu and Rabadan soon enlisted a team of collaborators, including co-first authors Alejandro Buendia, now a Stanford PhD student formerly in the Rabadan lab, and Shentong Mo of Carnegie Mellon, to train and test the new model.

After training on data from more than 1.3 million human cells, the system became accurate enough to predict gene expression in cell types it had never seen, yielding results that agreed closely with experimental data.

New AI methods reveal drivers of a pediatric cancer

Next, the investigators showed the power of their AI system when they asked it to uncover still hidden biology of diseased cells, in this case, an inherited form of pediatric leukemia.




"These kids inherit a gene that is mutated, and it was unclear exactly what it is these mutations are doing," says Rabadan, who also co-directs the cancer genomics and epigenomics research program at Columbia's Herbert Irving Comprehensive Cancer Center.

With AI, the researchers predicted that the mutations disrupt the interaction between two different transcription factors that determine the fate of leukemic cells. Laboratory experiments confirmed AI's prediction. Understanding the effect of these mutations uncovers specific mechanisms that drive this disease.

AI could reveal "dark matter" in genome 

The new computational methods should also allow researchers to start exploring the role of genome's "dark matter" -- a term borrowed from cosmology that refers to the vast majority of the genome, which does not encode known genes -- in cancer and other diseases.

"The vast majority of mutations found in cancer patients are in so-called dark regions of the genome. These mutations do not affect the function of a protein and have remained mostly unexplored. says Rabadan. "The idea is that using these models, we can look at mutations and illuminate that part of the genome."

Already, Rabadan is working with researchers at Columbia and other universities, exploring different cancers, from brain to blood cancers, learning the grammar of regulation in normal cells, and how cells change in the process of cancer development.

The work also opens new avenues for understanding many diseases beyond cancer and potentially identifying targets for new treatments. By presenting novel mutations to the computer model, researchers can now gain deep insights and predictions about exactly how those mutations affect a cell.

Coming on the heels of other recent advances in artificial intelligence for biology, Rabadan sees the work as part of a major trend: "It's really a new era in biology that is extremely exciting; transforming biology into a predictive science."
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Discovery of 'Punk' and 'Emo' fossils challenges our understanding of ancient molluscs | ScienceDaily
Researchers have unearthed two fossils, named Punk and Emo, revealing that ancient molluscs were more complex and adaptable than previously known.


						
Molluscs are one of life's most diverse animal groups and analysis of the rare 430 million year old fossils is challenging long-held views on their early origins.

The fossils dating from the Silurian period were retrieved from Herefordshire and shed light on the molluscs' complex evolutionary history and how they moved.

The discovery challenges the longstanding view that early molluscs from the group known as Aculifera -- which include chitons and worm-like molluscs -- were basic and primitive.

Instead, the 'rebellious' fossils -- whose scientific names are Punk ferox and Emo vorticaudum -- show that early molluscs possessed some unique features and were, in fact, quite complex and adaptable in their forms and habitats.

Researchers drew these conclusions by recreating the fossils in 3D using advanced imaging techniques, including X-ray scanning. They found that Emo and Punk displayed a wider variety of forms and movement strategies than researchers knew existed in this group of early molluscs.

Fossils were exceptionally preserved

The study, published in Nature, was led by Dr Mark Sutton, from the Department of Earth Science and Engineering at Imperial College London, working with collaborators at the University of Leicester, the University of Oxford, the Senckenberg Research Institute and Natural History Museum Frankfurt, and Yale University. Dr Sutton said:




"Molluscs are one of the largest and most diverse animal groups on Earth. However, early Aculiferan molluscs are much less well-known than some of their relatives. We have limited information about this group, and for a very long time, we assumed they were rather basic, simple and primitive.

"Retrieving fossils that are so exceptionally well preserved and reveal details of the soft tissues is extremely rare. We have been able to create 'virtual fossils' -- 3D digital models -- providing us with a gold mine of information and helping us understand that the branch of molluscan evolution containing Emo and Punk was much more evolutionarily rich and diverse than we thought; as much as other mollusc groups."

Unique features and unusual ways of moving

The team used two different methods to get a clear picture of the fossils both inside and out. First, they used X-ray scanning to get a detailed look at the internal structures without causing any external damage. They then carefully ground the fossils down in very thin layers, taking photos at each step to create a 3D image of the external features.

Researchers found both fossils had smooth undersides, suggesting that they lived on the sea floor, and they both possessed some unique features and unconventional movement strategies.

The Emo fossil is preserved in a folded posture, suggesting that it moved like an inchworm, using its spines to grip and push forward. Meanwhile, how Punk was able to move remains unclear to researchers, but they found it had a ridge-like foot, unlike any existing mollusc today.




"The names Punk and Emo were actually our initial pet names for these ancient molluscs, inspired by some of their unique features and individuality. Punk in particular, with its spiky appearance, clearly resembles a rebellious punk rocker -- and we thought Emo complemented it well," said Dr Sutton.

While Punk resembles worm-like molluscs with long spines, it also has a broad foot and gills like chitons. Emo, similarly worm-like with a long body and spines, also features shells and a compressed body similar to chitons.

This mix of features helps researchers better understand the mollusc evolutionary tree -- pointing to a story that involves more complexity and diversity than previously thought.
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Dinosaurs roamed the northern hemisphere millions of years earlier than previously thought, according to new analysis of the oldest North American fossils | ScienceDaily
How and when did dinosaurs first emerge and spread across the planet more than 200 million years ago? That question has for decades been a source of debate among paleontologists faced with fragmented fossil records. The mainstream view has held that the reptiles emerged on the southern portion of the ancient supercontinent Pangea called Gondwana millions of years before spreading to the northern half named Laurasia.


						
But now, a newly described dinosaur whose fossils were uncovered by University of Wisconsin-Madison paleontologists is challenging that narrative, with evidence that the reptiles were present in the northern hemisphere millions of years earlier than previously known.

The UW-Madison team has been analyzing the fossil remains since they were first discovered in 2013 in present-day Wyoming, an area that was near the equator on Laurasia. The creature, named Ahvaytum bahndooiveche, is now the oldest known Laurasian dinosaur, and with fossils estimated to be around 230 million years old, it's comparable in age to the earliest known Gondwanan dinosaurs.

UW-Madison scientists and their research partners detail their discovery Jan. 8, 2025, in the Zoological Journal of the Linnean Society.

"We have, with these fossils, the oldest equatorial dinosaur in the world -- it's also North America's oldest dinosaur," says Dave Lovelace, a research scientist at the University of Wisconsin Geology Museum who co-led the work with graduate student Aaron Kufner.

Discovered in a layer of rock known as the Popo Agie Formation, it took years of careful work by Lovelace and his colleagues to analyze the fossils, establish them as a new dinosaur species and determine their estimated age.

While the team doesn't have a complete specimen -- that's an exceedingly rare occurrence for early dinosaurs -- they did find enough fossils, particularly parts of the species' legs, to positively identify Ahvaytum bahndooiveche as a dinosaur, and likely as a very early sauropod relative. Sauropods were a group of herbivorous dinosaurs that included some famously gigantic species like those in the aptly named group of titanosaurs. The distantly related Ahvaytum bahndooiveche lived millions of years earlier and was smaller -- much smaller.




"It was basically the size of a chicken but with a really long tail," says Lovelace. "We think of dinosaurs as these giant behemoths, but they didn't start out that way."

Indeed, the type specimen of Ahvaytum bahndooiveche, which was full-grown but could have been slightly bigger at its maximum age, stood a little over one foot tall and was around three feet long from head to tail. Although scientists haven't found its skull material, which could help illuminate what it ate, other closely related early sauropod-line dinosaurs were eating meat and would likely have been omnivorous.

The researchers found the few known bones of Ahvaytum in a layer of rock just a little bit above those of a newly described amphibian that they also discovered. The evidence suggests that Ahvaytum bahndooiveche lived in Laurasia during or soon after a period of immense climatic change known as the Carnian pluvial episode that has previously been connected to an early period of diversification of dinosaur species.

The climate during that period, lasting from about 234 to 232 million years ago, was much wetter than it had been previously, transforming large, hot stretches of desert into more hospitable habitats for early dinosaurs.

Lovelace and his colleagues performed high-precision radioisotopic dating of rocks in the formation that held Ahvaytum's fossils, which revealed that the dinosaur was present in the northern hemisphere around 230 million years ago. The researchers also found an early dinosaur-like track in slightly older rocks, demonstrating that dinosaurs or their cousins were already in the region a few million years prior to Ahvaytum.

"We're kind of filling in some of this story, and we're showing that the ideas that we've held for so long -- ideas that were supported by the fragmented evidence that we had -- weren't quite right," Lovelace says. "We now have this piece of evidence that shows dinosaurs were here in the northern hemisphere much earlier than we thought."

While the scientific team is confident they've discovered North America's oldest dinosaur, it's also the first dinosaur species to be named in the language of the Eastern Shoshone Tribe, whose ancestral lands include the site where the fossils were found. Eastern Shoshone tribal elders and middle school students were integral to the naming process. Ahvaytum bahndooiveche broadly translates to "long ago dinosaur" in the Shoshone language.




Several tribal members also partnered with Lovelace and his UW-Madison colleagues as the researchers sought to evolve their field practices and better respect the land by incorporating the knowledge and perspectives of the Indigenous peoples into their work.

"The continuous relationship developed between Dr. Lovelace, his team, our school district, and our community is one of the most important outcomes of the discovery and naming of Ahvaytum bahndooiveche," says Amanda LeClair-Diaz, a co-author on the paper and a member of the Eastern Shoshone and Northern Arapaho Tribes. LeClair-Diaz is the Indian education coordinator at Fort Washakie school and coordinated the naming process with students and tribal elders -- a process that started under her predecessor, Lynette St. Clair.

"Typically, the research process in communities, especially Indigenous communities, has been one sided, with the researchers fully benefiting from studies," says LeClair-Diaz. "The work we have done with Dr. Lovelace breaks this cycle and creates an opportunity for reciprocity in the research process."
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Morning coffee may protect the heart better than all-day coffee drinking | ScienceDaily
People who drink coffee in the morning have a lower risk of dying from cardiovascular disease and a lower overall mortality risk compared to all-day coffee drinkers, according to research published in the European Heart Journal today (Wednesday).


						
The research was led by Dr Lu Qi, HCA Regents Distinguished Chair and Professor at the Celia Scott Weatherhead School of Public Health and Tropical Medicine at Tulane University, New Orleans, USA. He said: "Research so far suggests that drinking coffee doesn't raise the risk of cardiovascular disease, and it seems to lower the risk of some chronic diseases, such as type 2 diabetes. Given the effects that caffeine has on our bodies, we wanted to see if the time of day when you drink coffee has any impact on heart health."

The study included 40,725 adults taking part in the US National Health and Nutrition Examination Survey (NHANES) between 1999 and 2018. As part of this study, participants were asked about all the food and drink they consumed on at least one day, including whether they drank coffee, how much and when. It also included a sub-group of 1,463 people who were asked to complete a detailed food and drink diary for a full week.

Researchers were able to link this information with records of deaths and cause of death over a period of nine to ten years.

Around 36% of people in the study were morning coffee drinkers (they primarily drank coffee before midday), 16% of people drank coffee throughout the day (morning, afternoon and evening) and 48% were not coffee drinkers.

Compared with people who did not drink coffee, morning coffee drinkers were 16% less likely to die of any cause and 31% less likely to die of cardiovascular disease. However, there was no reduction in risk for all-day coffee drinkers compared to non-coffee drinkers.

Morning coffee drinkers benefited from the lower risks whether they were moderate drinkers (two to three cups) or heavy drinkers (more than three cups). Light morning drinkers (one cup or less) benefited from a smaller decrease in risk.




Dr Qi said: "This is the first study testing coffee drinking timing patterns and health outcomes. Our findings indicate that it's not just whether you drink coffee or how much you drink, but the time of day when you drink coffee that's important. We don't typically give advice about timing in our dietary guidance, but perhaps we should be thinking about this in the future.

"This study doesn't tell us why drinking coffee in the morning reduces the risk of death from cardiovascular disease. A possible explanation is that consuming coffee in the afternoon or evening may disrupt circadian rhythms and levels of hormones such as melatonin. This, in turn, leads to changes in cardiovascular risk factors such as inflammation and blood pressure.

"Further studies are needed to validate our findings in other populations, and we need clinical trials to test the potential impact of changing the time of day when people drink coffee."

In an accompanying editorial Professor Thomas F. Luscher from Royal Brompton and Harefield Hospitals, London, UK said: "In their study published in this issue of the European Heart Journal, Wang et al analysed the time of the day when coffee is consumed in 40 725 adults from the NHANES and of 1463 adults from the Women's and Men's Lifestyle Validation Study.

"During a median follow-up of almost a decade, and after adjustment for caffeinated and decaffeinated coffee intake, the amounts of cups per day, sleep hours, and other confounders, the morning-type, rather than the all-day-type pattern, was significantly associated with lower risks of all-cause mortality with a hazard ratio of 0.84 and of cardiovascular mortality of even 0.69 as compared with non-coffee drinkers.

"Why would time of the day matter? In the morning hours there is commonly a marked increase in sympathetic activity as we wake up and get out of bed, an effect that fades away during the day and reaches its lowest level during sleep. Thus, it is possible, as the authors point out, that coffee drinking in the afternoon or evening disrupts the circadian rhythm of sympathetic activity. Indeed, many all-day drinkers suffer from sleep disturbances. In this context, it is of interest that coffee seems to suppress melatonin, an important sleep-inducing mediator in the brain.

"Overall, we must accept the now substantial evidence that coffee drinking, particularly in the morning hours, is likely to be healthy. Thus, drink your coffee, but do so in the morning!"
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Earth's air war: Explaining the delayed rise of plants, animals on land | ScienceDaily
If you like the smell of spring roses, the sounds of summer birdsong, and the colors of fall foliage, you have the stabilization of the ozone layer to thank for it. Located in the stratosphere, where it shields the Earth from harmful ultraviolet radiation, the ozone layer plays a key role in preserving the planet's biodiversity.


						
And now we may have a better idea of why that took so long -- more than 2 billion years -- to happen.

According to a new, Yale-led study, Earth's early atmosphere hosted a battle royale between iodine and oxygen -- effectively delaying the creation of a stable ozone layer that would shield complex life from much of the sun's ultraviolet radiation (UVR).

The new theory, described in a study in the journal Proceedings of the National Academies of Science, may solve a mystery that has puzzled scientists for hundreds of years.

"The origin and diversification of complex life on Earth remains one of the most profound and enduring questions in natural science," said Jingjun Liu, a doctoral student in Earth and planetary sciences at Yale and first and corresponding author of the new study.

Indeed, scientists have long wondered why land plants did not emerge on Earth until 450 million years ago, even though their progenitors, cyanobacteria, had been in existence for 2.7 billion years. Likewise, there are no fossils for complex land animals or plants before the Cambrian era (541 to 485 million years ago) despite the evidence of much older microfossils.

"The only existing explanation states that this delay is an intrinsic characteristic of evolution -- that an enormous amount of time is required," said Noah Planavsky, a professor of Earth and planetary sciences, faculty member of the Yale Center for Natural Carbon Capture, and senior author of the new study. "Yet that notion fails to explain how and why complex life originated and diversified."

The new study suggests that something beyond the need for time was responsible: the delayed stabilization of Earth's ozone layer, caused by elevated marine iodine concentrations that prevented a protective UVR shield from forming in the atmosphere.




Ozone production depends on atmospheric oxygen and background UVR. It has been widely accepted by scientists that once Earth established a substantial concentration of atmospheric oxygen, the planet formed an ozone layer that allowed for biological evolution to proceed unimpeded.

"We challenge this paradigm by considering how Earth's evolving iodine cycle may have influenced ozone abundance and stability," Liu said.

For the study, a Yale-led research team analyzed multiple lines of independent geological evidence and developed an ocean-atmosphere model to reconstruct the iodine-ozone dynamics for the early Earth. The researchers found that elevated marine iodide content (formed when iodine combines with another element to form a salt) prevailed through most of Earth's history, which would have led to significant inorganic iodine emissions into the atmosphere after the rise of oxygen -- with the potential for disrupting ozone.

The mechanism of ozone destruction by iodine is similar to the process by which chlorofluorocarbons (CFCs) created the "ozone hole" over Antarctica. When CFCs undergo photolysis, they release reactive chlorine, which catalytically destroys ozone in the stratosphere, leading to as much as a 50% depletion over continental Antarctica at the peak of the problem.

"Iodine-driven catalytic cycles for ozone destruction follow a similar process and are kinetically much faster than those involving reactive chlorine," Planavsky said. "Our photochemical calculations indicate that even a moderate increase in marine inorganic iodine emission could result in a whole atmosphere ozone depletion by tens or even hundreds of times relative to modern levels."

Liu noted that at a global scale, unstable and low ozone levels likely persisted from 2.4 billion years ago until roughly half a billion years ago. "During this interval, even under high levels of oxygen production, atmospheric ozone could have been very low and was likely unstable, leading to periodic or persistent high fluxes of solar UVR at Earth's surface," Liu said.

Dalton Hardisty of Michigan State University, James Kasting of Pennsylvania State University, and Mojtaba Fakhraee of Yale are co-authors of the study.
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Pluto-Charon formation scenario mimics Earth-Moon system | ScienceDaily
A NASA postdoctoral researcher at Southwest Research Institute has used advanced models that indicate that the formation of Pluto and Charon may parallel that of the Earth-Moon system. Both systems include a moon that is a large fraction of the size of the main body, unlike other moons in the solar system. The scenario also could support Pluto's active geology and possible subsurface ocean, despite its location at the frozen edge of the solar system.


						
"We think the Earth-Moon system initiated when a Mars-sized object hit the Earth and led to the formation of our large Moon sometime later," said Dr. Adeene Denton, who led the research, published in Nature Geoscience. "In comparison, Mars has two tiny moons that look like potatoes, while the moons of the giant planets make up a small fraction of their total systems."

In 2005, SwRI Vice President Dr. Robin Canup performed simulations that first demonstrated that the Pluto-Charon pair could have originated with a giant collision. However, those simplified early models treated the colliding material as a strengthless fluid. In the last five years, advancements in impact formation models have included material strength properties. Integrating this information into the simulation results in Pluto behaving like it has a rocky core covered in ice, which changes the outcome significantly.

"In previous models, when proto-Charon hit proto-Pluto, you have a massive shearing effect of fluids that looks like two blobs in a lava lamp that bend and swirl around each other," she said. "Adding in structural properties allows friction to distribute the impact momentum, leading to a 'kiss-and-capture' regime."

When Pluto and Charon collide, they stick together in the shape of a snowman. They rotate as one body until Pluto pushes Charon out into a stable orbit.

"Most cosmic collisions are what we call a hit-and-run, when an impactor hits a planet and keeps going," Denton continued. "Or an impactor hits a planet, and they merge, which is called a graze and merge. For the Pluto-Charon system, we have a new paradigm where the two bodies hit and then stick together but do not merge because they are behaving like rock and ice."

Pluto and Charon likely exchanged some material between each other but didn't lose a lot of material to the solar system. Pluto is bigger and started and ended up with much more rock than ice, while Charon is smaller and about 50% rock and 50% ice. The bodies maintain their structural integrity and eventually separate, likely preserving the ancient structures of both bodies, which initially formed in the Kuiper Belt. The interior structures could be quite ancient.

"And this collision scenario supports the formation of other moons, such as Pluto's four other tiny, lumpy satellites," she said.

This new model tells us how the impact may have happened but not when, which is significant, particularly because Pluto is thought to be geologically active and may have a liquid ocean beneath its icy surface.

"Even if Pluto starts out really cold, which makes more sense from a solar system evolution perspective, the giant impact and the subsequent tidal forces following the separation could result in an ocean down the line," said Denton. "And that has pretty big implications for the Kuiper Belt as a whole, because eight of the 10 largest Kuiper Belt objects are similar to Pluto and Charon.
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Exploring the eco-friendly future of antibiotic particles | ScienceDaily
As the search for sustainability permeates all fields, researchers are turning to a unique organic source for creating antibacterial silver nanoparticles (Ag-NPs) -- the humble goji berry.


						
Goji berries are a ubiquitous superfood known for a multitude of health benefits, including their antibiotic properties. In research published in AIP Advances, by AIP Publishing, researcher Kamran Alam from Sapienza University of Rome along with others from NED University of Engineering and Technology and King Saud University found an effective way to harvest silver nanoparticles from these berries.

"Silver nanoparticles are responsible for disrupting the cell membrane structure, which can generate reactive oxygen species used for inhibiting bacterial growth," explained Alam.

Silver nanoparticles can be generated using a number of chemical techniques, but green solutions that use biological sources like fruit or leaf extracts are preferred because they save on energy and are nontoxic, nonhazardous, and biologically compatible with humans.

In this interdisciplinary undertaking, Alam and researchers demonstrated a technique for the synthesis of silver nanoparticles using store-bought goji berries.

"Goji berries are easily and locally available in the botanic garden and are rich in bioactive compounds that have natural reducing and stabilizing agents, eliminating the need for additional capping agents during processing," Alam said.

Alam and the team created silver nanoparticles by drying, grinding, and then filtering the goji berries to create an extract. Then, they added chemical silver nitrate (AgNO3) and reduced the solution.

Using visualization techniques such as X-ray diffraction, Ultraviolet-Visible (UV-Vis) Spectroscopy, and Fourier Transform Infrared (FT-IR) Spectroscopy, the team confirmed the presence of silver nanoparticles. The nanoparticles were also viewed under a microscope and tested for their antimicrobial activity against Staphylococcus aureus, a gram-positive bacterium that causes staph infections among other diseases.

In the future, Alam plans to study the cellular toxicity and biocompatibility of the nanoparticles synthesized from these berries, which could positively contribute to biomedical research.

"This is a simple and straightforward synthesis method which does not need additional chemicals or complex equipment and can be scaled up for industrial applications," he said.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250107114252.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Drug-resistant hookworms put pets and people at risk | ScienceDaily
Canine hookworms are becoming increasingly resistant to drugs across Australia, according to new research.


						
Scientists at The University of Queensland and The University of Sydney have identified widespread resistance to benzimidazole-based dewormers which are commonly used to treat gastrointestinal parasites in dogs.

Dr Swaid Abdullah from UQ's School of Veterinary Science said almost 70 per cent of the hookworm samples studied showed genetic mutations that can cause drug resistance.

"This is a big problem, as hookworm infections can be dangerous for both humans and animals," Dr Abdullah said.

"In dogs, hookworm infections primarily affect the small intestine leading to anaemia, diarrhea, and malnutrition.

"But worse still, the parasites can spread to humans through the skin.

"In people, hookworms from dogs can cause cutaneous larva migrans (CLM) disease -- or 'creeping eruption' -- which is a winding, snake-like rash with blisters and itching."

Dr Abdullah said the best weapons against canine hookworms have been benzimidazole-based dewormers, but they are starting to fail.




"This level of resistance is an urgent issue for pet and public health," he said.

The study team used advanced parasitological diagnostics to examine samples from more than 100 animals in Australia and New Zealand.

The results showed resistance was spreading through hookworm species including the northern hookworm, which had previously been thought to be unaffected.

Professor Jan Slapeta from The University of Sydney said routine reliance on deworming drugs is likely fuelling the development of resistance

"Responsible parasite management by veterinarians is going to be vital moving forward," Professor Slapeta said.

"We're calling for a shift toward targeted, risk-based treatment to curb the spread of resistant hookworm.




"Responsible doctors don't give blanket antibiotics to any and all of their patients, and deworming should be approached in the same way if we're to limit drug resistance.

"As resistance spreads, we need ongoing monitoring and the development of new control strategies to protect animal and human health.

"This study is a wake-up call for both pet owners and veterinarians alike -- the era of effortless parasite control may be coming to an end."
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AI slashes cost and time for chip design, but that is not all | ScienceDaily
Specialized microchips that manage signals at the cutting edge of wireless technology are astounding works of miniaturization and engineering. They're also difficult and expensive to design.


						
Now, researchers at Princeton Engineering and the Indian Institute of Technology have harnessed artificial intelligence to take a key step toward slashing the time and cost of designing new wireless chips and discovering new functionalities to meet expanding demands for better wireless speed and performance. In an article published Dec. 30 in Nature Communications, the researchers describe their methodology, in which an AI creates complicated electromagnetic structures and associated circuits in microchips based on the design parameters. What used to take weeks of highly skilled work can now be accomplished in hours.

What is more, the AI behind the new system has produced strange new designs featuring unusual patterns of circuitry. Kaushik Sengupta, the lead researcher, said the designs were unintuitive and unlikely to be developed by a human mind. But they frequently offer marked improvements over even the best standard chips.

"We are coming up with structures that are complex and looks random shaped and when connected with circuits, they create previously unachievable performance. Humans cannot really understand them, but they can work better," said Sengupta, a professor of electrical and computer engineering and co-director of NextG, Princeton's industry partnership program to develop next-generation communications.

These circuits can be engineered towards more energy efficient operation or to make them operable across an enormous frequency range that is not currently possible. Furthermore, the method synthesizes inherently complex structures in minutes, while conventional algorithms may take weeks. In some cases, the new methodology can create structures that are impossible to synthesize with current techniques.

Uday Khankhoje, a co-author and associate professor of electrical engineering at IIT Madras, said the new technique not only delivers efficiency but promises to unlock new approaches to design challenges that have been beyond the capability of engineers.

"This work presents a compelling vision of the future," he said. "AI powers not just the acceleration of time-consuming electromagnetic simulations, but also enables exploration into a hitherto unexplored design space and delivers stunning high-performance devices that run counter to the usual rules of thumb and human intuition."

Wireless chips are a combination of standard electronic circuits like those in computer chips and electromagnetic structures including antennas, resonators, signal splitters, combiners and others. These combinations of elements are put together in every circuit block, carefully handcrafted and co-designed to operate optimally. This method is then scaled to other circuits, sub-systems and systems, making the design process extremely complex and time consuming, particularly for modern, high-performance chips behind applications like wireless communication, autonomous driving, radar and gesture recognition.




"Classical designs, carefully, put these circuits and electromagnetic elements together, piece by piece, so that the signal flows in the way we want it to flow in the chip. By changing those structures, we incorporate new properties," Sengupta said. "Before, we had a finite way of doing this, but now the options are much larger."

It can be hard to comprehend the vastness of a wireless chip's design space. The circuitry in an advanced chip is so small, and the geometry so detailed, that the number of possible configurations for a chip exceeds the number of atoms in the universe, Sengupta said. There is no way for a person to understand that level of complexity, so human designers don't try. They build chips from the bottom up, adding components as needed and adjusting the design as they build.

The AI approaches the challenge from a different perspective, Sengupta said. It views the chip as a single artifact. This can lead to strange, but effective arrangements. He said humans play a critical role in the AI system, in part because that AI can make faulty arrangements as well as efficient ones. It is possible for AI to hallucinate elements that don't work, at least for now. This requires some level of human oversight.

"There are pitfalls that still require human designers to correct," Sengupta said. "The point is not to replace human designers with tools. The point is to enhance productivity with new tools. The human mind is best utilized to create or invent new things, and the more mundane, utilitarian work can be offloaded to these tools."

The researchers have used AI to discover and design complex electromagnetic structures that are-co-designed with circuits to create broadband amplifiers. Sengupta said future research will involve linking multiple structures and designing entire wireless chips with the AI system.

"Now that this has shown promise, there is a larger effort to think about more complicated systems and designs," he said. "This is just the tip of the iceberg in terms of what the future holds for the field."
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Microplastics widespread in seafood people eat | ScienceDaily
The tiny particles that shed from clothing, packaging and other plastic products are winding up in the fish that people eat, according to a new study from Portland State researchers, highlighting a need for technologies and strategies to reduce microfiber pollution entering the environment.


						
Building on previous research exploring the prevalence of microplastics in bivalves like Pacific oysters and razor clams, researchers in PSU's Applied Coastal Ecology Lab -- led by Elise Granek, professor of environmental science and management -- turned their focus to commonly eaten finfish and crustaceans.

Summer Traylor, who graduated in 2022 with a master's in environmental management, led the project with assistance from undergraduate environmental science student Marilyn Duncan, who graduated in 2024. The team set out to fill in gaps about microplastic contamination in Oregon finfish and shellfish and better understand variations across trophic levels, which classify a fish's position in the food chain, and in pathways to consumers. Traylor's research helped her land a job working for the National Oceanic and Atmospheric Administration (NOAA) after graduating from PSU, and Duncan has plans to continue microplastics research in graduate school.

The team quantified anthropogenic particles, materials produced or modified by humans, that they found in the edible tissue of six species that are economically or culturally important in Oregon: black rockfish, lingcod, Chinook salmon, Pacific herring, Pacific lamprey, and pink shrimp.

They compared particle concentrations across trophic levels and whether their position in the food web affected what and how much was contaminating their edible tissue as well as whether there were differences in samples acquired directly from research fishing vessels versus those from supermarkets and seafood vendors. Susanne Brander, an ecotoxicologist and associate professor in Oregon State University's College of Agricultural Sciences, helped analyze and validate a subsample of suspected plastics in her lab.

The study, published in the journal Frontiers in Toxicology, found 1,806 suspected particles across 180 of 182 individual samples. Fibers were the most abundant, followed by fragments and films.

Among the species sampled, pink shrimp, which filter-feed right below the surface of the water, had the highest concentrations of particles in their edible tissues. Chinook salmon had the lowest concentrations, followed by black rockfish and lingcod.




"We found that the smaller organisms that we sampled seem to be ingesting more anthropogenic, non-nutritious particles," Granek said. "Shrimp and small fish, like herring, are eating smaller food items like zooplankton. Other studies have found high concentrations of plastics in the area in which zooplankton accumulate and these anthropogenic particles may resemble zooplankton and thus be taken up for animals that feed on zooplankton."

Though the group expected that the processing from catch to consumer would introduce additional contaminants from plastic packaging meant to preserve seafood, that wasn't universally true across the species. The researchers rinsed off the fish fillets and shrimp, replicating what most people do at home before preparing them, suggesting that in some cases, additional contamination that may land on the surface during processing can be removed with rinsing.

The study results, however, provide evidence of the widespread presence of particles in the edible tissues of Oregon's marine and freshwater species.

"It's very concerning that microfibers appear to move from the gut into other tissues such as muscle," Brander said. "This has wide implications for other organisms, potentially including humans too."

The researchers say the findings signal the need for both further studies to understand the mechanisms by which particles translocate into muscle tissue, which humans eat, as well as policy interventions to regulate anthropogenic particles.

"This project established critical baseline data for West Coast fisheries stakeholders and highlighted how much we still do not know about these pervasive microplastic pollutants," said Traylor, who now serves as a NOAA Corps Officer, helping collect baseline microplastic data in the Gulf of Mexico to further expand public knowledge and understanding.




The authors are not advocating for people to stay away from seafood because, as Granek likes to remind people, microplastics are everywhere: in bottled water, beer, honey, beef, chicken, veggie burgers and tofu.

"If we are disposing of and utilizing products that release microplastics, those microplastics make their way into the environment, and are taken up by things we eat," she said. "What we put out into the environment ends up back on our plates."

That's why Granek's lab group is beginning to focus more on solutions.

"We're continuing to do work to understand the effects of anthropogenic particles on animals, but we're also moving into experimental work to test what are effective solutions to reduce microplastics entering marine ecosystems," she said.

She's leading a $1.9 million NOAA-funded project that is developing and testing washing machine, dishwasher and clothes dryer filters that can serve as cost-effective filtration solutions. In another project funded by Oregon Sea Grant, six catch basin filters will be installed in stormwater drains in two coastal towns to determine their efficacy in trapping microplastics from road runoff before entering waterways. Brander's lab is collaborating on both projects as well.
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Beyond the 'Dragon Arc', a treasure trove of unseen stars | ScienceDaily
Looking halfway across the observable universe and expecting to see individual stars is considered a non-starter in astronomy, a bit like raising a pair of binoculars at the moon in hopes of making out individual grains of dust inside its craters. Thanks to a cosmic quirk of nature, however, an international team led by astronomers at the University of Arizona's Steward Observatory did just that.


						
Using NASA's James Webb Space Telescope, or JWST, the research group observed a galaxy nearly 6.5 billion light-years from Earth, at a time when the universe was half its current age. In this distant galaxy, the team identified a large number of individual stars, made visible thanks to an effect known as gravitational lensing and JWST's high light collecting power.

Published in the journal Nature Astronomy, the discovery marks a record-breaking achievement -- the largest number of individual stars detected in the distant universe. It also provides a way to investigate one of the universe's greatest mysteries -- dark matter.

Most galaxies, including the Milky Way, contain tens of billions of stars. In nearby galaxies such as the Andromeda galaxy, astronomers can observe stars one by one. However, in galaxies billions of light-years away, stars appear blended together as their light needs to travel for billions of light-years before it reaches us, presenting a long-standing challenge to scientists studying how galaxies form and evolve.

"To us, galaxies that are very far away usually look like a diffuse, fuzzy blob," said lead study author Yoshinobu Fudamoto, an assistant professor at Chiba University in Japan and a visiting scholar at Steward Observatory. "But actually, those blobs consist of many, many individual stars. We just can't resolve them with our telescopes."

Recent advances in astronomy have opened new possibilities by leveraging gravitational lensing -- a natural magnification effect caused by the strong gravitational fields of massive objects. As predicted by Albert Einstein, gravitational lenses can amplify the light of distant stars by factors of hundreds or even thousands, making them detectable with sensitive instruments like JWST.

"These findings have typically been limited to just one or two stars per galaxy," Fudamoto said. "To study stellar populations in a statistically meaningful way, we need many more observations of individual stars."

Fengwu Sun, a former U of A graduate student who is now a postdoctoral scholar at the Center for Astrophysics | Harvard & Smithsonian, stumbled on a treasure trove of such stars when he was inspecting JWST images of a galaxy known as the Dragon Arc, located along the line of sight from Earth behind a massive cluster of galaxies called Abell 370. Due to its gravitational lensing effect, Abell 370 stretches the Dragon Arc's signature spiral into an elongated shape -- like a hall of mirrors of cosmic proportions.




In December 2022 and 2023, JWST obtained two pictures of the Dragon Arc. Within these images, astronomers counted 44 individual stars whose brightness changed over time due to variations in the gravitational lensing landscape.

"This groundbreaking discovery demonstrates, for the first time, that studying large numbers of individual stars in a distant galaxy is possible," Sun said -- as long as nature is there to lend a helping hand.

However, even extremely strong gravitational magnification from a galaxy cluster is not sufficient to magnify individual stars in galaxies even farther away. In this case, the discovery was made possible by a serendipitous alignment of "lucky stars."

"Inside the galaxy cluster, there are many stars floating around that are not bound by any galaxy," said co-author Eiichi Egami, a research professor at Steward Observatory. "When one of them happens to pass in front of the background star in the distant galaxy along the line of sight with Earth, it acts as a microlens, in addition to the macrolensing effect of the galaxy cluster as a whole."

The combined effects of macrolensing and microlensing dramatically increase the magnification factor, allowing JWST to pick up individual stars that otherwise would be too far and faint to be detected at all.

Because the stars inside the magnifying cluster move relative to the target stars in the distant galaxy and Earth, the alignment of microlenses in this natural "telescope" changes slightly over short timeframes -- from a few days to a week. When they are perfectly aligned, the brightness and magnification of the distant stars increase dramatically, only to fade again shortly afterwards.




"By observing the same galaxy multiple times, we can spot stars in distant galaxies because they appear to pop in and out of existence," Fudamoto said. "This is a result of the varying effective magnifications from the macro- and microlensing effect as the microlensing stars move in and out of the line of sight."

The research team carefully analyzed colors of each of the stars inside the Dragon Arc and found that many are red supergiants, similar to Betelgeuse in the constellation of Orion, which is in the final stages of its life. This contrasts with earlier discoveries, which predominantly identified blue "supergiants" similar to Rigel and Deneb, which are among the brightest stars in the night sky. According to the researchers, this difference in stellar types also highlights the unique power of JWST observations at infrared wavelengths that could detect stars at lower temperatures.

Future JWST observations are expected to capture more magnified stars in the Dragon Arc galaxy. These efforts could lead to detailed studies of hundreds of stars in distant galaxies. Moreover, observations of individual stars could provide insight into the structure of gravitational lenses and even shed light on the elusive nature of dark matter.

This project was supported by multiple funders including NASA and NSF.
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Lead pollution likely caused widespread IQ declines in ancient Rome, new study finds | ScienceDaily
Lead exposure is responsible for a range of human health impacts, with even relatively low levels impacting the cognitive development of children. DRI scientists have previously used atmospheric pollution records preserved in Arctic ice cores to identify periods of lead pollution throughout the Roman Empire, and now new research expands on this finding to identify how this pollution may have affected the European population.


						
The study, published Jan. 6th in Proceedings of the National Academy of Sciences (PNAS), examined three ice core records to identify lead pollution levels in the Arctic between 500 BCE through 600 CE. This era spans the rise of the Roman Republic through the fall of the Roman Empire, with the study focusing on the approximately 200-year height of the Empire called the Pax Romana. Lead isotopes allowed the research team to identify mining and smelting operations throughout Europe as the likely source of pollution during this period. Advanced computer modeling of atmospheric movement then produced maps of atmospheric lead pollution levels across Europe. Combined with research linking lead exposure to cognitive decline, the research team also identified likely reductions in IQ levels of at least 2 to 3 points among the European population.

"This is the first study to take a pollution record from an ice core and invert it to get atmospheric concentrations of pollution and then assess human impacts," says Joe McConnell, research professor of hydrology at DRI and lead author of the study. "The idea that we can do this for 2,000 years ago is pretty novel and exciting."

Records of the Past Preserved in Ice

McConnell's Ice Core Laboratory at DRI has spent decades examining ice cores from places like Greenland and Antarctica, where sheets of ice have built up over millennia. Using enormous drills, they painstakingly extract columns of ice as much as 11,000 feet (3,400 meters) long, reaching more distant depths of Earth's history with each inch. McConnell's team creates precise timelines using records of well-dated volcanic eruptions, which stamp the ice record like postcards from the past. Gas bubbles trapped in the ice offer insight into the atmosphere of past eras, while pollutants like lead can be used to interpret mining and industrial activity.

McConnell began developing methods to create very detailed lead records in ice more than twenty years ago, when he applied them to more recent history. When archeologists and historians learned of this work, they approached him hoping to apply these new techniques to the Roman period, seeking answers to lingering historical questions. "The resulting research changed our understanding of the era by finding precise linkages between the lead pollution records and historical events such as population declines associated with periodic plagues and pandemics," adds coauthor and ancient historian Andrew Wilson of Oxford University.

A Growing Understanding of the Harms of Lead Pollution

Ancient lead pollution stemmed largely from silver mining, whereby the lead-rich mineral galena was melted down to extract silver. For every ounce of silver obtained, this process produced thousands of ounces of lead -- much of which was released to the atmosphere.




In the 20th century, lead pollution predominantly came from the emissions of vehicles burning leaded gasoline. Following the passing of the Clean Air Act in the U.S. in 1970, which restricted the use of leaded gasoline, researchers have tracked the sharp decline of lead in human blood. However, the nationwide exposure, particularly for children born between 1950 and 1985, allowed scientists to track lead's impact on health and cognitive development.

"As lead pollution has declined during the last 30 years, it has become more and more apparent to epidemiologists and medical experts just how bad lead is for human development," McConnell says.

In adults, high levels of lead exposure are linked to infertility, anemia, memory loss, cardiovascular disease, cancer, and reduced immune response, among other impacts. In children, even low levels of exposure have been connected to reduced IQ, concentration challenges, and reduced academic success. While the U.S. Centers for Disease Control and Prevention (CDC) considers a blood lead level of 3.5 mg/dl the point for medical intervention for children, they have stated that there is no level of lead exposure without risk.

"Lead is known to have a wide range of human health impacts, but we chose to focus on cognitive decline because it's something we can put a number on," says study coauthor Nathan Chellman, assistant research professor of snow and ice hydrology at DRI. "An IQ reduction of 2 to 3 points doesn't sound like much, but when you apply that to essentially the entire European population, it's kind of a big deal."

The study found that atmospheric lead pollution began during the Iron Age and reached a peak during the late 2nd century BCE at the height of the Roman Republic. It then declined sharply during the 1st century BCE, during the crisis of the Roman Republic, before increasing around 15 BCE following the rise of the Roman Empire. Lead pollution remained high until the Antonine Plague from 165 to the 180s CE, which severely affected the Roman Empire. It wasn't until the High Middle Ages in the early 2nd millennium CE that lead pollution in the Arctic exceeded the sustained high levels of the Roman Empire. According to the research, more than 500 kilotons of lead were released to the atmosphere during the nearly 200-year height of the Roman Empire.

Although ice core records show that Arctic lead pollution was up to 40-fold higher during the highest historical peak in the early 1970s, the insight gained from this study demonstrates how "humans have been impacting their health for thousands of years through industrial activity," McConnell says.
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Physicists explain a stellar stream's distinctive features | ScienceDaily
Physicists have proposed a solution to a long-standing puzzle surrounding the GD-1 stellar stream, one of the most well-studied streams within the galactic halo of the Milky Way, known for its long, thin structure, and unusual spur and gap features.


						
The team of researchers, led by Hai-Bo Yu at the University of California, Riverside, proposed that a core-collapsing self-interacting dark matter (SIDM) "subhalo" -- a smaller, satellite halo within the galactic halo -- is responsible for the peculiar spur and gap features observed in the GD-1 stellar stream.

Study results appear in The Astrophysical Journal Letters. The research could have significant implications for understanding the properties of dark matter in the universe.

A stellar stream is a group of stars moving collectively along a shared trajectory. A gap refers to a localized under-density of stars along the stream, while a spur is an over-density of stars extending outward from the main body of the stream. Since dark matter governs the motion of stellar streams, astronomers can use them to trace invisible dark matter in a galaxy.

The Milky Way's galactic halo, a roughly spherical region surrounding the galaxy, contains dark matter and extends beyond the galaxy's visible edge. Visualizations of well-known stellar streams in the Milky Way can be found here.

Astronomers discovered that the spur and gap features of the GD-1 stellar stream cannot be easily attributed to the gravitational influence of known globular clusters or satellite galaxies of the Milky Way. These features could be explained, however, by an unknown perturbing object, such as a subhalo. But the object's density would need to be significantly higher than what is predicted by traditional cold dark matter (CDM) subhalos.

"CDM subhalos typically lack the density needed to produce the distinctive features observed in the GD-1 stream," explained Yu, a professor of physics and astronomy. "However, our research demonstrates that a collapsing SIDM subhalo could achieve the necessary density. Such a compact subhalo would be dense enough to exert the gravitational influence required to account for the observed perturbations in the GD-1 stream."

Dark matter, which cannot be seen directly, is thought to make up 85% of matter in the universe. Its nature is not well understood. CDM, the prevailing dark matter theory, assumes dark matter particles are collisionless. SIDM, a theoretical form of dark matter, proposes dark matter particles self-interact through a new dark force.




In their study, Yu and his team used numerical simulations called N-body simulations to model the behavior of a collapsing SIDM subhalo.

"Our team's findings offer a new explanation for the observed spur and gap features in GD-1, which have long been thought to indicate a close encounter with a dense object," Yu said. "In our scenario, the perturber is the SIDM subhalo, which disrupts the spatial and velocity distributions of the stars in the stream and creates the distinctive features we see in the GD-1 stellar stream."

According to Yu, the discovery also provides insights into the nature of dark matter itself.

"This work opens a promising new avenue for investigating the self-interacting properties of dark matter through stellar streams," he said. "It marks an exciting step forward in our understanding of dark matter and the dynamics of the Milky Way."

Yu was joined in the research by Xingyu Zhang and Daneng Yang at UCR; and Ethan O. Nadler at the University of California, San Diego.

The work was supported by the U.S. Department of Energy and the John Templeton Foundation.
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Climate change is accelerating forest defoliation by helping invasive species spread | ScienceDaily
Computer models developed by the University of Chicago and Argonne National Laboratory predict that hotter, drier conditions in North America will limit the growth of a fungus that normally curbs the spread of the spongy moth, an invasive species that has caused millions of dollars in damage to forests.


						
The research, published in Nature Climate Change, emphasizes the importance of accounting for multiple organisms and their interactions when predicting the potential impacts of climate change, as warmer temperatures cause unexpected domino effects in ecosystems.

"The vast majority of previous climate change studies look at individual organisms, but a small amount of climate change can have a big effect when you compound it across multiple species," said Greg Dwyer, PhD, Professor of Ecology and Evolution at UChicago and senior author of the new study. "So, computer models are crucial for understanding the effects of climate change on species interactions."

Small changes lead to big impacts

The spongy moth (Lymantria dispar) was first introduced to the hardwood forests of New England in 1869. Native to Europe, female moths lay eggs on surfaces like branches, stacked firewood, and outdoor furniture. The eggs tend to come with these objects when people move them, so the insect has spread far from where it was first accidentally released in Massachusetts. Spongy moth caterpillars feed on the leaves of trees and shrubs, especially oak trees. For decades after their introduction, the caterpillars carved a path of destruction through forests, defoliating and killing trees by the acre.

In 1989, a lethal infection caused by the fungus Entomophaga maimaiga began spreading among spongy moths. This fungus is also not native to North America, but no one knows for sure how and when it arrived. It might have been introduced deliberately to control the moths, or it might have been accidentally brought into the US from Japan, where it originates. Nevertheless, it has managed to keep spongy moths in check ever since, sparing millions of trees.

Another pathogen, the nucleopolyhedrovirus (NPV), can also keep the insect in check, but it needs large populations to spread. The natural advantage of the fungus is that it can grow and infect moths in small numbers before too much damage has been done, but only if conditions are cool and moist.




"Even small reductions in mortality rate for the moths lead to big increases in defoliation," Dwyer said. "If they don't get killed off when they're at low density one year, then the next year they'll be back at higher density. You get this multiplication process going on."

Not pessimistic enough

Dwyer has spent his career modeling interactions among infectious diseases and various species, from wild rabbits to insects. In 2004, in one of his first publications at UChicago, he developed a model that accounted for the spongy moth, its predators like mice and squirrels, and NPV infection rates. In 2020, his lab designed more models to explore how the density of moth populations and weather conditions affect outbreaks of the E. maimaiga fungus. Those models showed that incorporating climate data produced much better predictions than models that don't account for climate, planting a seed for the new study.

Dwyer and his student Jiawei Liu worked with Jiali Wang, PhD, an atmospheric scientist in the Environmental Science Division at Argonne National Laboratory, and Rao Kotamarthi, PhD, Chief Scientist for the Environmental Science Division at Argonne, to incorporate more precise climate data into new models for spongy moth infestations. Wang and Kotamarthi specialize in taking large scale climate change models, say for all North America, and downscaling them to smaller regions, like one portion of a state. This allowed Dwyer's team to account for more nuanced differences in weather patterns and insect populations across multiple regions.

The resulting predictions were dispiriting. As climate change brings hotter and drier conditions to forests, fungal infection rates over the next few decades will drop sharply -- meaning that more moths will survive to destroy more trees. While that seems far in the future, below average rainfall and above average temperatures in recent years have already led to big spongy moth outbreaks, which Dwyer said he didn't expect to happen so soon.

"Our projections were pessimistic, but probably not pessimistic enough. It's very concerning," he said.
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U.S. Corn Belt: Intensive farming and shallow groundwater affect precipitation patterns | ScienceDaily
The sweeping land use changes and irrigation of the U.S. Corn Belt, along with the influence of the area's shallow groundwater, have significantly altered precipitation patterns in that vital agricultural region, new research shows.


						
The study, published in the Proceedings of the National Academy of Sciences, focuses on "precipitation recycling" -- a process in which the moisture released to the atmosphere by plants, soils, lakes, and other features of the landscape returns to the same area in the form of rain.

By using advanced computer modeling techniques, scientists were able to determine that the region's agriculture, combined with shallow groundwater, increases the precipitation recycling ratio by almost 30%. This provides a significant boost to rainfall during the growing season.

The role of precipitation recycling varies from month to month and year to year, the research found. It peaks in summer months with the maturing of the corn crop, and in dry years when little moisture arrives from other regions.

"This research shows how agricultural practices can modify regional climate, with implications for food and water security," said lead author Zhe Zhang, a scientist with the U.S. National Science Foundation National Center for Atmospheric Research (NSF NCAR). "In an agricultural region like the U.S. Corn Belt where rainfall is critical, it's important for both farmers and water resource managers to understand where the rain comes from."

Learning more about the extent of precipitation recycling can help improve future rainfall predictions for the Corn Belt and provide more information for planting strategies and water resource allocations.

The study was co-authored by other scientists at NSF NCAR, as well as scientists at the Hong Kong University of Science and Technology and the University of Santiago de Compostela in Spain. It was funded by NSF.




Altered land surface

The U.S. Corn Belt spans a dozen states in the Midwest and Great Plains, ranging from Ohio in the east to Nebraska in the west. The land surface, which had been a mix of tallgrass prairie and woodlands prior to European settlement, is now characterized by croplands with extensive irrigation.

Previous research has shown that the region has become increasingly humid, with more rainfall. But Zhang and his colleagues wanted to quantify the impact of precipitation recycling.

Taking advantage of advanced computer modeling techniques, the scientists turned to the NSF NCAR-based Weather Research and Forecasting (WRF) model, which can simulate the atmosphere at a very high resolution of four kilometers (about 2.5 miles). They also used another NSF NCAR-based computer model, known as Noah-MP, which allows specific analysis of the interactive system of groundwater, crop growth, and irrigation. They applied a physically realistic algorithm to trace the movement of water vapor in the simulations.

To tease out the roles of agriculture and the shallow groundwater that's a natural feature in the region, the scientists compared simulations that included crops, irrigation, and groundwater with other simulations that lacked one or more of those factors. They ran the models at the NSF NCAR-Wyoming Supercomputing Center.

The results showed the precipitation recycling ratio -- or fraction of precipitation that fell as a result of local processes -- reached 18% because of the combination of shallow groundwater that fed moisture to the surface, leafy corn plants that released moisture to the atmosphere, and evaporation from irrigation systems. Without such factors, the modeling showed the precipitation recycling ratio would be just 14%, or about 29% less.




The scientists focused their simulations on three years: 2010 (which was unusually wet), 2011 (average precipitation), and 2012 (a dry year). They found that the fraction of recycled precipitation was highest in 2012, when less moisture arrived from other regions such as the Gulf of Mexico.

"We were able to truly distinguish how different processes contribute to changes in precipitation," Zhang said. "Since agriculture relies on rainfall, this understanding can inform agricultural management as well as lead to better understanding of freshwater availability."

He and his collaborators are planning subsequent research to look into how the changing precipitation can affect agricultural productivity.

This material is based upon work supported by the NSF National Center for Atmospheric Research, a major facility sponsored by the U.S. National Science Foundation and managed by the University Corporation for Atmospheric Research. Any opinions, findings and conclusions or recommendations expressed in this material do not necessarily reflect the views of NSF.
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'Sandwich carers' experience decline in mental and physical health | ScienceDaily
People who care for both their children and older family members -- also known as 'sandwich carers' -- suffer from deterioration in both their mental and physical health over time, finds a new study by UCL researchers.


						
The research, published in Public Health, analysed data from around 2,000 sandwich carers and 2,000 non-sandwich carers from the UK Household Longitudinal Study between 2009 and 2020.

Sandwich carers juggle the responsibilities of caring for ageing parents or older relatives while raising dependent children (aged under 16). The number of people in this situation is growing due to longer life expectancy and women having children later in life.

In the UK it is estimated that 1.3 million people are sandwich carers.

To reflect this increasing issue, the researchers wanted to address the gap in understanding how becoming a sandwich carer affects mental and physical health over time.

They tracked the health of both groups over nine years using questionnaires, focusing on the period before, during and after becoming a sandwich carer. They then used statistical models to predict health changes and compared the two groups.

The average age of the sandwich carers studied was 36.8 years old. This is because people aged 30-49 are the most likely to be sandwich carers.




The researchers looked at how health changed during the transition into sandwich care and tested if these changes were different between the two groups. They also examined if the amount of caregiving hours and gender affected these health changes.

Mental health was measured using General Health Questionnaire (GHQ) scores, which are a sum of participants' responses to questions about their mental health, such as whether they had recently had issues concentrating or sleeping or had been feeling under strain.

Meanwhile, a Physical Component Summary (PCS) assessed summary scores of physical health, covering various domains such as general health, mobility, body pain and limitations in everyday tasks due to physical health problems.

The researchers found that parents who became sandwich carers experienced a significant decline in mental health- especially those dedicating over 20 hours per week to caregiving -- compared with non-sandwich carers.

This mental health decline persisted for several years.

Additionally, intensive caregivers (over 20 hours per week) saw a deterioration in their physical health during this transition.




Lead author Dr Baowen Xue (UCL Epidemiology & Health Care) said: "Our study highlights the significant mental and physical health challenges faced by sandwich carers. These individuals, who balance the demands of caring for both their children and ageing parents, often experience a decline in their well-being. It's crucial that we recognise and support the unique needs of this growing group to ensure their health and resilience."

As a result of their findings, the researchers are now calling for better support for those affected.

Dr Xue added: "The study underscores the need for society to recognise and support the unique challenges faced by sandwich carers. Providing targeted support and resources, such as access to respite care and workplace flexibility, is crucial to help maintain their health and wellbeing, particularly for those offering intensive care."

This work was supported by funding from the UK Economic and Social Research Council.
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Climate extremes in 2024 'wreaking havoc' on the global water cycle | ScienceDaily
2024 was another year of record-breaking temperatures, driving the global water cycle to new climate extremes and contributing to ferocious floods and crippling droughts, a new report led by The Australian National University (ANU) shows.


						
The 2024 Global Water Monitor Report, involving an international team of researchers and led by ANU Professor Albert van Dijk, found rising temperatures are changing the way water moves around the planet, "wreaking havoc" on the water cycle.

"Rising sea surface temperatures intensified tropical cyclones and droughts in the Amazon Basin and southern Africa. Global warming also contributed to heavier downpours and slower-moving storms, as evidenced by deadly flash floods in Europe, Asia and Brazil," Professor van Dijk said.

In 2024, about four billion people across 111 countries -- half of the world's population [?] experienced their warmest year yet. Professor van Dijk said air temperatures over land in 2024 were 1.2 degrees Celsius warmer than at the start of the century, and about 2.2 degrees Celsius higher than at the start of the Industrial Revolution.

"In 2024, Earth experienced its hottest year on record, for the fourth year in a row. Water systems across the globe bore the brunt," he said.

"2024 was a year of extremes but was not an isolated occurrence. It is part of a worsening trend of more intense floods, prolonged droughts, and record-breaking extremes."

The most damaging water-related disasters in 2024 included flash floods, river floods, droughts, tropical cyclones and landslides. Water-related disasters killed more than 8,700 people, displaced 40 million people and caused economic losses exceeding US $550 billion.




"From historic droughts to catastrophic floods, these extreme events impact lives, livelihoods, and entire ecosystems. Separate, heavy rainfall events caused widespread flash flooding in Afghanistan and Pakistan, killing more than 1,000 people," Professor van Dijk said.

"Catastrophic flooding in Brazil caused more than 80 deaths, with the region recording more than 300 millimetres of rainfall.

"We found rainfall records are being broken with increasing regularity. For example, record-high monthly rainfall totals were achieved 27 per cent more frequently in 2024 than at the start of this century, whereas daily rainfall records were achieved 52 per cent more frequently. Record-lows were 38 per cent more frequent, so we are seeing worse extremes on both sides.

"In southern China, the Yangtze and Pearl Rivers flooded cities and towns, displacing tens of thousands of people and causing hundreds of millions of dollars in crop damages.

"In Bangladesh in August, heavy monsoon rains and dam releases in August caused widespread river flooding. More than 5.8 million people were affected and at least one million tonnes of rice was destroyed. In Spain, more than 500 millimetres of rain fell within eight hours in late October, causing deadly flash floods."

While some parts of the world experienced major flooding in 2024, others endured crippling drought.




"In the Amazon Basin, one of the Earth's most important ecosystems, record low river levels cut off transport routes and disrupted hydropower generation. Wildfires driven by the hot and dry weather burned through more than 52,000 square kilometres in September alone, releasing vast amounts of greenhouse gases," Professor van Dijk said.

"In southern Africa, a severe drought reduced maize production by more than 50 per cent, leaving 30 million people facing food shortages. Farmers were forced to cull livestock as pastures dried up. The drought also reduced hydropower output, leading to widespread blackouts.

"We need to prepare and adapt to inevitably more severe extreme events. That can mean stronger flood defences, developing more drought-resilient food production and water supplies, and better early warning systems.

"Water is our most critical resource, and its extremes -- both floods and droughts -- are among the greatest threats we face."

The research team used data from thousands of ground stations and satellites orbiting the Earth to deliver near real-time insights into critical water variables such as rainfall, soil moisture, river flows, and flooding.

The Global Water Monitor is a collaboration between institutions across the world and involves various public and private organisations.

The 2024 report is available on the Global Water Monitor website.
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Floods linked to rise in US deaths from several major causes | ScienceDaily
Over the last 20 years, large floods were associated with up to 24.9 percent higher death rates from major mortality causes in the U.S. compared to normal conditions. A new study in the journal Nature Medicine demonstrates the sweeping and hidden effects of floods -- including floods unrelated to hurricanes, such as those due to heavy rain, snowmelt, or ice jams.


						
Scientists at Columbia University Mailman School of Public Health led the study in partnership with researchers at Arizona State University, Harvard University, and the University of Arizona.

Until now, there had been a critical knowledge gap about cause-specific flood mortality risks in the U.S. over time, and how risks may vary among groups within the population. The study's findings provide information that could help public health agencies allocate resources.

In the U.S., population growth alone is projected to result in an estimated 72 percent increase in the population exposed to floods annually by 2050, before accounting for the effect of climate change in leading to more frequent river, coastal, and flash floods.

"Flooding is an urgent public health concern as sea level rise, rapid snowpack melting, and increased storm severity will lead to more destructive and frequent events," says first author Victoria Lynch, PhD, post-doctoral research fellow at Columbia Mailman School. "Our results show that floods were associated with higher death rates for most major causes of death, even for rain- and snow-related floods that are less likely to generate rapid emergency responses."

"In the U.S., floods have a devastating effect on society, yet a comprehensive assessment of their continuing health impacts had been lacking,"says Robbie M. Parks, assistant professor in Environmental Health Sciences at Columbia Mailman School and senior author. "Our study is a first major step in better understanding how floods may affect deaths, which provides an essential foundation for improving resilience to climate-related disasters across the days, weeks, months, and years after they wreak destruction."

After collecting 35.6 million U.S. death records from 2001 to 2018, the researchers used a statistical model to calculate how death rates changed in three-month periods following large floods when compared to equivalent periods in normal conditions.




Residents of 2,711 counties, covering over 75 percent of the U.S. population, experienced at least one large flood during the study period. Heavy rain was the most common cause of large flood events with the next most common cause due to snowmelt in the Midwest and tropical cyclones in the southeast.

The researchers found the largest overall increases in injury death rates among older people (24.9 percent) and females (21.2 percent) during the month of tropical storm/hurricane-related flooding,with increases in death rates associated with heavy rain-related flooding for infectious diseases (3.2 percent) and cardiovascular diseases (2.1 percent). Snowmelt-related floods were associated with higher death rates for respiratory diseases (22.3 percent), neuropsychiatric conditions (15.9 percent), and cardiovascular diseases (8.9 percent).

The rise in infectious diseases is likely related to disruptions to drinking water and sewage infrastructure that can lead to waterborne disease transmission. Chronic and neuropsychiatric conditions may relate to stress from persistent flood-related disruptions. Socioeconomic factors that drive health outcomes in communities vulnerable to floods, as well as residents' ability to evacuate during emergencies and respond to their aftermath, may also play important roles.

"The majority of our understanding of flood-related health impacts comes from major events like Hurricane Katrina or Harvey that, despite their devastation, are a sample of a larger phenomenon," says Jonathan Sullivan, assistant professor in Geography, Development, and Environment at University of Arizona and co-author. "Our study shows that even floods caused by snowmelt or heavy rain, each uniquely driven by changes to climate and development, elevate mortality months after the fact providing critical knowledge of how to manage and adapt to floods."

Previous research on climate and health by the authors of this paper has found elevated death rates after tropical cyclones in the U.S., including disproportionate increases in excess deaths in socially vulnerable communities of color, and that tropical cyclones are associated with the spread of waterborne infectious diseases.

Additional co-authors are Aaron Flores, Arizona State University; Sarika Aggarwal and Rachel C. Nethery, Harvard Chan School of Public Health; and Marianthi-Anna Kioumourtzoglou, Anne E Nigra, and Xicheng Xie, Columbia Mailman School of Public Health.

The study was supported by the National Institute of Environmental Health Sciences (grants ES007322, ES033742, ES009089, AG093975, ES007142).




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250106133225.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Citizen science reveals that Jupiter's colorful clouds are not made of ammonia ice | ScienceDaily
Collaborative work by amateur and professional astronomers has helped to resolve a long-standing misunderstanding about the composition of Jupiter's clouds. Instead of being formed of ammonia ice -- the conventional view -- it now appears they are likely to be composed of ammonium hydrosulphide mixed with smog.


						
The findings have been published in the Journal of Geophysical Research -- Planets.

The new discovery was triggered by amateur astronomer, Dr Steven Hill, based in Colorado. Recently, he demonstrated that the abundance of ammonia and cloud-top pressure in Jupiter's atmosphere could be mapped using commercially-available telescopes and a few specially coloured filters. Remarkably, these initial results not only showed that the abundance of ammonia in Jupiter's atmosphere could be mapped by amateur astronomers, they also showed that the clouds reside too deeply within Jupiter's warm atmosphere to be consistent with the clouds being ammonia ice.

In this new study, Professor Patrick Irwin from the University of Oxford's Department of Physics applied Dr Steven Hill's analytical method to observations of Jupiter made with the Multi Unit Spectroscopic Explorer (MUSE) instrument at the European Southern Observatory's Very Large Telescope (VLT) in Chile. MUSE uses the power of spectroscopy, where Jupiter's gases create telltale fingerprints in visible light at different wavelengths, to map the ammonia and cloud heights in the gas giant's atmosphere.

By simulating how the light interacts with the gases and clouds in a computer model, Professor Irwin and his team found that the primary clouds of Jupiter -- the ones we can see when looking through backyard telescopes -- had to be much deeper than previously thought, in a region of higher pressure and higher temperature. Too warm, in fact, for the condensation of ammonia. Instead, those clouds have to be made of something different: ammonium hydrosulphide.

Previous analyses of MUSE observations had hinted at a similar result. However, since these analyses were made with sophisticated, extremely complex methods that can only be conducted by a few groups around the world, this result was difficult to corroborate. In this new work, Irwin's team found that Dr Hill's method of simply comparing the brightnesses in adjacent, narrow coloured filters gave the identical results. And since this new method is much faster and very simple, it is far easier to verify. Hence, the team conclude that the clouds of Jupiter really are at deeper pressures than the expected ammonia clouds at 700 mb and so cannot be composed of pure ammonia ice.

Professor Irwin said: "I am astonished that such a simple method is able to probe so deep in the atmosphere and demonstrate so clearly that the main clouds cannot be pure ammonia ice! These results show that an innovative amateur using a modern camera and special filters can open a new window on Jupiter's atmosphere and contribute to understanding the nature of Jupiter's long-mysterious clouds and how the atmosphere circulates."

Dr Steven Hill, who has a PhD in Astrophysics from the University of Colorado and works in space weather forecasting, said, "I always like to push my observations to see what physical measurements I can make with modest, commercial equipment. The hope is that I can find new ways for amateurs to make useful contributions to professional work. But I certainly did not expect an outcome as productive as this project has been!"




The ammonia maps resulting from this simple analytical technique can be determined at a fraction of the computational cost of more sophisticated methods. This means they could be used by citizen scientists to track ammonia and cloud-top pressure variations across features in Jupiter's atmosphere including Jupiter's bands, small storms, and large vortices like the Great Red Spot.

John Rogers (British Astronomical Association), one of the study's co-authors adds: "A special advantage of this technique is that it could be used frequently by amateurs to link visible weather changes on Jupiter to ammonia variations, which could be important ingredients in the weather."

So why doesn't ammonia condense to form a thick cloud? Photochemistry (chemical reactions induced by sunlight) is very active in Jupiter's atmosphere and Professor Irwin and his colleagues suggest that in regions where moist, ammonia-rich air is raised upwards, the ammonia is destroyed and/or mixed with photochemical products faster than ammonia ice can form. Thus, the main cloud deck may actually be composed of ammonium hydrosulphide mixed with photochemical, smoggy products, which produce the red and brown colours seen in Jupiter images.

In small regions, where convection is especially strong, the updrafts may be fast enough to form fresh ammonia ice, and such regions have occasionally been seen by spacecraft such as NASA's Galileo, and more recently by NASA's Juno, where a few small high white clouds have been seen, casting their shadows down on the main cloud deck below.

Professor Irwin and his team also applied the method to VLT/MUSE observations of Saturn and have found similar agreement in the derived ammonia maps with other studies, including one determined from James Webb Space Telescope observations. Similarly, they have found the main level of reflection to be well below the expected ammonia condensation level, suggesting that similar photochemical processes are occurring in Saturn's atmosphere.
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Tuberculosis strains resistant to new drugs are transmitted between patients | ScienceDaily
Tuberculosis (TB) is the world's biggest infectious disease killer with multidrug-resistant TB (MDR-TB) posing a particular threat to global health. A study led by the Swiss Tropical and Public Health Institute (Swiss TPH) shows that resistance to the new MDR-TB treatment regimen recently recommended by the World Health Organization is already spreading between patients. The findings, published in the New England Journal of Medicine, highlight the urgent need for better surveillance and infection control to counteract the rise in antimicrobial resistance.


						
Multidrug-resistant TB is a major concern

More than 10 million people fall sick with tuberculosis (TB) every year. The disease remains the world's biggest infectious disease killers with an estimated 1.25 million annual deaths. The disease is still found in every country, but certain regions, such as India, Central Asia and Southern Africa, bear a particularly high burden. Multidrug-resistant TB (MDR-TB) continues to pose a major public health threat, adding to the growing concern of rising antimicrobial resistance.

The traditional treatment regimen for MDR-TB is lengthy, expensive, and comes with severe adverse event. In 2022, the World Health Organization (WHO) endorsed a new 6-month regimen -- the BPaL(M) -, based on evidence of its improved safety and efficacy from numerous clinical studies, including TB-PRACTECAL.

Monitoring the implementation of a new treatment regimen

"While this new regimen is a game changer for patients suffering from MDR-TB, we knew that it will be difficult to outsmart Mycobacterium tuberculosis, the bacteria causing TB," said Sebastien Gagneux, Head of the Department Medical Parasitology and Infection Biology at Swiss TPH and senior author of the study. "It was therefore crucial to study how the TB bacteria would react to the global roll-out of this new regimen."

A study led by Swiss TPH in collaboration with the National Centre for Tuberculosis and Lung Diseases in Tbilisi, Georgia, published yesterday in the New England Journal of Medicine now examined in detail whether resistance to the drugs in the new regimen has already emerged since its introduction, and whether this resistance is transmitting between patients.




Over a quarter of resistant strains result from transmission between patients

The researchers analysed the genomes of close to 90,000 M. tuberculosis strains from Georgia and many other countries around the world. They identified a total of 514 strains that were resistant to TB drugs, including both the old and the new treatment regimens. These highly drug-resistant strains were found in 27 countries across four continents.

Alarmingly, 28% of these strains were transmitted directly from one patient to another. "We already had anecdotal evidence of resistance emerging to the new regimen, but we did not know to what extent transmission was responsible for the spread of these highly drug-resistant strains," said Galo A. Goig, postdoctoral collaborator at Swiss TPH and first author of the study.

"The good news is that the total number of these cases is still low. However, the fact that more than a quarter of these highly drug-resistant cases are due to patient-to-patient transmission, only two years after WHO endorsed the new regimen, is worrying," added Goig.

Call for better surveillance and infection control

These findings have important implications for public health policy and interventions. "These new drugs have taken many years to develop, and to prevent drug resistance from emerging, it is essential to combine the deployment of these new regimens with robust diagnostics and surveillance systems," said Chloe Loiseau, postdoctoral collaborator at Swiss TPH and co-author of the paper.




The authors emphasize the need for improved diagnostic tools, better infection control and robust surveillance systems to curb the spread of these highly drug-resistant strains, and to safeguard the efficacy of the new treatment regimen.

Tackling antimicrobial resistance

While there are already new TB drugs in the pipeline, experts worry that M. tuberculosis will continue to find ways to evade new drugs. "The example of these highly drug-resistant TB strains further illustrates that antimicrobial resistance is one of the most critical threats to global health today," said Gagneux. "We must stay ahead in this constant race between drug development and bacterial resistance, and take proactive steps to prevent a 'post-antibiotic era' for TB and other diseases."

About tuberculosis

Tuberculosis (TB) is an infectious disease caused by Mycobaterium tuberculosis. TB is spread from person to person through the air. Symptoms of the disease include coughing, chest pain, weight loss, fever and night sweats. Multidrug-resistant tuberculosis (MDR-TB) is a form of TB caused by bacteria that do not respond to the two most effective first-line TB drugs. Only about 2 in 5 people with MDR-TB accessed treatment in 2022.
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Tiny plants reveal big potential for boosting crop efficiency | ScienceDaily

"Hornworts possess a remarkable ability that is unique among land plants: they have a natural turbocharger for photosynthesis," said Tanner Robison, a graduate student at the Boyce Thompson Institute (BTI) and first author of the paper recently published in Nature Plants. "This special feature, called a CO2-concentrating mechanism, helps them photosynthesize more efficiently than most other plants, including our vital food crops."

At the heart of this mechanism is a structure called a pyrenoid, which acts as a microscopic CO2 concentration chamber inside the plant's cells. The pyrenoid is a liquid-like compartment packed with the enzyme Rubisco, which captures CO2 and converts it into sugar during photosynthesis. Surrounding the pyrenoid are specialized channels and enzymes that pump in CO2, saturating Rubisco with its key raw material.

"This CO2-concentrating mechanism gives hornworts a significant advantage," said Laura Gunn, assistant professor at Cornell's School of Integrative Plant Science. "Rubisco is an infamously inefficient enzyme, so most plants waste a lot of energy dealing with its tendency to also react with oxygen. But by concentrating CO2 around Rubisco, hornworts can maximize its efficiency and minimize this wasteful 'photorespiration' process."

Using advanced imaging techniques and genetic analysis, the research team found that hornworts likely use a much simpler system to concentrate CO2. Unlike algae, which need complex machinery to pump CO2 into their cells, hornworts probably use a passive approach that requires fewer moving parts.

"It's like finding a simpler, more efficient engine design," explained Fay-Wei Li, associate professor at BTI and co-corresponding author of the study. "This simplicity could make it easier to engineer similar systems in other plants, like essential crops."

The potential impact is substantial. The research team estimates that installing a similar CO2-concentrating mechanism in crops could boost photosynthesis by up to 60%, leading to significant increases in yields without requiring more land or resources.

The research also provides new insights into plant evolution. The scientists found that the machinery for concentrating CO2 was likely present in the common ancestor of all land plants, but only hornworts retained and refined the ability over millions of years of evolution.

As we face the dual challenges of climate change and food security, this tiny plant might provide a blueprint for meaningful agricultural innovation. While much work remains before this natural technology can be utilized in other plants, the discovery offers a promising new direction for sustainable agriculture.

This research was supported by the National Science Foundation and the Triad Foundation.
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Non-opioid pain relievers beat opioids after dental surgery | ScienceDaily
A combination of acetaminophen (Tylenol) and ibuprofen (Advil, Motrin) controls pain after wisdom tooth removal better than opioids, according to a Rutgers Health study that could change how dentists treat post-surgical pain.


						
The trial in more than 1,800 patients found that those given a combination of ibuprofen and acetaminophen experienced less pain, better sleep and higher satisfaction compared with those receiving the opioid hydrocodone with acetaminophen.

"We think this is a landmark study," said Cecile Feldman, dean of Rutgers School of Dental Medicine and lead author of the study. "The results actually came in even stronger than we thought they would."

Dentists, who rank among the nation's leading prescribers of opioids, wrote more than 8.9 million opioid prescriptions in 2022. For many young adults, dental procedures such as wisdom tooth extraction are their first exposure to opioid medications.

"There are studies out there to show that when young people get introduced to opioids, there's an increased likelihood that they're going to eventually use them again, and then it can lead to addiction," said study co-investigator Janine Fredericks-Younger, adding that opioid overdoses kill more than 80,000 Americans each year.

To compare opioid and non-opioid pain relief, the researchers conducted a randomized trial on patients undergoing surgical removal of impacted wisdom teeth, a common procedure that typically causes moderate to severe pain.

Half the patients received hydrocodone with acetaminophen. The other half got a combination of acetaminophen and ibuprofen. Patients rated their pain levels and other outcomes, such as sleep quality, over the week following surgery.




Results in The Journal of American Dental Association showed the non-opioid combination provided superior pain relief during the peak-pain period in the two days after surgery. Patients taking the non-opioid medications also reported better sleep quality on the first night and less interference with daily activities throughout recovery.

Patients who received the over-the-counter combo were only half as likely as the opioid patients to require additional "rescue" pain medication. They also reported higher overall satisfaction with their pain treatment.

"We feel pretty confident in saying that opioids should not be prescribed routinely and that if dentists prescribe the non-opioid combination, their patients are going to be a lot better off," Feldman said.

The study's size and design make it particularly notable. With more than 1,800 participants across five clinical sites, it's one of the largest studies of its kind. It also aimed to reflect real-world medication use rather than the tightly controlled conditions of many smaller pain studies.

"We were looking at the effectiveness -- so how does it work in real life, taking into account what people really care about," said Feldman, referring to the study's focus on sleep quality and the ability to return to work.

The findings align with recent recommendations from the American Dental Association to avoid opioids as first-line pain treatment. Feldman said she hopes they will change prescribing practices.




"For a while, we've been talking about not needing to prescribe opioids," Feldman said. "This study's results are such that there is no reason to be prescribing opioids unless you've got those special situations, like medical conditions preventing the use of ibuprofen or acetaminophen."

Members of the research team said they hope to expand their work to other dental procedures and pain scenarios. Other researchers at the school are testing cannabinoids for managing dental pain.

"These studies not only guide us on how to improve current dental care," said Feldman, "but also on how we can better train future dentists here at Rutgers, where we constantly refine our curriculum the light of science."

The Opioid Analgesic Reduction Study was funded by the National Institutes of Health's National Institute of Dental and Craniofacial Research.
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Hornwort genomes provide clues on how plants conquered the land | ScienceDaily
Over 450 million years ago, plants began the epic transition from water to dry land. Among the first pioneers were the ancestors of humble hornworts, a group of small, unassuming plants that have persisted to this day. New research reveals insights into the genetic blueprints of hornworts, uncovering fascinating details about plant evolution and the early days of life on land.


						
"We began by decoding the genomes of ten hornwort species, representing all known families within this unique plant group," said Peter Schafran, a postdoctoral scientist at the Boyce Thompson Institute (BTI) and first author of the study. "What we found was unexpected: hornworts have maintained remarkably stable chromosomes despite evolving separately for over 300 million years."

Unlike many plants, hornworts have not experienced whole-genome duplication (where an organism's entire genetic material is duplicated). This absence of duplication has resulted in stable "autosomes" -- the chromosomes that hold most of an organism's genetic material -- which have remained relatively unchanged across hornworts despite their deep evolutionary history.

However, not all parts of the hornwort genome are so static. The study revealed the presence of "accessory chromosomes" -- extra genetic material that isn't essential for survival but can provide additional benefits. These accessory chromosomes are much more dynamic, evolving rapidly and varying even within individual plants. Additionally, the international team of researchers identified potential sex chromosomes in some species, shedding light on the evolution of plant reproductive strategies.

The study, recently published in Nature Plants, also provided insights into specific plant traits. For example, the researchers uncovered new information about genes involved in flavonoid production (pigments that protect against UV radiation), stomata formation (tiny pores that regulate gas exchange), and hormone signaling. These findings help refine our understanding of how early land plants adapted to their new, challenging environment.

The research project's extensive genetic investigation of hornworts makes them the most thoroughly sequenced plant group relative to their total number of species.

By creating a comprehensive "pan-phylum" dataset for hornworts, the research team has developed a resource to help scientists comprehend how life on Earth has evolved. It provides insights into how plants might adapt to future environmental challenges and could inform efforts to engineer more resilient crops.

"Our research demonstrates the importance of studying diverse organisms, not just well-known model species," said Fay-Wei Li, associate professor at BTI and lead author. "By expanding our knowledge of hornworts, we gain a more complete picture of plant evolution and the incredible diversity of life on our planet."

This research was supported in part by the National Science Foundation.
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The carbon in our bodies probably left the galaxy and came back on cosmic 'conveyer belt' | ScienceDaily
Life on Earth could not exist without carbon. But carbon itself could not exist without stars. Nearly all elements except hydrogen and helium -- including carbon, oxygen and iron -- only exist because they were forged in stellar furnaces and later flung into the cosmos when their stars died. In an ultimate act of galactic recycling, planets like ours are formed by incorporating these star-built atoms into their makeup, be it the iron in Earth's core, the oxygen in its atmosphere or the carbon in the bodies of Earthlings.


						
A team of scientists based in the U.S. and Canada recently confirmed that carbon and other star-formed atoms don't just drift idly through space until they are dragooned for new uses. For galaxies like ours, which are still actively forming new stars, these atoms take a circuitous journey. They circle their galaxy of origin on giant currents that extend into intergalactic space. These currents -- known as the circumgalactic medium -- resemble giant conveyer belts that push material out and draw it back into the galactic interior, where gravity and other forces can assemble these raw materials into planets, moons, asteroids, comets and even new stars.

"Think of the circumgalactic medium as a giant train station: It is constantly pushing material out and pulling it back in," said team member Samantha Garza, a University of Washington doctoral candidate. "The heavy elements that stars make get pushed out of their host galaxy and into the circumgalactic medium through their explosive supernovae deaths, where they can eventually get pulled back in and continue the cycle of star and planet formation."

Garza is lead author on a paper describing these findings that was published Dec. 27 in the Astrophysical Journal Letters.

"The implications for galaxy evolution, and for the nature of the reservoir of carbon available to galaxies for forming new stars, are exciting," said co-author Jessica Werk, UW professor and chair of the Department of Astronomy. "The same carbon in our bodies most likely spent a significant amount of time outside of the galaxy!"

In 2011, a team of scientists for the first time confirmed the long-held theory that star-forming galaxies like ours are surrounded by a circumgalactic medium -- and that this large, circulating cloud of material includes hot gases enriched in oxygen. Garza, Werk and their colleagues have discovered that the circumgalactic medium of star-forming galaxies also circulates lower-temperature material like carbon.

"We can now confirm that the circumgalactic medium acts like a giant reservoir for both carbon and oxygen," said Garza. "And, at least in star-forming galaxies, we suggest that this material then falls back onto the galaxy to continue the recycling process."

Studying the circumgalactic medium could help scientists understand how this recycling process subsides, which will happen eventually for all galaxies -- even ours. One theory is that a slowing or breakdown of the circumgalactic medium's contribution to the recycling process may explain why a galaxy's stellar populations decline over long periods of time.




"If you can keep the cycle going -- pushing material out and pulling it back in -- then theoretically you have enough fuel to keep star formation going," said Garza.

For this study, the researchers used the Cosmic Origins Spectrograph on the Hubble Space Telescope. The spectrograph measured how light from nine distant quasars -- ultra-bright sources of light in the cosmos -- is affected by the circumgalactic medium of 11 star-forming galaxies. The Hubble readings indicated that some of the light from the quasars was being absorbed by a specific component in the circumgalactic medium: carbon, and lots of it. In some cases, they detected carbon extending out almost 400,000 light years -- or four times the diameter of our own galaxy -- into intergalactic space.

Future research is needed to quantify the full extent of the other elements that make up the circumgalactic medium and to further compare how their compositions differ between galaxies that are still making large amounts of stars and galaxies that have largely ceased star formation. Those answers could illuminate not just when galaxies like ours transition into stellar deserts, but why.

Co-authors on the paper are Trystyn Berg, research fellow at the Herzberg Astronomy and Astrophysics Research Centre in British Columbia; Yakov Faerman, a UW postdoctoral researcher in astronomy; Benjamin Oppenheimer, a research fellow at the University of Colorado Boulder; Rongmon Bordoloi, assistant professor of physics at North Carolina State University; and Sara Ellison, professor of physics and astronomy at the University of Victoria. The research was funded by NASA and the National Science Foundation.
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Loneliness linked to higher risk of heart disease and stroke and susceptibility to infection | ScienceDaily
Interactions with friends and family may keep us healthy because they boost our immune system and reduce our risk of diseases such as heart disease, stroke and type 2 diabetes, new research suggests.


						
Researchers from the UK and China drew this conclusion after studying proteins from blood samples taken from over 42,000 adults recruited to the UK Biobank. Their findings are published today in the journal Nature Human Behaviour.

Social relationships play an important role in our wellbeing. Evidence increasingly demonstrates that both social isolation and loneliness are linked to poorer health and an early death. Despite this evidence, however, the underlying mechanisms through which social relationships impact health remain elusive.

One way to explore biological mechanisms is to look at proteins circulating in the blood. Proteins are molecules produced by our genes and are essential for helping our bodies function properly. They can also serve as useful drug targets, allowing researchers to develop new treatments to tackle diseases.

A team led by scientists at the University of Cambridge, UK, and Fudan University, China, examined the 'proteomes' -- the suite of proteins -- in blood samples donated by over 42,000 adults aged 40-69 years who are taking part in the UK Biobank. This allowed them to see which proteins were present in higher levels among people who were socially isolated or lonely, and how these proteins were connected to poorer health.

The team calculated social isolation and loneliness scores for individuals. Social isolation is an objective measure based on, for example, whether someone lives alone, how frequently they have contact with others socially, and whether they take part in social activities. Loneliness, on the other hand, is a subjective measure based on whether an individual feels lonely.

When they analysed the proteomes and adjusted for factors such as age, sex and socioeconomic background, the team found 175 proteins associated with social isolation and 26 proteins associated with loneliness (though there was substantial overlap, with approximately 85% of the proteins associated with loneliness being shared with social isolation). Many of these proteins are produced in response to inflammation, viral infection and as part of our immune responses, as well as having been linked to cardiovascular disease, type 2 diabetes, stroke, and early death.




The team then used a statistical technique known as Mendelian randomization to explore the causal relationship between social isolation and loneliness on the one hand, and proteins on the other. Using this approach, they identified five proteins whose abundance was caused by loneliness.

Dr Chun Shen from the Department of Clinical Neurosciences at the University of Cambridge and the Institute of Science and Technology for Brain-Inspired Intelligence, Fudan University, said: "We know that social isolation and loneliness are linked to poorer health, but we've never understood why. Our work has highlighted a number of proteins that appear to play a key role in this relationship, with levels of some proteins in particular increasing as a direct consequence of loneliness.

Professor Jianfeng Feng from the University of Warwick said: "There are more than 100,000 proteins and many of their variants in the human body. AI and high throughput proteomics can help us pinpoint some key proteins in prevention, diagnosis, treatment and prognosis in many human diseases and revolutionise the traditional view of human health.

"The proteins we've identified give us clues to the biology underpinning poor health among people who are socially isolated or lonely, highlighting why social relationships play such an important part in keeping us healthy."

One of the proteins produced in higher levels as a result of loneliness was ADM. Previous studies have shown that this protein plays a role in responding to stress and in regulating stress hormones and social hormones such as oxytocin -- the so-called 'love hormone' -- which can reduce stress and improve mood.

The team found a strong association between ADM and the volume of the insula, a brain hub for interoception, our ability to sense what's happening inside our body -- the greater the ADM levels, the smaller the volume of this region. Higher ADM levels were also linked to lower volume of the left caudate, a region involved in emotional, reward, and social processes. In addition, higher levels of ADM were linked to increased risk of early death.

Another of the proteins, ASGR1, is associated with higher cholesterol and an increased risk of cardiovascular disease, while other identified proteins play roles in the development of insulin resistance, atherosclerosis ('furring' of the arteries) and cancer progression, for example.

Professor Barbara Sahakian from the Department of Psychiatry at the University of Cambridge said: "These findings drive home the importance of social contact in keeping us well. More and more people of all ages are reporting feeling lonely. That's why the World Health Organization has described social isolation and loneliness as a 'global public health concern'. We need to find ways to tackle this growing problem and keep people connected to help them stay healthy."

The research was supported by the National Natural Sciences Foundation of China, China Postdoctoral Science Foundation, Shanghai Rising-Star Program, National Key R&D Program of China, Shanghai Municipal Science and Technology Major Project, 111 Project, Shanghai Center for Brain Science and Brain-Inspired Technology, and Zhangjiang Lab.
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Some bacteria evolve like clockwork with the seasons | ScienceDaily
Like Bill Murray in the movie "Groundhog Day," bacteria species in a Wisconsin lake are in a kind of endless loop that they can't seem to shake. Except in this case, it's more like Groundhog Year.


						
According to a new study in Nature Microbiology, researchers found that through the course of a year, most individual species of bacteria in Lake Mendota rapidly evolved, apparently in response to dramatically changing seasons. Gene variants would rise and fall over generations, yet hundreds of separate species would return, almost fully, to near copies of what they had been genetically prior to a thousand or so generations of evolutionary pressures. (Individual microbes have lifespans of only a few days -- not whole seasons -- so the scientists' work involved comparing bacterial genomes to examine changes in species over time.) This same seasonal change played out year after year, as if evolution was a movie run back to the beginning each time and played over again, seemingly getting nowhere.

"I was surprised that such a large portion of the bacterial community was undergoing this type of change," said Robin Rohwer, a postdoctoral researcher at The University of Texas at Austin in the lab of co-author Brett Baker. "I was hoping to observe just a couple of cool examples, but there were literally hundreds."

Rohwer led the research, first as a doctoral student working with Trina McMahon at the University of Wisconsin-Madison and then at UT.

Lake Mendota changes greatly from season to season -- during the winter, it's covered in ice, and during the summer, it's covered in algae. Within the same bacterial species, strains that are better adapted to one set of environmental conditions will outcompete other strains for a season, while other strains will get their chance to shine during different seasons.

The team used a one-of-a-kind archive of 471 water samples collected over 20 years from Lake Mendota by McMahon, Rohwer and other UW-Madison researchers as part of National Science Foundation-funded long-term monitoring projects. For each water sample, they assembled a metagenome, all of the genetic sequences from fragments of DNA left behind by bacteria and other organisms. This resulted in the longest metagenome time series ever collected from a natural system.

"This study is a total game changer in our understanding of how microbial communities change over time," Baker said. "This is just the beginning of what these data will tell us about microbial ecology and evolution in nature."

This archive also revealed longer-lasting genetic changes.




In 2012, the lake experienced unusual conditions: The ice cover melted early, the summer was hotter and drier than usual, the flow of water from a river that feeds into the lake dwindled, and algae, which are an important source of organic nitrogen for bacteria, were more scarce than usual. As Rohwer and the team discovered, many of the bacteria in the lake that year experienced a major shift in genes related to nitrogen metabolism, possibly due to the scarcity of algae.

"I thought, out of hundreds of bacteria, I might find one or two with a long-term shift," Rohwer said. "But instead, 1 in 5 had big sequence changes that played out over years. We were only able to dig deep into one species, but some of those other species probably also had major gene changes."

Climate scientists predict more extreme weather events -- like the hot, dry summer experienced at Lake Mendota in 2012 -- for the midwestern U.S. during the coming years.

"Climate change is slowly shifting the seasons and average temperatures, but also causing more abrupt, extreme weather events," Rohwer said. "We don't know exactly how microbes will respond to climate change, but our study suggests they will evolve in response to both these gradual and abrupt changes."

Unlike another famous bacterial evolution experiment at UT, the Long-Term Evolution Experiment, Rohwer and Baker's study involved bacterial evolution under complex and constantly changing conditions in nature. The researchers used the supercomputing resources at the Texas Advanced Computing Center (TACC) to reconstruct bacterial genomes from short sequences of DNA in the water samples. The same work that took a couple of months to complete at TACC would have taken 34 years with a laptop computer, Rohwer estimated, involving over 30,000 genomes from about 2,800 different species.

"Imagine each species' genome is a book, and each little DNA fragment is a sentence," Rohwer said. "Each sample has hundreds of books, all cut up into these sentences. To reassemble each book, you have to figure out which book each sentence came from and put them back together in order."

Other co-authors of the new study are Mark Kirkpatrick at UT; Sarahi Garcia of Carl von Ossietzky University of Oldenburg (Germany) and Stockholm University; and Matthew Kellom of the U.S. Department of Energy's Joint Genome Institute.




This is one of two related papers publishing in the journal; the companion paper focuses on the ecology and evolution of viruses from the same lake samples.

Support for this research was provided in part by the U.S. National Science Foundation, U.S. National Institutes of Health, the Office of Science of the U.S. Department of Energy, U.S. Department of Agriculture, the Simons Foundation and the E. Michael and Winona Foster-WARF Wisconsin Idea Graduate Fellowship in Microbiology.
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Breakthrough for 'smart cell' design | ScienceDaily
Rice University bioengineers have developed a new construction kit for building custom sense-and-respond circuits in human cells. The research, published in the journal Science, represents a major breakthrough in the field of synthetic biology that could revolutionize therapies for complex conditions like autoimmune disease and cancer.


						
"Imagine tiny processors inside cells made of proteins that can 'decide' how to respond to specific signals like inflammation, tumor growth markers or blood sugar levels," said Xiaoyu Yang, a graduate student in the Systems, Synthetic and Physical Biology Ph.D. program at Rice who is the lead author on the study. "This work brings us a whole lot closer to being able to build 'smart cells' that can detect signs of disease and immediately release customizable treatments in response."

The new approach to artificial cellular circuit design relies on phosphorylation -- a natural process cells use to respond to their environment that features the addition of a phosphate group to a protein. Phosphorylation is involved in a wide range of cellular functions, including the conversion of extracellular signals into intracellular responses -- e.g., moving, secreting a substance, reacting to a pathogen or expressing a gene.

In multicellular organisms, phosphorylation-based signaling often involves a multistage, cascading effect like falling dominoes. Previous attempts at harnessing this mechanism for therapeutic purposes in human cells have focused on re-engineering native, existing signaling pathways. However, the complexity of the pathways makes them difficult to work with, so applications have remained fairly limited.

Thanks to Rice researchers' new findings, however, phosphorylation-based innovations in "smart cell" engineering could see a significant uptick in the coming years. What enabled this breakthrough was a shift in perspective:

Phosphorylation is a sequential process that unfolds as a series of interconnected cycles leading from cellular input (i.e. something the cell encounters or senses in its environment) to output (what the cell does in response). What the research team realized -- and set out to prove -- was that each cycle in a cascade can be treated as an elementary unit, and these units can be linked together in new ways to construct entirely novel pathways that link cellular inputs and outputs.

"This opens up the signaling circuit design space dramatically," said Caleb Bashor, an assistant professor of bioengineering and biosciences and corresponding author on the study. "It turns out, phosphorylation cycles are not just interconnected but interconnectable -- this is something that we were not sure could be done with this level of sophistication before.




"Our design strategy enabled us to engineer synthetic phosphorylation circuits that are not only highly tunable but that can also function in parallel with cells' own processes without impacting their viability or growth rate."

While this may sound straightforward, figuring out the rules for how to build, connect and tune the units -- including the design of intra- and extracellular outputs -- was anything but. Moreover, the fact that synthetic circuits could be built and implemented in living cells was not a given.

"We didn't necessarily expect that our synthetic signaling circuits, which are composed entirely of engineered protein parts, would perform with a similar speed and efficiency as natural signaling pathways found in human cells," Yang said. "Needless to say, we were pleasantly surprised to find that to be the case. It took a lot of effort and collaboration to pull it off."

The do-it-yourself, modular approach to cellular circuit design proved capable of reproducing an important systems-level ability of native phosphorylation cascades, namely amplifying weak input signals into macroscopic outputs. Experimental observations of this effect verified the team's quantitative modelling predictions, reinforcing the new framework's value as a foundational tool for synthetic biology.

Another distinct advantage of the new approach to sense-and-respond cellular circuit design is that phosphorylation occurs rapidly in only seconds or minutes, so the new synthetic phospho-signaling circuits could potentially be programmed to respond to physiological events that occur on a similar timescale. In contrast, many previous synthetic circuit designs were based on different molecular processes such as transcription, which can take many hours to activate.

The researchers also tested the circuits for sensitivity and ability to respond to external signals like inflammatory factors. To prove its translational potential, the team used the framework to engineer a cellular circuit that can detect these factors and could be used to control autoimmune flare-ups and reduce immunotherapy-associated toxicity.

"Our research proves that it is possible to build programmable circuits in human cells that respond to signals quickly and accurately, and it is the first report of a construction kit for engineering synthetic phosphorylation circuits," said Bashor, who also serves as deputy director for the Rice Synthetic Biology Institute, which was launched earlier this year in order to capitalize on Rice's deep expertise in the field and catalyze collaborative research.

Caroline Ajo-Franklin, who serves as institute director, said the study's findings are an example of the transformative work Rice researchers are doing in synthetic biology.

"If in the last 20 years synthetic biologists have learned how to manipulate the way bacteria gradually respond to environmental cues, the Bashor lab's work vaults us forward to a new frontier -- controlling mammalian cells' immediate response to change," said Ajo-Franklin, a professor of biosciences, bioengineering, chemical and biomolecular engineering and a Cancer Prevention and Research Institute of Texas Scholar.
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Researchers discover class of anti-malaria antibodies | ScienceDaily
A novel class of antibodies that binds to a previously untargeted portion of the malaria parasite could lead to new prevention methods, according to a study from researchers at the National Institutes of Health (NIH) published in Science. The most potent of the new antibodies was found to provide protection against malaria parasites in an animal model. The researchers say antibodies in this class are particularly promising because they bind to regions of the malaria parasite not included in current malaria vaccines, providing a potential new tool for fighting this dangerous disease.


						
Malaria is a life-threatening disease caused by Plasmodium parasites, which are spread through the bites of infected mosquitoes. Although malaria is not common in the United States, its global impact is devastating, with 263 million cases and 597,000 deaths estimated by the World Health Organization in 2023. Of the five species of Plasmodium that cause malaria, Plasmodium falciparum is the most common in African countries where the burden of malaria is largest and where young children account for the majority of malaria deaths. Safe and effective countermeasures are critical for reducing the immense burden of this disease.

In recent years, new interventions have been developed against malaria, including vaccines that currently are being rolled out for young children in regions where the disease is prevalent. Anti-malarial monoclonal antibodies (mAbs) are another promising new tool that have been shown to be safe and efficacious against infection with P. falciparum in adults and children in early clinical trials. The anti-malarial mAbs evaluated in trials in malaria-endemic regions target the P. falciparum sporozoite -- the life stage of the parasite that is transmitted from mosquitoes to people. By binding to and neutralizing the sporozoite, the mAbs prevent sporozoites from infecting the liver, where they otherwise develop into blood-stage parasites that infect blood cells and cause disease and death.

The most promising anti-malarial mAbs tested in humans to date bind to a protein on the sporozoite surface called the circumsporozoite protein (PfCSP) at locations near to or containing amino acid repeats in a region called the central repeat region. This portion of PfCSP also is included in the two available malaria vaccines. The researchers in the current study aimed to find mAbs that target new sites on the sporozoite surface.

Led by scientists at NIH's National Institute of Allergy and Infectious Diseases (NIAID), the research team used a novel approach to find new portions -- or epitopes -- on the sporozoite surface where antibodies bind. They isolated human mAbs produced in response to whole sporozoites, rather than to specific parts of the parasite, and then tested the mAbs to see if they could neutralize sporozoites in a mouse model of malaria. One mAb, named MAD21-101, was found to be the most potent, providing protection against P. falciparum infection in mice.

This new mAb binds to an epitope on PfCSP outside of the central repeat region that is conserved -- or similar -- between different strains of P. falciparum. Notably, the epitope, called pGlu-CSP, is exposed only after a specific step in the development of the sporozoite, but it is widely accessible on the sporozoite surface -- a scenario that the researchers say could mean pGlu-CSP would be effective at eliciting a protective immune response if used in a vaccine. As pGlu-CSP is not included in currently used malaria vaccines, mAbs targeting this epitope are unlikely to interfere with the efficacy of these vaccines if the vaccines and mAbs are co-administered. According to the scientists, this could provide an advantage because this new class of antibodies may be suitable to prevent malaria in at-risk infants who have not yet received a malaria vaccine, but may receive one in the future.

Findings from the study will inform future strategies for the prevention of malaria and may facilitate the development of new antibodies and vaccines against the disease, the researchers indicate. The scientists also note that more research is needed to examine the activity and effectiveness of the newly identified antibody class and epitope, according to their paper. The approach used in this study could also aid the development of a new generation of countermeasures against other pathogens, in addition to malaria.
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Oldest-known evolutionary 'arms race' | ScienceDaily
A new study led by researchers at the American Museum of Natural History presents the oldest known example in the fossil record of an evolutionary arms race. These 517-million-year-old predator-prey interactions occurred in the ocean covering what is now South Australia between a small, shelled animal distantly related to brachiopods and an unknown marine animal capable of piercing its shell. Described today in the journal Current Biology, the study provides the first demonstrable record of an evolutionary arms race in the Cambrian.


						
"Predator-prey interactions are often touted as a major driver of the Cambrian explosion, especially with regard to the rapid increase in diversity and abundance of biomineralizing organisms at this time. Yet, there has been a paucity of empirical evidence showing that prey directly responded to predation, and vice versa," said Russell Bicknell, a postdoctoral researcher in the Museum's Division of Paleontology and lead author of the study.

An evolutionary arms race is a process where predators and prey continuously adapt and evolve in response to each other. This dynamic is often described as an arms race because one species' improved abilities lead to the other species improving its abilities in response.

Bicknell and colleagues from the University of New England and Macquarie University -- both in Australia -- studied a large sample of fossilized shells of an early Cambrian tommotiid species, Lapworthella fasciculata, from South Australia. More than 200 of these extremely small specimens, ranging in size from slightly larger than a grain of sand to just smaller than an apple seed, have holes that were likely made by a hole-punching predator -- most likely a kind of soft-bodied mollusk or worm. The researchers analyzed these specimens in relation to their geologic ages, finding an increase in shell wall thickness that coincides with an increase in the number of perforated shells in a short amount of time. This suggests that a microevolutionary arms race was in place, with L. fasciculata finding a way to fortify its shell against predation and the predator, in turn, investing in the ability to puncture its prey despite its ever-bulkier armor.

"This critically important evolutionary record demonstrates, for the first time, that predation played a pivotal role in the proliferation of early animal ecosystems and shows the rapid speed at which such phenotypic modifications arose during the Cambrian Explosion event," Bicknell says.

This research was funded in part by the University of New England, the American Museum of Natural History, and the Australian Research Council (grant #s DP200102005 and DE190101423).
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Zebrafish protein unlocks dormant genes for heart repair | ScienceDaily
Researchers from the Bakkers group at the Hubrecht Institute have successfully repaired damaged mouse hearts using a protein from zebrafish. They discovered that the protein Hmga1 plays a key role in heart regeneration in zebrafish. In mice, this protein was able to restore the heart by activating dormant repair genes without causing side effects, such as heart enlargement. This study, supported by the Dutch Heart Foundation and Hartekind Foundation, marks an important step toward regenerative therapies to prevent heart failure. The findings were published in Nature Cardiovascular Research on January 2, 2025.


						
After a heart attack, the human heart loses millions of muscle cells that cannot regrow. This often leads to heart failure, where the heart struggles to pump blood effectively. Unlike humans, zebrafish grow new heart muscle cells: they have a regenerative capacity. When a zebrafish heart is damaged, it can fully restore its function within 60 days. "We don't understand why some species can regenerate their hearts after injury while others cannot," explains Jeroen Bakkers, the study's leader. "By studying zebrafish and comparing them to other species, we can uncover the mechanisms of heart regeneration. This could eventually lead to therapies to prevent heart failure in humans."

A protein that repairs damage

The research team identified a protein that enables heart repair in zebrafish. "We compared the zebrafish heart to the mouse heart, which, like the human heart, cannot regenerate," says Dennis de Bakker, the study's first author. "We looked at the activity of genes in damaged and healthy parts of the heart," he explains. "Our findings revealed that the gene for the Hmga1 protein is active during heart regeneration in zebrafish but not in mice. This showed us that Hmga1 plays a key role in heart repair." Typically, the Hmga1 protein is important during embryonic development when cells need to grow a lot. However, in adult cells, the gene for this protein is turned off.

Clearing 'roadblocks'

The researchers investigated how the Hmga1 protein works. "We discovered that Hmga1 removes molecular 'roadblocks' on chromatin," explains Mara Bouwman, co-first author. Chromatin is the structure that packages DNA. When it is tightly packed, genes are inactive. When it unpacks, genes can become active again. "Hmga1 clears the way, so to say, allowing dormant genes to get back to work," she adds.

From fish to mammals

To test if the protein works similarly in mammals, the researchers applied it locally to damaged mouse hearts. "The results were remarkable: the Hmga1 protein stimulated heart muscle cells to divide and grow, significantly improving heart function," says Bakkers. Surprisingly, cell division occurred only in the damaged area -- precisely where repair was needed. "There were no adverse effects, such as excessive growth or an enlarged heart. We also didn't see any cell division in healthy heart tissue," Bouwman emphasizes. "This suggests that the damage itself sends a signal to activate the process."




The team then compared the activity of the Hmga1 gene in zebrafish, mice, and humans. In human hearts, as in adult mice, the Hmga1 protein is not produced after a heart attack. However, the gene for Hmga1 is present in humans and active during embryonic development. "This provides a foundation for gene therapies that could unlock the heart's regenerative potential in humans," Bakkers explains.

What's next?

These findings open doors for safe, targeted regenerative therapies, but there is still much work to do. "We need to refine and test the therapy further before it can be brought to the clinic," says Bakkers. "The next step is to test whether the protein also works on human heart muscle cells in culture. We are collaborating with UMC Utrecht for this, and in 2025, the Summit program (DRIVE-RM) will begin to explore heart regeneration further."

Heart for collaboration

This research brought together scientists from the Hubrecht Institute and beyond. It was conducted as part of the OUTREACH consortium and funded by the Dutch Heart Foundation and Hartekind Foundation. The OUTREACH consortium is a collaboration between research institutes and all academic hospitals involved in treating patients with congenital heart defects in the Netherlands. "Normally, our group only focusses on zebrafish," says Bouwman. "But to understand how our findings could be applied to mammals, we collaborated with the Van Rooij group and Christoffels group (Amsterdam UMC), experts in mouse research. Thanks to the Single Cell Core at the Hubrecht Institute, we were able to study heart regeneration at a detailed level."

"We're very lucky that we were able to set up these collaborations," Bouwman continues. "It allows us to translate discoveries from zebrafish to mice and, hopefully, eventually to humans. We are learning so much from the zebrafish and its remarkable ability to regenerate its heart."
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How does a hula hoop master gravity? Mathematicians prove that shape matters | ScienceDaily
Hula hooping is so commonplace that we may overlook some interesting questions it raises: "What keeps a hula hoop up against gravity?" and "Are some body types better for hula hooping than others?" A team of mathematicians explored and answered these questions with findings that also point to new ways to better harness energy and improve robotic positioners.


						
The results are the first to explain the physics and mathematics of hula hooping.

"We were specifically interested in what kinds of body motions and shapes could successfully hold the hoop up and what physical requirements and restrictions are involved," explains Leif Ristroph, an associate professor at New York University's Courant Institute of Mathematical Sciences and the senior author of the paper, which appears in the Proceedings of the National Academy of Sciences.

To answer these questions, the researchers replicated, in miniature, hula hooping in NYU's Applied Mathematics Laboratory. They tested different shapes and motions in a series of experiments on robotic hula hoopers using 3D-printed bodies of different shapes (e.g., cylinders, cones, hourglass shapes) to represent human forms at one-tenth the size. These shapes were driven to gyrate by a motor, replicating the motions we take when hula hooping. Hoops approximately 6 inches in diameter were launched on these bodies, with high-speed video capturing the movements.

The results showed that the exact form of the gyration motion or the cross-section shape of the body (circle versus ellipse) wasn't a factor in hula hooping.

"In all cases, good twirling motions of the hoop around the body could be set up without any special effort," Ristroph explains.

However, keeping a hoop elevated against gravity for a significant period of time was more difficult, requiring a special "body type" -- one with a sloping surface as "hips" to provide the proper angle for pushing up the hoop and a curvy form as a "waist" to hold the hoop in place.




"People come in many different body types -- some who have these slope and curvature traits in their hips and waist and some who don't," notes Ristroph. "Our results might explain why some people are natural hoopers and others seem to have to work extra hard."

The paper's authors conducted mathematical modeling of these dynamics to derive formulas that explained the results -- calculations that could be used for other purposes.

"We were surprised that an activity as popular, fun, and healthy as hula hooping wasn't understood even at a basic physics level," says Ristroph. "As we made progress on the research, we realized that the math and physics involved are very subtle, and the knowledge gained could be useful in inspiring engineering innovations, harvesting energy from vibrations, and improving in robotic positioners and movers used in industrial processing and manufacturing."

The paper's other authors were Olivia Pomerenk, an NYU doctoral student, and Xintong Zhu, an NYU undergraduate at the time of the study.

The work was supported by a grant from the National Science Foundation (DMS-1847955).
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Study finds physical activity reduces chronic disease risk | ScienceDaily
University of Iowa researchers are recommending all patients be surveyed about their physical activity levels, after a new study underscores the link between physical activity and chronic disease.


						
The study, led by Lucas Carr, associate professor in the Department of Health and Human Physiology, examined responses from more than 7,000 patients at University of Iowa Health Care Medical Center who noted their level of physical activity in a questionnaire.

From patients' answers to the questionnaire, the researchers found that those who reported the highest level of physical activity -- meaning they exercised moderately to vigorously at least 150 minutes per week -- were at statistically significant lower risk of having 19 chronic conditions, including cardiovascular disease, cancer, respiratory disease, and diabetes.

The findings further suggest patients who are least active -- meaning they reported little to no exercise in a given week -- are at increased risk to develop a chronic disease.

Based on those results, the Iowa researchers also recommend health care systems provide information on health and wellness services for physically inactive patients who are at most risk.

"In our health care environment, there's no easy pathway for a doctor to be reimbursed for helping patients become more physically active," says Carr, the study's corresponding author. "And so, for these patients, many of whom report insufficient activity, we need options to easily connect them with supportive services like exercise prescriptions and/or community health specialists."

Most hospitals in the United States do not ask patients about their physical activity, and no hospital system in the Midwest has done so, according to the researchers. In this study, Carr partnered with Britt Marcussen, a family medicine physician in UI Health Care, to offer the questionnaire to patients visiting for annual wellness exam appointments. The study period was from November 2017 to December 2022.




The Exercise Vital Sign survey, as the questionnaire is called, asked patients two questions that they answered on a tablet:
    	"On average, how many days per week do you engage in moderate to vigorous exercise (like a brisk walk)?" (0-7 days)
    	"On average, how many minutes do you engage in exercise at this level?"

Carr and his team propose making the survey available to all patients.

"This two-question survey typically takes fewer than 30 seconds for a patient to complete, so it doesn't interfere with their visit. But it can tell us a whole lot about that patient's overall health," Carr says.

The researchers also compared results from patients who completed the surveys with more than 33,000 patients who weren't offered the survey in other areas of the hospital. The researchers found patients who took the survey were younger and in better health than the patient population who weren't given the questionnaire, based on analyzing all patients' electronic medical records.

While the link between physical activity and reduced risk of chronic disease has been known, the researchers say the study underscores the value of surveying patients about their physical activity levels.

"We believe this finding is a result of those patients who take the time to come in for annual wellness exams also are taking more time to engage in healthy behaviors, such as being physically active," Carr says.




In a related study, published this month in the Journal of Physical Activity and Health, Carr's team found that when healthcare providers billed for providing exercise counseling to patients, those invoices were reimbursed by insurance providers nearly 95 percent of the time.

"Our findings suggest the recommended physical activity billing codes are reimbursed at a high rate when providers submit them for reimbursement, which reinforces the idea to make physical activity surveys and counseling services available," Carr says.

Cole Chapman, assistant professor in the College of Pharmacy, is the first author on the study. Chapman, who joined the Pharmacy faculty in 2019 after earning bachelor's and doctoral degrees at Iowa, collected and analyzed the data from the patients' electronic medical records.

Marcussen and Mary Schroeder, associate professor in the Department of Pharmacy Practice and Science in the College of Pharmacy, are study co-authors.
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Study reveals that sleep prevents unwanted memories from intruding | ScienceDaily
The link between poor sleep and mental health problems could be related to deficits in brain regions that keep unwanted thoughts out of mind, according to research from the University of East Anglia (UEA).


						
Sleep problems play an important role in the onset and maintenance of many mental health problems, but the reason for this link is elusive.

A new study, published in Proceedings of the National Academy of Sciences (PNAS), offers fresh insight into the cognitive and neural mechanisms underlying the connection between sleep and mental health. These findings could support the development of novel treatments and prevention strategies for mental health problems such as depression and anxiety.

Dr Marcus Harrington, a Lecturer in UEA's School of Psychology, is lead author of the paper 'Memory control deficits in the sleep-deprived human brain'. He worked with colleagues at the universities of York, Cambridge, Sussex, and Queen's University (Canada).

Functional neuroimaging was used to reveal for the first time that deficits in memory control after sleep deprivation are related to difficulties in engaging brain regions that support the inhibition of memory retrieval, and that the overnight rejuvenation of these brain regions is associated with rapid eye movement (REM) sleep.

Dr Harrington said: "Memories of unpleasant experiences can intrude into conscious awareness, often in response to reminders.

"While such intrusive memories are an occasional and momentary disturbance for most people, they can be recurrent, vivid and upsetting for individuals suffering from mental health disorders such as depression, anxiety and post-traumatic stress disorder.




"Given that memories play a central role in our affective perception of the external world, memory control failures may go a long way towards explaining the relationship between sleep loss and emotional dysregulation.

"A better understanding of the mechanisms that precipitate the occurrence of intrusive memories is vital to improving emotional wellbeing and reducing the global burden of mental illness."

Eighty-five healthy adults attempted to suppress unwanted memories while images of their brain were taken using functional MRI. Half of the participants enjoyed a restful night of sleep in the sleep lab before the task, whereas the other half stayed awake all night.

During memory suppression, the well-rested participants showed more activation in the right dorsolateral prefrontal cortex -- a brain region that controls thoughts, actions, and emotions -- compared to those who stayed awake all night. The rested participants also showed reduced activity in the hippocampus -- a brain region involved in memory retrieval -- during attempts to suppress unwanted memories.

Among the participants who slept in the lab, those who spent more time in REM sleep were better able to engage the right dorsolateral prefrontal cortex during memory suppression, pointing to a role for REM sleep in restoring prefrontal control mechanisms underpinning the ability to prevent unwanted memories from entering conscious thought.

Dr Harrington said: "Taken together, our findings highlight the critical role of sleep in maintaining control over both our memories and ongoing thoughts."
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Herpes virus might drive Alzheimer's pathology | ScienceDaily
University of Pittsburgh researchers uncovered a surprising link between Alzheimer's disease and herpes simplex virus-1 (HSV-1), suggesting that viral infections may play a role in the disease. The study results are published today in Cell Reports.


						
The study also revealed how tau protein, often viewed as harmful in Alzheimer's, might initially protect the brain from the virus but contribute to brain damage later. These findings could lead to new treatments targeting infections and the brain's immune response.

"Our study challenges the conventional view of tau as solely harmful, showing that it may initially act as part of the brain's immune defense," said senior author Or Shemesh, Ph.D., assistant professor in the Department of Ophthalmology at Pitt. "These findings emphasize the complex interplay between infections, immune responses and neurodegeneration, offering a fresh perspective and potential new targets for therapeutic development."

The scientists identified forms of HSV-1-related proteins in Alzheimer's brain samples, with greater amounts of viral proteins co-localized with tangles of phosphorylated tau -- one of the hallmarks of Alzheimer's disease pathology -- in brain regions especially vulnerable to Alzheimer's across disease stages.

Further studies on miniature models of human brains in a Petri dish suggested that HSV-1 infection could modulate levels of brain tau protein and regulate its function, a protective mechanism that seemed to decrease post-infection death of human neurons.

While the precise mechanisms by which HSV-1 influences tau protein and contributes to Alzheimer's disease are still unknown, Shemesh and his colleagues plan to explore those questions in future research. They aim to test potential therapeutic strategies that target viral proteins or fine-tune the brain's immune response and investigate whether similar mechanisms are involved in other neurodegenerative diseases, such as Parkinson's disease and ALS.

Other authors of the study are Vanesa Hyde, Chaoming Zhou, M.D., Juan Fernandez, Krishnashis Chatterjee, Ph.D., Pururav Ramakrishna, Amanda Lin, Gregory Fisher, Ph.D., Orhan Tunc Celiker, Jill Caldwell, and Leonardo D'Aiuto, Ph.D., all of Pitt; Omer Bender, Ph.D., and Daniel Bar, Ph.D., both of Tel Aviv University; and Peter Joseph Sauer and Jose Lugo-Martinez, Ph.D., both of Carnegie Mellon University.
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Increased wildfire activity may be a feature of past periods of abrupt climate change | ScienceDaily
A new study investigating ancient methane trapped in Antarctic ice suggests that global increases in wildfire activity likely occurred during periods of abrupt climate change throughout the last Ice Age.


						
The study, just published in the journal Nature, reveals increased wildfire activity as a potential feature of these periods of abrupt climate change, which also saw significant shifts in tropical rainfall patterns and temperature fluctuations around the world.

"This study showed that the planet experienced these short, sudden episodes of burning, and they happened at the same time as these other big climate shifts," said Edward Brook, a paleoclimatologist at Oregon State University and a co-author of the study. "This is something new in our data on past climate."

The findings have implications for understanding modern abrupt climate change, said the study's lead author, Ben Riddell-Young, who conducted the research as part of his doctoral studies in OSU's College of Earth, Ocean, and Atmospheric Sciences.

"This research shows that we may not be properly considering how wildfire activity might change as the climate warms and rainfall patterns shift," said Riddell-Young, who is now a postdoctoral scholar at the Cooperative Institute for Research in Environmental Sciences at the University of Colorado, Boulder.

Ice that built up in Antarctica over tens to hundreds of thousands of years contains ancient air bubbles. Scientists use samples of that ice, collected by drilling cores, to analyze the gasses preserved in these bubbles and build records of the Earth's past climate.

Previous research has shown that levels of atmospheric methane, a greenhouse gas, spiked during abrupt climate change periods during the last Ice Age, which ended about 11,000 years ago. These abrupt climate change events, known as Dansgaard-Oeschger and Heinrich events, were associated with rapid regional temperature changes and shifting rainfall patterns, as well as spikes in atmospheric methane. The goal of the study was to try to determine what caused those spikes.




"These spikes were notable because of how quickly the methane levels changed during these periods," Riddell-Young said.

Riddell-Young used samples from the two-mile long Western Antarctic Ice Sheet Divide Ice Core and a replicate core collected with a specialized drill that reenters the core and borehole and collects more ice. The records in those cores date back 67,000 years.

"Because this ice is in a place where the annual snowfall rate is high, the record doesn't go back as far in time as other ice cores, but you get more ice for each year, and you can better see the detail in those years," said Brook, a professor in OSU's College of Earth, Ocean, and Atmospheric Sciences.

Riddell-Young used a system he designed to extract the air from ice samples and then used a mass spectrometer to measure the isotopic composition of the methane, which can indicate the sources of atmospheric methane.

The measured isotopic changes suggest that the spikes in methane were caused by methane emissions from an increase in wildfires globally, Riddell-Young said.

"These fire events were likely one of the cascading impacts resulting from what triggered the abrupt climate change event," he said. "It probably went something like: Ocean currents slowed down or sped up rapidly, the northern hemisphere cooled or warmed rapidly, and then this caused abrupt shifts in tropical rainfall that lead to increased drought and fire."

Past research has suggested that shifts in temperature and tropical rainfall were associated with these abrupt climate change periods, but the new study provides the first good evidence that fire was also a feature of these periods, Brook said.




Additional research is needed to better understand the role these periods of burning may have in climate patterns, Brook said. For example, burning produces atmospheric CO2, another greenhouse gas, which also contributes to climate warming.

"Understanding what this burning really means for the carbon cycle is one of the places the research is headed next," he said.

The research was supported by the National Science Foundation. Additional co-authors are James Lee of the Los Alamos National Laboratory; Jochen Schmitt and Hubertus Fischer of the University of Bern; Thomas Bauska of the British Antarctic Survey; James A. Menking of the Commonwealth Scientific and Industrial Research Organization in Australia; Rene Iseli of the University of Fribourg; and Justin Reid Clark of the University of Colorado, Boulder.
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New method turns e-waste to gold | ScienceDaily
A Cornell University-led research team has developed a method for extracting gold from electronics waste, then using the recovered precious metal as a catalyst for converting carbon dioxide (CO2), a greenhouse gas, to organic materials.


						
The method could provide a sustainable use for some of the approximately 50 million tons of e-waste discarded each year, only 20% of which is recycled, according to Amin Zadehnazari, a postdoctoral researcher in the lab of Alireza Abbaspourrad, professor of food chemistry and ingredient technology.

Zadehnazari synthesized a pair of vinyl-linked covalent organic frameworks (VCOFs) to remove gold ions and nanoparticles from circuit boards in discarded electronic devices. One of his VCOFs was shown to selectively capture 99.9% of the gold and very little of other metals, including nickel and copper, from the devices.

"We can then use the gold-loaded COFs to convert CO2 into useful chemicals," Zadehnazari said. "By transforming CO2 into value-added materials, we not only reduce waste disposal demands, we also provide both environmental and practical benefits. It's kind of a win-win for the environment."

Abbaspourrad is corresponding author and Zadehnazari lead author of "Recycling E-waste Into Gold-loaded Covalent Organic Framework Catalysts for Terminal Alkyne Carboxylation," which published in Nature Communications.

Electronics waste is a literal gold mine: It's estimated that a ton of e-waste contains at least 10 times more gold than a ton of the ore from which gold is extracted. And with an anticipated 80 million metric tons of e-waste by 2030, it's increasingly important to find ways to recover that precious metal.

Traditional methods for recovering gold from e-waste involve harsh chemicals, including cyanide, which pose environmental risks. Zadehnazari's method is achieved without hazardous chemicals, using chemical adsorption -- the adhesion of particles to a surface.

The research made use of the Cornell Center for Materials Research and the Cornell NMR facilities, both of which are funded by the National Science Foundation.
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Gene expression in the human brain: cell types become more specialized, not just more numerous | ScienceDaily
Our brain is arguably the organ that most distinguishes humans from other primates. Its exceptional size, complexity and capabilities far exceed those of any other species on Earth. Yet humans share upwards of 95% of our genome with chimpanzees, our closest living relatives.


						
UC Santa Barbara professor Soojin Yi, in the Department of Ecology, Evolution, and Marine Biology, her doctoral student Dennis Joshy and collaborator Gabriel Santepere, at Hospital del Mar Medical Research Institute in Barcelona, aimed to determine how genes in different types of brain cells have evolved compared to those in chimpanzees. They found that, while our genes code for almost all the same proteins as other apes, many of our genes are much more productive than those of other primates. Their results, published in the Proceedings of the National Academy of Sciences, highlight the role of gene expression in the evolution and function of the human brain.

Interpreting nature's blueprints

Each gene tells a cell to make a specific molecule, but this isn't performed by the DNA itself. Instead, the information is relayed to cellular machinery by a molecule called messenger RNA. Researchers measure gene expression by observing the amount of mRNA a specific gene produces.

As scientists began to understand the role of the genome as life's blueprint, they thought perhaps the human genome could explain our unique traits. But a thorough comparison with chimpanzees in 2005 revealed we share 99% percent of our genes (though scientists have since revised this number). This confirmed earlier studies based on small numbers of genes that had suggested there was only a small difference between the human and chimpanzee genome.

Now biologists suspect that gene expression may underlie these differences. Consider a monarch butterfly. The adult has the same genome as when it was a caterpillar. The incredible differences between the two life stages all come down to gene expression. Turning on and off different genes, or having them code for more or less mRNA, can drastically alter an organism's traits.

Getting a clearer picture

Previous research has found differences in gene expression between humans and chimpanzees, and that human cells tend to have higher gene expression, but the picture was blurry. The brain is made up of many varieties of cells. Traditionally, scientists organized brain cells into two major types: neurons and glial cells. Neurons carry electrochemical signals, a bit like the copper wiring in a building. Glial cells perform most of the other functions, such as insulating the wires, supporting the structure and clearing out debris.




Until recently, scientists could only study bulk tissue samples composed of many different types of cells. But within the past decade, it's become possible to assay cell nuclei one at a time. This allows researchers to distinguish between cell types, and often even subtypes.

Yi, Joshy and Santepere used datasets generated from a device with a very narrow channel to separate each nucleus into its own chamber in an array. Then they grouped the cells by type before performing statistical analysis

The team measured gene expression by observing the amount of mRNA a specific gene produced in humans, chimpanzees and macaques. An upregulated gene produces more mRNA in a given species compared to the others, while a downregulated gene produces less. Comparing chimpanzees and humans to macaques enabled the researchers to tell when differences between the two apes were due to changes in chimpanzees, changes in humans, or both.

The authors recorded differences in the expression of about 5-10% of the 25,000 genes in the study. In general, human cells had more upregulated genes compared to chimpanzees. This is a much larger percentage than researchers found when they couldn't break down the analysis by cell type. And the percentage grew to 12-15% when the authors began to consider cell subtypes.

"Now we can see that individual cell types have their own evolutionary path, becoming really specialized," Yi said.

Not just neurons

The intricacy of our neural pathways is unrivaled in the animal kingdom, however Yi suspects that our unique intellect isn't a result of this on its own. Human glial cells account for more than half of the cells in our brains, a much larger percentage than in even chimpanzees.




Among glial cells, oligodendrocytes showed the greatest differences in gene expression. These cells create the insulation that coats neurons, enabling their electrical signals to travel much more quickly and efficiently. In a collaborative study published the previous year, the team observed that humans have a higher ratio of precursor versus mature oligodendrocytes compared with chimpanzees. Yi suspects this may relate to the amazing neural plasticity and slow development of human brains.

"The increased complexity of our neural network probably didn't evolve alone," Yi said. "It could not come to existence unless all these other cell types also evolved and enabled the expansion of the neuron diversity, the number of neurons and the complexity of the networks."

This study only considered cells from a few regions of the brain; however, the cells in one area of the brain may differ from their counterparts in other areas. Yi plans to study the mechanisms behind differences in gene expression and how genes map to different traits.

She also plans to trace differential gene expression even earlier in our evolutionary history by incorporating baselines from even more distantly related animals. And she's interested in studying genomic differences between us and other archaic humans, like Neanderthals and Denisovans.

Evolution is about more than merely changing genes. "Differential gene expression is really how human brains evolved," Yi said.
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Newborn brain circuit stabilizes gaze | ScienceDaily
An ancient brain circuit, which enables the eyes to reflexively rotate up as the body tilts down, tunes itself early in life as an animal develops, a new study finds.


						
Led by researchers at NYU Grossman School of Medicine, the study revolves around how vertebrates, which includes humans and animals spanning evolution from primitive fish to mammals, stabilize their gaze as they move. To do so they use a brain circuit that turns any shifts in orientation sensed by the balance (vestibular) system in their ears into an instant counter-movement by their eyes.

Called the vestibulo-ocular reflex, the circuit enables the stable perception of surroundings. When it is broken -- by trauma, stroke, or a genetic condition -- a person may feel like the world bounces around every time their head or body moves. In adult vertebrates, it and other brain circuits are tuned by feedback from the senses (vision and balance organs). The current study authors were surprised to find that, in contrast, sensory input was not necessary for maturation of the reflex circuit in newborns.

Published online January 2 in the journal Science, the study featured experiments done in zebrafish larvae, which have a similar gaze stabilizing reflex to the one in humans. Further, zebrafish are transparent, so researchers litterally watched brain cells called neurons mature to understand the changes that let a newborn fish rotate its eyes up appropriately as its body tilts down (or its eyes down as its body tilts up).

"Discovering how vestibular reflexes come to be may help us find new ways to counter pathologies that affect balance or eye movements," says study senior author David Schoppik, PhD, associate professor in the Departments of Otolaryngology -- Head & Neck Surgery, Neuroscience & Physiology, and the Neuroscience Institute, at NYU Langone Health.

Split-Second Tilts

To test the long-held assumption that the reflex is tuned by visual feedback, the research team invented an apparatus to elicit the reflex by tilting and monitoring the eyes of zebrafish that were blind since birth. The team observed that the ability of the fish to counterrotate their eyes after tilt was comparable to larvae that could see.




Although past studies established that sensory input helps animals learn to move properly in their environment, the new work suggests that such tuning of the vestibulo-ocular reflex comes into play only after the reflex has fully matured. Remarkably, another set of experiments showed that the reflex circuit also reaches maturity during development without input from a gravity-sensing vestibular organ called the utricle.

Because the vestibulo-ocular reflex could mature without sensory feedback, the researchers theorized that the slowest-maturing part of the brain circuit must set the pace for the development of the reflex. To find the rate-limiting part, the research team measured the response of neurons throughout development as they gave zebrafish split-second body tilts.

The researchers found that central and motor neurons in the circuit showed mature responses before the reflex had finished developing. Consequently, the slowest part of the circuit to mature could not be in the brain as long assumed, but was found instead to be at the neuromuscular junction -- the signaling space between motor neurons and the muscle cells that move the eye. A series of experiments revealed that only the pace of maturation of the junction matched the rate at which fish improved their ability to counter-rotate their eyes.

Moving forward, Dr. Schoppik's team is funded to study their newly detailed circuit in the context of human disorders. Ongoing work explores how failures of motor neuron and neuromuscular junction development lead to disorders of the ocular motor system, including a common misalignment of the eyes called strabismus (a.k.a., lazy eye, crossed eyes).

Just upstream of motor neurons in the vestibulo-ocular circuit are interneurons that sculpt incoming sensory information and integrate what the eyes see with balance organs. Another of Dr. Schoppik's grants seeks to better understand how the function of such cells is disrupted as balance circuits develop, with the goal of helping the five percent of children in the U.S. wrestling with some form of balance problem.

"Understanding the basic principles of how vestibular circuits emerge is a prerequisite to solving not only balance problems, but also brain disorders of development," says first study author Paige Leary, PhD. She was a graduate student in Dr. Schoppik's lab who led the study but has since left the institution.

Along with Drs. Schoppik and Leary, study authors from the departments of Otolaryngology -- Head & Neck Surgery, Neuroscience & Physiology, and the Neuroscience Institute, at NYU Langone Health included Celine Bellegarda, Cheryl Quainoo, Dena Goldblatt, and Basak Rosti. The work was supported by the National Institutes of Health through National Institute on Deafness and Communication Disorders grants R01DC017489 and F31DC020910, and by National Institute for Neurological Disorders and Stroke grant F99NS129179. The National Science Foundation also supported the study through graduate research fellowship DGE2041775.
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Bats surf storm fronts during continental migration | ScienceDaily
Birds are the undisputed champions of epic travel -- but they are not the only long-haul fliers. A handful of bats are known to travel thousands of kilometers in continental migrations across North America, Europe, and Africa. The behavior is rare and difficult to observe, which is why long-distance bat migration has remained an enigma. Now, scientists from the Max Planck Institute of Animal Behavior (MPI-AB) have studied 71 common noctule bats on their spring migration across the European continent, providing a leap in understanding this mysterious behavior. Ultra-lightweight, intelligent sensors attached to bats uncovered a strategy used by the tiny mammals for travel: they surf the warm fronts of storms to fly further with less energy. The study is published in Science.


						
"The sensor data are amazing!" says first author Edward Hurme, a postdoctoral researcher at MPI-AB and the Cluster of Excellence Collective Behaviour at the University of Konstanz. "We don't just see the path that bats took, we also see what they experienced in the environment as they migrated. It's this context that gives us insight into the crucial decisions that bats made during their costly and dangerous journeys."

Using novel sensor technology, the study examined a portion of the total migration of noctules, which scientists estimate to be around 1600-kilometers. "We are still far from observing the complete yearly cycle of long-distance bat migration," says Hurme. "The behavior is still a black box, but at least we have a tool that has shed some light."

The study's tracking device was developed by engineers at MPI-AB. Weighing only five percent of the bat's total body mass, the tiny tag includes multiple sensors that recorded activity levels of bats and temperature of the surrounding air. Normally, scientists would need to find tagged animals and be close enough to download such detailed data. But the study's tag compressed the data, totaling 1440 daily sensor measurements, into a 12-byte message that was transmitted via a novel long-range network. "The tags communicate with us from wherever the bats are because they have coverage across Europe much like a cell phone network," says senior author Timm Wild, who led the development of the ICARUS-TinyFoxBatt tag in his Animal-borne Sensor Networks group at MPI-AB.

The team deployed the tags on common noctules, a bat that is wide-spread in Europe and one of only four bat species known to migrate across the continent. Every spring for three years, the scientists attached tags on common noctules in Switzerland, focusing exclusively on females which are more migratory than males. Females spend summers in northern Europe and winters in a range of southerly locations where they hibernate until spring.

The tags collected data for up to four weeks as the female noctules migrated back northeast, revealing trajectories far more variable than previously thought. "There is no migration corridor," says senior author Dina Dechmann from MPI-AB. "We had assumed that bats were following a unified path, but we now see they are moving all over the landscape in a general northeast direction."

The scientists teased apart the data to distinguish hour-long feeding flights from the much longer migratory flights, finding that noctules can migrate almost 400 kilometers in a single night -- breaking the known record for the species. Bats alternated their migratory flights with frequent stops, likely because they needed to feed continuously. "Unlike migratory birds, bats don't gain weight in preparation for migration," says Dechmann. "They need to refuel every night, so their migration has a hopping pattern rather than a straight shot."

The authors then detected a striking pattern. "On certain nights, we saw an explosion of departures that looked like bat fireworks," says Hurme. "We needed to figure out what all these bats were responding to on those particular nights."




They found that these migration waves could be explained by changes in weather. Bats left on nights when air pressure dropped and temperature spiked; in other words, the bats left before incoming storms. "They were riding storm fronts, using the support of warm tailwinds," says Hurme. The tag's sensors that measured activity levels further showed that bats used less energy flying on these nights of warm wind, confirming that the tiny mammals were harvesting invisible energy from the environment to power their continental flights. "It was known that birds use wind support during migration, and now we see that bats do too," he adds.

The implications of these findings go beyond biological insight into this understudied behavior. Migratory bats are threatened by human activity, in particular wind turbines which are the cause of frequent collisions. Knowing where bats will be migrating, and when, could help to prevent deaths.

"Before this study, we didn't know what triggered bats to start migrating," says Hurme. "More studies like this will pave the way for a system to forecast bat migration. We can be stewards of bats, helping wind farms to turn off their turbines on nights when bats are streaming through. This is just a small glimpse of what we will find if we all keep working to open that black box."
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Detecting disease with only a single molecule | ScienceDaily
UC Riverside scientists have developed a nanopore-based tool that could help diagnose illnesses much faster and with greater precision than current tests allow, by capturing signals from individual molecules. 


						
Since the molecules scientists want to detect -- generally certain DNA or protein molecules -- are roughly one-billionth of a meter wide, the electrical signals they produce are very small and require specialized detection instruments. 

"Right now, you need millions of molecules to detect diseases. We're showing that it's possible to get useful data from just a single molecule," said Kevin Freedman, assistant professor of bioengineering at UCR and lead author of a paper about the tool in Nature Nanotechnology. "This level of sensitivity could make a real difference in disease diagnostics." 

Freedman's lab aims to build electronic detectors that behave like neurons in the brain and can retain memories: specifically, memories of which molecules previously passed through the sensor. To do this, the UCR scientists developed a new circuit model that accounts for small changes to the sensor's behavior.  

At the core of their circuit is a nanopore--a tiny opening through which molecules pass one at a time. Biological samples are loaded into the circuit along with salts, which dissociate into ions. 

If protein or DNA molecules from the sample pass through the pore, this reduces the flow of ions that can pass. "Our detector measures the reduction in flow caused by a protein or bit of DNA passing through and blocking the passage of ions," Freedman said. 

To analyze the electrical signals generated by the ions, Freedman suggests, the system needs to account for the likelihood that some molecules may not be detected as they pass through the nanopore.  

What distinguishes this discovery is that the nanopore is not just a sensor but itself acts as a filter, reducing background noise from other molecules in a sample that could obscure critical signals. 




Traditional sensors require external filters to remove unwanted signals, and these filters can accidentally remove valuable information from the samples. Freedman's approach ensures that each molecule's signal is preserved, boosting accuracy for diagnostic applications.

Freedman envisions the device being used to develop a small, portable diagnostic kit--no larger than a USB drive--that could detect infections in the earliest stages. While today's tests may not register infections for several days after exposure, nanopore sensors could detect infections within 24 to 48 hours. This capability would provide a significant advantage for fast-spreading diseases, enabling earlier intervention and treatment.

"Nanopores offer a way to catch infections sooner--before symptoms appear and before the disease spreads," Freedman said. "This kind of tool could make early diagnosis much more practical for both viral infections and chronic conditions."

In addition to diagnostics, the device holds promise for advancing protein research. Proteins perform essential roles in cells, and even slight changes in their structure can affect health. Current diagnostic tools struggle to tell the difference between healthy and disease-causing proteins because of their similarities. The nanopore device, however, can measure subtle differences between individual proteins, which could help doctors design more personalized treatments.

The research also brings scientists closer to achieving single molecule protein sequencing, a long-sought goal in biology. While DNA sequencing reveals genetic instructions, protein sequencing provides insight into how those instructions are expressed and modified in real time. This deeper understanding could lead to earlier detection of diseases and more precise therapies tailored to each patient.

"There's a lot of momentum toward developing protein sequencing because it will give us insights we can't get from DNA alone," Freedman said. "Nanopores allow us to study proteins in ways that weren't possible before." 

Nanopores are the focus of a funded research grant that Freedman was awarded by the National Human Genome Research Institute in which his team will attempt to sequence single proteins. This work builds on Freedman's previous research on refining the use of nanopores for sensing molecules, viruses, and other nanoscale entities. He sees these advances as a sign of how molecular diagnostics and biological research may shift in the future.




"There's still a lot to learn about the molecules driving health and disease," Freedman said. "This tool moves us one step closer to personalized medicine."

Freedman expects that nanopore technology will soon become a standard feature in both research and healthcare tools. As the devices become more affordable and accessible, they could find a place in everyday diagnostic kits used at home or in clinics.

"I'm confident that nanopores will become part of everyday life," Freedman said. "This discovery could change how we'll use them moving forward."
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        Using robots in nursing homes linked to higher employee retention, better patient care
        Facing high employee turnover and an aging population, nursing homes have increasingly turned to robots to complete a variety of care tasks, but few researchers have explored how these technologies impact workers and the quality of care. A new study on the future of work finds that robot use is associated with increased employment and employee retention, improved productivity and a higher quality of care.

      

      
        What is the average wait time to see a neurologist in US?
        Older people wait an average of just over a month to see a neurologist for specialty care after being referred by their primary care physician or another physician, according to a new study. The study, which looked at people who have Medicare insurance, also found some people wait more than three months to see a neurologist.

      

      
        AI predicts cancer prognoses, responses to treatment
        A new artificial intelligence tool combines data from medical images with text to predict cancer prognoses and treatment responses.

      

      
        Tumor-secreted protein may hold the key to better treatments for deadly brain tumor
        A study has found targeting a protein called endocan and its related signaling pathway could be a promising new approach for treating glioblastoma, an aggressive and lethal type of brain cancer.

      

      
        How people make life's biggest decisions
        Some decisions in life are so significant that they have a massive impact on the course of a person's future. Whether it's the decision to emigrate, quit a job, end a long-term relationship, or report a sexual assault, these choices are transformative. They shape personal identities and life trajectories in unpredictable and often irreversible ways. A new conceptual paper offers a framework for understanding and studying these life-changing decisions.

      

      
        AI could improve the success of IVF treatment
        Artificial Intelligence (AI) could help doctors identify follicles that are most likely to lead to the birth of a baby during IVF treatment more precisely than current methods.

      

      
        Preventing clinical depression: Early therapeutic interventions offer protection
        Even individuals whose symptoms do not yet meet the criteria for clinical depression benefit from therapeutic interventions. This conclusion comes from a new meta-study by researchers who analyzed data from 30 studies. Participants who received interventions were significantly less likely to develop clinical depression within the first year.

      

      
        Using AI to predict the outcome of aggressive skin cancers
        Research demonstrates that AI can determine the course and severity of aggressive skin cancers, such as Merkel cell carcinoma (MCC), to enhance clinical decision making by generating personalzsed predictions of treatment specific outcomes for patients and their doctors.

      

      
        The 'red advantage' is no longer true for Olympic combat sports
        Wearing a red outfit in combat sports has been believed to provide an advantage for athletes, but a new study suggests there is no longer any truth in the claim.

      

      
        Intermittent fasting is effective for weight loss and improves cardiovascular health in people with obesity problems
        Scientists have conducted a pioneering study on the benefits of intermittent fasting. Not eating anything from 5 p.m. until 9 a.m. the following day (early fasting) helps to a greater extent to improve blood sugar regulation and reduce abdominal subcutaneous fat, i.e. the fat just under the skin.

      

      
        Study advances possible blood test for early-stage Alzheimer's disease
        Declining blood levels of two molecules that occur naturally in the body track closely with worsening Alzheimer's disease, particularly in women. Levels were found to drop gradually, from women with no signs of memory, disorientation, and slowed thinking to those with early signs of mild cognitive impairment. Decreases were more prominent in women with moderate or severe stages of the disease. Declines in men were evident in only one molecule, revealing a disease-specific difference between the m...

      

      
        A new era in genetic engineering
        Researchers describe minimal versatile genetic perturbation technology (mvGPT). Capable of precisely editing genes, activating gene expression and repressing genes all at the same time, the technology opens new doors to treating genetic diseases and investigating the fundamental mechanisms of how our DNA functions.

      

      
        Elderberry juice shows benefits for weight management, metabolic health
        Elderberry juice may be a potent tool for weight management and enhancing metabolic health, according to a recent study. A clinical trial found that drinking 12 ounces of elderberry juice daily for a week causes positive changes in the gut microbiome and improves glucose tolerance and fat oxidation.

      

      
        Exposure to aircraft noise linked to worse heart function
        People who live close to airports and are exposed to high aircraft noise levels could be at greater risk of poor heart function, increasing the likelihood of heart attacks, life-threatening heart rhythms and strokes, according to a new study.

      

      
        How deep sleep clears a mouse's mind, literally
        A good night's sleep does more than just help you feel rested--it might literally clear your mind. A new study shows how deep sleep may wash away waste buildup in the brain during waking hours, an essential process for maintaining brain health. The findings also offer insights into how sleep aids may disrupt the 'brainwashing' system, potentially affecting cognitive function in the long run.

      

      
        Human 'domainome' reveals root cause of heritable disease
        Unstable proteins are the main drivers of many different heritable diseases, according to a new study, including genetic disorders responsible for the formation of cataracts, and different types of rare neurological, developmental and muscle-wasting diseases. Unstable proteins are more likely to misfold and degrade, causing them to stop working or accumulate in harmful amounts inside cells.

      

      
        Study sheds light on depression in community-dwelling older adults
        Marked variation in the prevalence of depression was found in a multisite sample of community-dwelling older adults in the United States.

      

      
        New AI predicts inner workings of cells
        In the same way that ChatGPT understands human language, a new AI model developed by computational biologists captures the language of cells to accurately predict their activities.

      

      
        Researchers unravel a novel mechanism regulating gene expression in the brain that could guide solutions to circadian and other disorders
        A collaborative effort has shed valuable light on how monoamine neurotransmitters such as serotonin, dopamine, and now histamine help regulate brain physiology and behavior through chemical bonding of these monoamines to histone proteins, the core DNA-packaging proteins of our cells.

      

      
        How electrical synapses fine-tune sensory information for better decisions
        Scientists have taken a major step in understanding how animal brains make decisions, revealing a crucial role for electrical synapses in 'filtering' sensory information. The new research demonstrates how a specific configuration of electrical synapses enables animals to make context-appropriate choices, even when faced with similar sensory inputs.

      

      
        Researchers resolve uncertainty in BRCA2 testing, improving cancer risk assessment and patient care
        Findings from a multi-institutional, international study have significantly advanced the understanding of genetic alterations in the BRCA2 gene, a key player in hereditary cancer risk.

      

      
        Potential new therapeutic targets for Huntington's disease
        A research team has discovered intricate molecular mechanisms driving the RNA processing defects that lead to Huntington's disease and link HD with other neurodegenerative disorders such as amyotrophic lateral sclerosis, frontotemporal lobar dementia and Alzheimer's disease.

      

      
        Signaling circuit interplay pushes newborn neurons out of the neuronal nest
        Scientists have uncovered the intricate circuit cues behind neuronal cell maturation and migration, which is required for proper cognitive function.

      

      
        Cell-based therapy improves outcomes in a pig model of heart attacks
        In a large-animal model study, researchers have found that heart attack recovery is aided by injection of heart muscle cell spheroids derived from human induced pluripotent stem cells, or hiPSCs, that overexpress cyclin D2 and are knocked out for human leukocyte antigen classes I and II. This research used a pig model of heart attacks.

      

      
        Ketamine use on the rise in U.S. adults; new trends emerge
        According to a new study, ketamine use has risen significantly since 2015. The results highlight the need for closer monitoring of recreational ketamine use.

      

      
        Morning coffee may protect the heart better than all-day coffee drinking
        People who drink coffee in the morning have a lower risk of dying from cardiovascular disease and a lower overall mortality risk compared to all-day coffee drinkers, according to new research.

      

      
        How our cells dispose of waste and ways to control it
        Cells degrade components that are no longer needed through autophagy. New results show that a weak molecular interaction is essential for this process. By modifying this interaction, it is possible to artificially trigger autophagy, which could then enable the degradation of deposits in neurodegenerative diseases such as Alzheimer's, or support cancer therapies.

      

      
        Study challenges traditional risk factors for brain health in the oldest-old
        A study has found cardiovascular conditions such as high blood pressure and diabetes, which are known to contribute to brain blood vessel damage in younger populations, not to be associated with an increased risk of such harm in individuals 90 and older.

      

      
        Predicting the progression of autoimmune disease with AI
        Knowing who may progress along the disease pathway is critical for early diagnosis and intervention, improved treatment and better disease management, according to a team that has developed a new method to predict the progression of autoimmune disease among those with preclinical symptoms. The team used artificial intelligence (AI) to analyze data from electronic health records and large genetic studies of people with autoimmune disease to come up with a risk prediction score. When compared to ex...

      

      
        Advancements in neural implant research enhance durability
        Neural implants contain integrated circuits (ICs) -- commonly called chips -- built on silicon. These implants need to be small and flexible to mimic circumstances inside the human body. However, the environment within the body is corrosive, which raises concerns about the durability of implantable silicon ICs. A team of researchers address this challenge by studying the degradation mechanisms of silicon ICs in the body and by coating them with soft PDMS elastomers to form body-fluid barriers tha...

      

      
        Scientists advance nanobody technology to combat deadly Ebola virus
        Ebola virus, one of the deadliest pathogens, has a fatality rate of about 50%, posing a serious threat to global health and safety. To address this challenge, researchers have developed the first nanobody-based inhibitors targeting the Ebola virus.

      

      
        Study shows head trauma may activate latent viruses, leading to neurodegeneration
        Researchers have uncovered mechanisms that may link head injuries and concussions to the emergence of neurodegenerative disease, pointing to latent viruses lurking in most of our brains that may be activated by the jolt, leading to inflammation and accumulating damage over time. The results suggest the use of antiviral drugs as potential early preventive treatments post-head injury.

      

      
        Your work habits may be threatening your sleep
        A new study examined data from more than 1,000 workers over a 10-year period. Sedentary workers experience a 37% increase in insomnia-like symptoms. Employees working nontraditional schedules experience a 66% greater risk of needing 'catch-up sleep.'

      

      
        Overcoming resistance: Researchers find new utility for old antibiotics
        Researchers at discovered a critical vulnerability in drug-resistant bacteria: zinc -- or a lack thereof.

      

      
        Study finds chemotherapy antidote could improve recovery after chemotherapy-induced kidney toxicity
        An FDA-approved medication called glucarpidase could serve as an antidote to kidney toxicity in patients receiving the chemotherapy drug methotrexate (MTX), according to a new study. Using data from 28 major U.S. cancer centers, the researchers examined the association between glucarpidase treatment -- which rapidly clears MTX from the blood -- and outcomes of patients with MTX-induced acute kidney injury (AKI). They found that patients who received glucarpidase had significantly higher chances o...

      

      
        Ultrasound enhances early pregnancy care, cuts emergency visits by 81%
        A research team found that implementing point-of-care ultrasounds (POCUS) to assess the viability and gestational age of pregnancies in the first trimester enhanced care for pregnant patients and cut emergency visits by 81% for non-miscarrying patients.

      

      
        These 11 genes may help us better understand forever chemicals' effects on the brain
        A new study has identified 11 genes that may hold the key to understanding the brain's response to these pervasive chemicals commonly found in everyday items.

      

      
        Microplastics widespread in seafood people eat
        The tiny particles that shed from clothing, packaging and other plastic products are winding up in the fish that people eat, highlighting a need for technologies and strategies to reduce microfiber pollution entering the environment.

      

      
        Efforts to reduce kids' screen time weakened by unequal access to green space
        When children have a place to play outside, programs aimed at reducing their screen time use are more successful.

      

      
        'Sandwich carers' experience decline in mental and physical health
        People who care for both their children and older family members -- also known as 'sandwich carers' -- suffer from deterioration in both their mental and physical health over time, finds a new study.

      

      
        Mixed signals: How the brain interprets social cues
        Researchers have found that smell and sound signals merge in the mouse brain's hearing center, influencing social behaviors like pup retrieval. The discovery may lead to a better understanding of how neurological conditions such as autism affect a person's ability to interpret social cues.

      

      
        Floods linked to rise in US deaths from several major causes
        Over the last 20 years, large floods were associated with up to 24.9 percent higher death rates from major mortality causes in the U.S. compared to normal conditions. A new study demonstrates the sweeping and hidden effects of floods --including floods unrelated to hurricanes, such as those due to heavy rain, snowmelt, or ice jams.

      

      
        Virtual chemistry speeds up drug discovery
        Among the hundreds of thousands of chemical compounds produced by plants, some may hold the key to treating human ailments and diseases. But recreating these complex, naturally occurring molecules in the lab often requires a time-consuming and tedious trial-and-error process. Now, chemists have shown how new computational tools can help them create complex natural compounds in a faster and more streamlined way.

      

      
        Researchers boost chemotherapy uptake in breast cancer treatment with localized magnetic fields
        Researchers have developed a non-invasive method to improve the effectiveness of chemotherapy while reducing its harmful side effects. By applying brief, localized pulses of magnetic fields, the team demonstrated a significant increase in the uptake of doxorubicin (DOX), a widely used chemotherapy drug, into breast cancer cells, with minimal impact on healthy tissues.

      

      
        Neurodegenerative diseases: Membrane anchor suppresses protein aggregation
        Protein aggregation is typical of various neurodegenerative diseases such as Alzheimer's, Parkinson's and prion diseases such as Creutzfeld-Jakob disease. A research team has now used new in vitro and cell culture models to show that a lipid anchor on the outer membrane of nerve cells inhibits the aggregation of the prion protein.

      

      
        Tuberculosis strains resistant to new drugs are transmitted between patients
        Tuberculosis (TB) is the world's biggest infectious disease killer with multidrug-resistant TB (MDR-TB) posing a particular threat to global health. A study shows that resistance to the new MDR-TB treatment regimen recently recommended by the World Health Organization is already spreading between patients.

      

      
        Extended Paxlovid may help some people with long COVID, research suggests
        An extended course of Paxlovid appears to help some patients with long Covid, according to research that suggests this treatment option holds promise for some of those struggling with debilitating symptoms.

      

      
        Acoustic sensors find frequent gunfire on school walking routes
        A new study used acoustic sensors that detect the sound of gunfire to show how often children in one Chicago neighborhood are exposed to gunshots while walking to and from school. Results showed that nearly two-thirds of schools in the Englewood neighborhood of Chicago had at least one gun incident within 400 meters (about one-quarter mile) of where children were walking home during the 2021-22 school year.

      

      
        Risk of domestic abuse increases over time for those exposed to childhood maltreatment
        The risk of experiencing intimate partner violence may accumulate over time among people who experienced childhood maltreatment when they were younger, finds a new study.

      

      
        Lighting up cancer cells with biolasers
        Researchers have developed a way of detecting circulating tumor cells in the bloodstream of pancreatic cancer and lung cancer patients.
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Using robots in nursing homes linked to higher employee retention, better patient care | ScienceDaily
Facing high employee turnover and an aging population, nursing homes have increasingly turned to robots to complete a variety of care tasks, but few researchers have explored how these technologies impact workers and the quality of care.


						
A new study from a University of Notre Dame expert on the future of work finds that robot use is associated with increased employment and employee retention, improved productivity and a higher quality of care. The research has important implications for the workplace and the long-term care industry.

Yong Suk Lee, associate professor of technology, economy and global affairs at Notre Dame's Keough School of Global Affairs, was the lead author for the study, published in Labour Economics. Most studies of robots in the workplace have focused on manufacturing and the industrial sector, but Lee's research broke new ground by analyzing long-term care -- and by looking at the different types of robots used in this setting. Researchers drew on surveys of Japanese nursing homes taken in 2020 and 2022.

"Our research focused on Japan because it is a super-aging society that provides a good example of what the future could entail elsewhere -- a declining population, a growing share of senior citizens and a declining share of working-age people," Lee said. "We need to be ready for this new reality."

In 2022, for instance, more than 57 million U.S. residents were 65 or older, according to the National Council on Aging. The Census Bureau forecasts that by 2050, this number will grow to 88.5 million.

The impact on workers

In a future where there are more senior citizens requiring care, using robots in a targeted fashion could benefit workers and patients alike, Lee said. The study analyzed three types of robots that are increasingly used in assisted living facilities:
    	    Transfer robots, which nurses use to lift, move and rotate patients in beds and around rooms.
    
    	    


Mobility robots, which patients use to move around and to bathe.
    
    	    Monitoring and communication robots, which include technologies such as computer vision and bed sensors that can monitor patient data such as movement and share it with care providers.
    

"We found that robot adoption complements care workers by reducing quit rates," Lee said. "This is important because turnover is a big concern in nursing homes. Workers typically experience a great deal of physical pain, particularly in their knees and back. The work is hard and the pay is low. So robot use was associated with employee retention."

While robot use was associated with an overall employment increase, Lee said, the trend seems to have helped some workers more than others: It was associated with an increased demand for part-time, less experienced employees and with less demand for more experienced workers.

Improving patient care

Patients benefited in facilities that have used robots, according to the study. The nursing homes that Lee's team studied reported a decrease in the use of patient restraints and in the pressure ulcers or bedsores that nursing home residents commonly suffer, largely because of a lack of mobility. Both metrics are widely used in the long-term care industry to measure patient outcomes, Lee said.




By removing the physical strain associated with certain tasks, Lee said, robots may have made room for care workers to focus on tasks better suited for human beings.

"Robots can improve productivity by shifting the tasks performed by care workers to those involving human touch, empathy and dexterity," Lee said. "Ultimately, robots can help workers provide a higher level of patient care."

"This research provides critical insights into how societies can successfully navigate the challenges of caring for aging populations"

The future of work

Lee co-authored the study with Toshiaki Iizuka from the University of Tokyo and Karen Eggleston from Stanford University. The study received funding from Stanford's Shorenstein Asia-Pacific Research Center, Stanford's Freeman Spogli Institute for International Studies Japan Fund and the Japan Society for the Promotion of Science, as well as the Keough School's Liu Institute for Asia and Asian Studies and Kellogg Institute for International Studies.

This latest research fits into Lee's ongoing work to examine how new technologies, including artificial intelligence and robotics, affect inequality and the future of work. Lee serves as program chair in technology ethics for the Institute for Ethics and the Common Good, a key element of the Notre Dame Ethics Initiative. He is also a faculty affiliate of the Keough School's McKenna Center for Human Development and Global Business and a faculty fellow of the school's Kellogg Institute for International Studies, Pulte Institute for Global Development and Liu Institute for Asia and Asian Studies.

"This research provides critical insights into how societies can successfully navigate the challenges of caring for aging populations," Lee said. "It will help inform the work of the long-term care industry and help us better understand how technologies impact workers and patients."
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What is the average wait time to see a neurologist in US? | ScienceDaily
Older people wait an average of just over a month to see a neurologist for specialty care after being referred by their primary care physician or another physician, according to a study published in the January 8, 2025, online issue of Neurology(r), the medical journal of the American Academy of Neurology. The study, which looked at people who have Medicare insurance, also found some people wait more than three months to see a neurologist.


						
"Neurologists provide important and ongoing care for people with complex conditions like Alzheimer's disease, stroke, epilepsy, Parkinson's disease and headache," said author and Chair of the American Academy of Neurology's Health Services Research Subcommittee Brian C. Callaghan, MD, MS, FAAN, of University of Michigan Health in Ann Arbor. "With the current number of US neurologists, our study found it can take an average of a month or even more to see a neurologist to receive this specialized care."

For the study, researchers looked at two years of Medicare data to identify 163,313 people who were referred by a physician to see a neurologist. Participants had an average age of 74. Participants were referred by 84,975 physicians to 10,250 neurologists across the United States.

For each participant, researchers calculated the time between the physician referral and their first visit with a neurologist.

Researchers found the average wait time to see a neurologist was 34 days, with 18% of people waiting longer than 90 days. Researchers found no difference in wait times across race, ethnicity and sex. When compared to people seeing a neurologist for back pain with an average wait of 30 days, people with multiple sclerosis (MS) had an average wait that was 29 days longer, people with epilepsy had an average wait 10 days longer and people with Parkinson's disease, nine days longer.

Researchers found no difference in wait times based on how many neurologists were available in an area, ranging from as few as 10 to as many as 50 neurologists per 100,000 people. However, they did find differences among states due to different policies or regulations regarding health care access.

When people saw a neurologist outside of their physician's referral area, wait times were longer by an average of 11 days. The most common neurological conditions for people who saw a neurologist outside of their physician's referral area were MS, epilepsy and Parkinson's disease.




"In general, early referral to specialists has been shown to improve outcomes and increase patient satisfaction," said author Chun Chieh Lin, PhD, MBA, of The Ohio State University in Columbus and a member of the American Academy of Neurology. "Our findings underscore the need to develop new strategies to help people with neurological conditions see neurologists faster."

"The American Academy of Neurology actively works to reduce wait times by providing resources to neurology practices that help them more efficiently provide care," said American Academy of Neurology President Carlayne E. Jackson, MD, FAAN. "Increasing the number of neurologists has long been a focus of the AAN, and our work with policy makers and lawmakers has helped improve access to telemedicine for people with neurological conditions."

A limitation of the study was that it didn't include people referred to a neurologist who didn't follow through with the visit, so researchers may have missed potential disparities at the referral stage. Lin noted that future research should include people who were referred to a neurologist but who didn't receive this care.

The study was supported by the American Academy of Neurology.
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AI predicts cancer prognoses, responses to treatment | ScienceDaily
The melding of visual information (microscopic and X-ray images, CT and MRI scans, for example) with text (exam notes, communications between physicians of varying specialties) is a key component of cancer care. But while artificial intelligence helps doctors review images and home in on disease-associated anomalies like abnormally shaped cells, it's been difficult to develop computerized models that can incorporate multiple types of data.


						
Now researchers at Stanford Medicine have developed an AI model able to incorporate visual and language-based information. After training on 50 million medical images of standard pathology slides and more than 1 billion pathology-related texts, the model outperformed standard methods in its ability to predict the prognoses of thousands of people with diverse types of cancer, to identify which people with lung or gastroesophageal cancers are likely to benefit from immunotherapy, and to pinpoint people with melanoma who are most likely to experience a recurrence of their cancer.

The researchers named the model MUSK, for multimodal transformer with unified mask modeling. MUSK represents a marked deviation from the way artificial intelligence is currently used in clinical care settings, and the researchers believe it stands to transform how artificial intelligence can guide patient care.

"MUSK can accurately predict the prognoses of people with many different kinds and stages of cancer," said Ruijiang Li, MD, an associate professor of radiation oncology. "We designed MUSK because, in clinical practice, physicians never rely on just one type of data to make clinical decisions. We wanted to leverage multiple types of data to gain more insight and get more precise predictions about patient outcomes."

Li, who is a member of the Stanford Cancer Institute, is the senior author of the study, which was published Jan. 8 in Nature. Postdoctoral scholars Jinxi Xiang, PhD, and Xiyue Wang, PhD, are the lead authors of the research.

Although artificial intelligence tools have been increasingly used in the clinic, they have been primarily for diagnostics (does this microscope image or scan show signs of cancer?) rather than for prognosis (what is this person's likely clinical outcome, and which therapy is most effective for an individual?).

Part of the challenge is the need to train the models on large amounts of labeled data (this is a microscope slide of a slice of lung tissue with a cancerous tumor, for example) and paired data (here are the clinical notes about the patient from whom the tumor was obtained). But carefully curated and annotated datasets are hard to come by.




Off-the-shelf tool

In artificial intelligence terms, MUSK is what's called a foundation model. Foundation models pretrained on vast amounts of data can be customized with additional training to perform specific tasks. Because the researchers designed MUSK to use unpaired multimodal data that doesn't meet the traditional requirements for training artificial intelligence, the pool of data that the computer can use to "learn" during its initial training is expanded by several orders of magnitude. With this head start, any subsequent training is accomplished with much smaller, more specialized sets of data. In effect, MUSK is an off-the-shelf tool that doctors can fine-tune to help answer specific clinical questions.

"The biggest unmet clinical need is for models that physicians can use to guide patient treatment," Li said. "Does this patient need this drug? Or should we instead focus on another type of therapy? Currently, physicians use information like disease staging and specific genes or proteins to make these decisions, but that's not always accurate."

The researchers collected microscopic slides of tissue sections, the associated pathology reports and follow-up data (including how the patients fared) from the national database The Cancer Genome Atlas for people with 16 major types of cancer, including breast, lung, colorectal, pancreas, kidney, bladder, head and neck. They used the information to train MUSK to predict disease-specific survival, or the percentage of people who have not died from a specific disease during a defined time period.

For all cancer types, MUSK accurately predicted the disease-specific survival of a patient 75% of the time. In contrast, standard predictions based on a person's cancer stage and other clinical risk factors were correct 64% of the time.

In another example, the researchers trained MUSK to use thousands of bits of information to predict which patients with cancers of the lung or of the gastric and esophageal tracts are most likely to benefit from immunotherapy.




"Currently, the major determination about whether to give a patient a particular type of immunotherapy rests on whether that person's tumor expresses a protein called PD-L1," Li said. "That's a biomarker made of just one protein. In contrast, if we can use artificial intelligence to assess hundreds or thousands of bits of many types of data, including tissue imaging, as well as patient demographics, medical history, past treatments and laboratory tests gathered from clinical notes, we can much more accurately determine who might benefit."

For non-small cell lung cancer, MUSK correctly identified patients who benefited from immunotherapy treatment about 77% of the time. In contrast, the standard method of predicting immunotherapy response based on PD-L1 expression was correct only about 61% of the time.

Similar results were obtained when the researchers trained MUSK to identify which people with melanoma were most likely to relapse within five years after their initial treatment. In this case the model was correct about 83% of the time, which is about 12% more accurate than the predictions generated by other foundation models.

"What's unique about MUSK is the ability to incorporate unpaired multimodal data into pretraining, which substantially increases the scale of data compared with paired data required by other models," Li said. "We observed that for all clinical prediction tasks, models that integrate multiple types of data consistently outperform those based on imaging or text data alone. Leveraging these types of unpaired multimodal data with artificial intelligence models like MUSK will be a major advance in the ability of artificial intelligence to aid doctors to improve patient care."

Researchers from Harvard Medical School contributed to the work.

The study was funded by the National Institutes of Health (grants R01CA222512, R01CA233578, R01CA269599, R01CA285456, R01CA290715 and R01DE030894), and the Stanford Institute for Human-Centered Artificial Intelligence.
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Tumor-secreted protein may hold the key to better treatments for deadly brain tumor | ScienceDaily
A study co-led by UCLA scientists has found targeting a protein called endocan and its related signaling pathway could be a promising new approach for treating glioblastoma, an aggressive and lethal type of brain cancer.


						
The team of researchers discovered that endocan, which is produced by endothelial cells lining blood vessels in the tumor, activates PDGFRA, a receptor on glioblastoma cells that drives tumor growth and makes the cancer resistant to standard therapies such as radiation.

The discovery, published in Nature Communications, suggests a path toward the development of therapies that specifically inhibit this interaction to not only slow tumor growth, but make glioblastoma more vulnerable to existing treatments.

"By targeting the crosstalk between glioblastoma and vascular endothelial cells, we can develop treatments that prevent the tumor from adapting and surviving. This could also improve the effectiveness of treatments especially, radiation, making them more successful in tackling this aggressive cancer," said Dr. Harley Kornblum, director of the UCLA Intellectual and Developmental Research Center, professor of psychiatry, pediatrics and molecular and medical pharmacology at the David Geffen School of Medicine at UCLA and co-senior author of the study.

Improving the effectiveness of treatments for glioblastoma is imperative. The average lifespan of someone diagnosed with the brain tumor is just 12 to 15 months, and only about 5% of people diagnosed with glioblastoma are alive five years after their diagnosis.

A major challenge in treating glioblastoma lies in its complexity. Brain tumors often rely on blood vessel cells, also known as vascular endothelial cells, to fuel their growth. These tumor blood vessels not only supply oxygen and nutrients, but also produce molecules that help the tumor survive. Understanding how these interactions work is key to finding new treatments and stopping the progression of glioblastoma, said Kornblum.

To understand how glioblastoma interacts with nearby blood vessel cells to fuel its growth, the team first used a database that they developed in a previous study to determine what molecules are being produced in the tumor blood vessels and how they work. Through this platform, the team identified endocan as a key candidate molecule in driving tumor growth.




To explore the functional role of endocan in brain tumors, the scientists used a combination of experimental models, including studying glioblastoma cells and blood vessel cells derived from patients, experimenting with genetically engineered mice that lack endocan, and testing tumor behavior in lab models.

Through these experiments, the team found different regions of the tumor play distinct functional roles, and that endocan not only supports tumor growth, but also defines the tumor's geography, particularly the aggressive edge regions that often remain after surgery. That is, endocan helps to define the molecular characteristics of this edge region.

"Solving how tumors organize themselves is an important challenge," said Kornblum, who also is a member of the UCLA Health Jonsson Comprehensive Cancer Center and the Eli and Edythe Broad Center of Regenerative Medicine and Stem Cell Research at UCLA. "While surgery can remove much of the tumor core, the infiltrative edge often remains following removal, leading to recurrence. Our research suggests endocan is a key player in this process, orchestrating both tumor cell behavior and the development of blood vessels that sustain tumor growth."

At the same time, the team also made the surprising discovery that endocan interacts with a receptor on glioblastoma cells called PDGFRA, activating pathways that promote tumor growth and resistance to standard treatments. They found that tumors with high levels of endocan are more resistant to radiation therapy, one of the primary treatments for glioblastoma.

The researchers then demonstrated that blocking endocan's interaction with PDGFRA using the targeted therapy drug ponatinib extended survival in preclinical models and improved the response to radiation therapy. These findings suggest that targeting endocan directly or disrupting its signaling pathways could open the door to new therapeutic strategies for glioblastoma.

Importantly, the study also connects endocan's actions to cMyc, a protein pivotal in many cancers but difficult to target directly. "Inhibiting the endocan-PDGFRA axis may provide an indirect way to disrupt cMyc's role in glioblastoma," said Kornblum.

Future research will focus on validating these findings in human tumors, particularly the cells at the infiltrative edge of glioblastomas. Additionally, the team plans to investigate whether targeting endocan can improve responses to radiation treatment.

The study's other senior author is Dr. Ichiro Nakano from Harada Hospital in Japan. The co-first authors are Soniya Bastola and Marat Pavlyukov from UCLA. A full list of authors is included with the article.

The work was supported in part by grants from the National Institutes of Health, the UCLA SPORE in Brain Cancer and the Dr. Miriam and Sheldon G. Adelson Medical Research Foundation.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250108144420.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How people make life's biggest decisions | ScienceDaily
Some decisions in life are so significant that they have a massive impact on the course of a person's future. Whether it's the decision to emigrate, quit a job, end a long-term relationship, or report a sexual assault, these choices are transformative. They shape personal identities and life trajectories in unpredictable and often irreversible ways. A new conceptual paper by researchers at the Max Planck Institute for Human Development offers a framework for understanding and studying these life-changing decisions.


						
Imagine leaving a stable career to pursue a new one, moving across the world to start afresh, or making the heartbreaking decision to end a marriage. These are not everyday choices; they are transformative life decisions that define who we are and who we might become. For some, transformative choices may mean revealing a long-held secret, undergoing life-changing medical treatment, or fleeing a war-torn homeland. Each of these decisions has the potential to change the trajectory of a person's life and to result in experiences and feelings that are hard or impossible to predict. These kinds of decisions are the focus of a new conceptual paper published in American Psychologist by researchers at the Max Planck Institute for Human Development. The paper presents a novel framework for understanding and studying transformative life decisions.

"Understanding life's biggest decisions requires going beyond the oversimplified models often used in the behavioral sciences," says first author Shahar Hechtlinger. She is part of a group at the Center for Adaptive Rationality at the Max Planck Institute for Human Development that studies simple heuristics people can use to make good decisions. "In research on judgment and decision-making, we often rely on highly simplified, stylized tasks. However, these controlled scenarios are in stark contrast to the consequential decisions that people face in real life across cultures and contexts," Hechtlinger says. Therefore, she argues for a shift in perspective: instead of reducing transformative life choices to fit models designed for unrealistic problems where the decision-maker has all the relevant information at their fingertips, researchers should examine their real-world characteristics.

Methodologically, this framework adapts a long tradition of mainly lab-based judgment and decision-making research to a text-based approach, thereby setting the stage for empirical work that analyzes real-world decisions using natural language processing. By analyzing diverse textual data -- including personal narratives, books, online forums, and news articles -- the team identified five key dimensions of transformative decisions. Transformative life decisions can have distinct profiles of these dimensions, with some being more relevant than others. One dimension is conflicting cues, where competing and often incommensurable values make comparison difficult. For instance, emigration may offer safety, but at the cost of leaving loved ones behind. Another dimension is the change of self, as transformative decisions can reshape people's values and personal identity in both desired and undesired ways, such as becoming a parent or leaving a long-term relationship. A third dimension is uncertain experiential value, where how a person would experience the anticipated consequence of a transformative decision is unclear. Leaving a long-term career, for instance, can spark doubts about whether the change will lead to fulfillment or regret. Irreversibility is another key feature, as many decisions, such as divorce or migration, are difficult or impossible to reverse. Risk, too, is ever-present, as these choices carry the possibility of significant physical, emotional, social, or financial loss alongside the potential for rewards.

The researchers proposed simple and psychologically plausible decision strategies to address these dimensions. When values and cues are conflicting and incommensurable, the tallying heuristic, for example, simplifies comparisons by counting positive and negative reasons for each option without weighing their importance. To deal with anticipated changes of self, the ideal self-realization strategy aligns choices with one's vision of an ideal self. That allows individuals to make decisions that are consistent with who they want to be. To reduce uncertain experiential value, people can learn from others' experiences, thereby gaining insight into possible outcomes by observing those who have faced similar choices. For decisions that are difficult to reverse, the testing-the-waters strategy allows people to take small, reversible steps before making a full commitment. Finally, strategies such as hedge clipping, which involve taking incremental actions while carefully minimizing exposure to harm, can effectively reduce risks. For example, securing housing before emigrating ensures a safety net is in place, making the transition smoother and less precarious.

The framework makes a significant theoretical contribution to the study of ecological rationality, which examines how decision-making strategies succeed when adapted to the environments in which they are used. Transformative life decisions, with their inherent uncertainty and potential for reshaping personal identity, challenge traditional models of rationality that often rely on oversimplified assumptions. "Ecological rationality emphasizes the importance of a fit between decision strategies, environments, and individuals," explains Ralph Hertwig, co-author and director of the Center for Adaptive Rationality. "Our work extends this theory by integrating subjective dimensions, such as changes in personal identity and values, into the decision-making process." By considering the interplay between decision-making strategies, external constraints, and an individual's evolving identity, the study enriches ecological rationality with insights into the psychological and experiential aspects of decision making.

The article also highlights its potential applications not only for individuals, but also for policymakers, coaches and therapists, and organizations that provide support during life transitions. Having an idea of how people deal with transformative life decisions may, for instance, help policymakers design programs and policies that accommodate the complexities of fundamental decisions such as migration or long-term caregiving by addressing key dimensions like risk and irreversibility.

In addition to reshaping how transformative life decisions are understood, this framework paves the way for future studies. The researchers are currently conducting a large-scale empirical project to test their framework and explore decision-making across multiple life domains, including relationships, migration, family, and work. Future research will also examine the role of factors such as mental health, personality traits, and risk-taking behavior in shaping transformative life decisions.

Key Points:
    	Transformative life decisions can reshape identity and life paths in often irreversible ways.
    	The article identifies five dimensions that define transformative life decisions: conflicting cues, changes in self-identity, uncertain experiential value, irreversibility, and risk.
    	The article suggests practical strategies for navigating transformative life decisions, such as tallying, ideal self-realization, and learning from others' experiences.
    	The article proposes a framework that captures the real-world complexity of decision making and goes beyond oversimplified models. It integrates subjective aspects with ecological rationality.
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AI could improve the success of IVF treatment | ScienceDaily
During IVF treatment, doctors use ultrasound scans to monitor the size of follicles -- small sacs in the ovaries containing eggs -- to decide when to give a hormone injection known as the 'trigger' to prepare the eggs for collection and ensure that they are ready to be fertilised with sperm to create embryos. The timing of the trigger is a key decision, as it works less effectively if the follicles are too small or too large at the time of administration. After the eggs are collected and fertilised by sperm, an embryo is then selected and implanted into the womb to hopefully lead to pregnancy.


						
Researchers used 'Explainable AI' techniques -- a type of AI that allows humans to understand how it works -- to analyse retrospective data on more than 19,000 patients who had completed IVF treatment. They explored which follicle sizes were associated with improved rates of retrieving mature eggs to result in babies being born.

They found that delivering the hormone injection when a greater proportion of follicles were sized between 13-18mm was linked to higher rates of mature eggs being retrieved and improved rates of babies being born.

Currently, clinicians use ultrasound scans to measure the size of the lead (largest) follicles and generally give the trigger injection when a threshold of either two or three lead follicles greater than 17 or 18mm has been reached.

Their findings suggest that maximising the proportion of intermediately sized follicles could optimise the number of mature eggs retrieved and improve the rates of babies being born.

The team believe that the findings from the study highlight the potential of AI to aid in the personalisation of IVF treatment to improve clinical outcomes for patients and maximise their chance of taking home a baby. The team plan to create an AI tool that will utilise findings from their research to personalise IVF treatment and support clinicians' decision making at each step of the IVF process. They will apply for funding to take this tool into clinical trials.

The research, published in Nature Communications, is led by researchers at Imperial College London, University of Glasgow, University of St Andrews, and clinicians at Imperial College Healthcare NHS Trust. It is funded by UK Research and Innovation and the National Institute for Health and Care Research (NIHR) Imperial Biomedical Research Centre (BRC).




Dr Ali Abbara, NIHR Clinician Scientist at Imperial College London and Consultant in Reproductive Endocrinology at Imperial College Healthcare NHS Trust, and co-senior author of the study said:

"IVF provides help and hope for many patients who are unable to conceive but it's an invasive, expensive, and time-consuming treatment. It can be heartbreaking when it fails, so it's important to ensure that this treatment is as effective as possible.

"AI can offer a new paradigm in how we deliver IVF treatment and could lead to better outcomes for patients.

"IVF produces so much rich data that it can be challenging for doctors to fully make use of all of it when making treatment decisions for their patients. Our study has shown that AI methods are well suited to analysing complex IVF data. In future, AI could be used to provide accurate recommendations to improve decision-making and aid in personalisation of treatment, so that we can give each couple the very best possible chance of having a baby."

Professor Waljit Dhillo, an NIHR Senior Investigator from the Department of Metabolism, Digestion and Reproduction at Imperial College London, Consultant Endocrinologist at Imperial College Healthcare NHS Trust and co-senior author of the study, added:

"Our findings could pave the way for a new approach to maximise the success of IVF treatment, leading to more pregnancies and births.




"Our study is the first to analyse a large dataset to show that AI can identify the specific follicle sizes that are most likely to yield mature eggs more precisely than current methods.

"This is an exciting development as the findings suggest that we can use information from a much wider set of follicle sizes to decide when to give patients trigger shots rather than just the size of only the largest follicles -- which is what is used in current clinical practice."

Dr Thomas Heinis, co-senior author from the Department of Computing at Imperial College London, added:

"Explainable AI can be a valuable resource in healthcare. Where the stakes are so high for making the best possible decision, this technique can support doctors' decision making and lead to better outcomes for patients. Importantly, we expect computing power to improve exponentially in the near future, enabling us to make decisions using precise data in a way that hasn't been possible previously."

One in six couples experience infertility and IVF has emerged as a valuable intervention to help patients conceive.

Trigger injection

A key decision in IVF treatment is when to use the 'trigger' shot of hormones, such as human chorionic gonadotropin (hCG), to mature eggs for collection. The timing of the trigger shot impacts on the number of mature eggs retrieved and the success of treatment.

Clinicians use ultrasound scans to measure the size of the lead (largest) follicles. They will generally give the trigger shot when a threshold of either two or three lead follicles greater than 17 or 18mm in diameter has been reached. However, this method lacks precision and does not take into consideration the sizes of each individual follicle and their likelihood of each follicle yielding a mature egg.

Follicle sizes

In the retrospective study, the team used AI techniques on data from 19,082 patients aged between 18-49 years of age who had treatment in one of 11 clinics across the UK- including IVF clinics at Imperial College Healthcare NHS Trust -- and two in Poland between 2005-2023. They examined individual follicle sizes on the days prior to and on the day of trigger administration.

The researchers found that intermediately sized follicles of 13-18mm were associated with more mature eggs subsequently being retrieved. The data suggested that having a greater number of follicles within this range on the day of trigger was associated with better clinical outcomes.

They also found that stimulating the ovaries for too long, such that there was a greater number of larger follicles (more than 18mm) on the day of trigger administration, could lead to a premature elevation of the hormone progesterone. This can have a negative impact on IVF outcomes by affecting the proper development of the endometrium -- the tissue that line the uterus and is important for an embryo implanting to result in pregnancy. This reduces the chances of an embryo implanting and subsequently leading to a live birth. These AI derived insights can help the team develop evidence-based IVF protocols guided by data that should improve the efficiency of treatment.
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Preventing clinical depression: Early therapeutic interventions offer protection | ScienceDaily
Even individuals whose symptoms do not yet meet the criteria for clinical depression benefit from therapeutic interventions. This conclusion comes from a new meta-study led by researchers from Munich and Magdeburg who analyzed data from 30 studies. Participants who received interventions were significantly less likely to develop clinical depression within the first year.


						
Common symptoms of depression include lack of motivation, difficulty sleeping, loss of interest, and persistent sadness. Doctors will diagnose individuals with clinical depression when these symptoms reach a predefined threshold. "Typically, treatment for depression only starts, when the symptoms meet the clinical criteria," says David Ebert, Professor of Psychology and Digital Mental Health Care at the Technical University of Munich (TUM). "However, in recent years, there has been a shift in thinking. We examined the existing scientific studies on the subject to determine whether early interventions can prevent depressive disorders."

To this end, the research team reviewed more than 1,000 international studies. "For the first time, we compiled and analyzed anonymized data on individual patients from 30 of these studies," says Claudia Buntrock, Assistant Professor at the Institute of Social Medicine and Health Systems Research at Otto von Guericke University Magdeburg. The study was published in the journal The Lancet Psychiatry.

Risk of depression reduced by 42 percent

The meta-study includes data from around 3,600 people in both treatment and control groups. Those in the treatment group participated in therapeutic interventions for "subclinical symptoms" of a clinical depression. These interventions typically lasted between six and twelve sessions and could be conducted in person or digitally. They included, among others, elements of behavioral therapy, problem-solving training, or exercises for better sleep.

The results of the meta-study are clear: within the first twelve months, participants' symptoms were often reduced. The risk of developing clinical depression was reduced by 42% in the first six months after the intervention compared to the control group. After 12 months, the risk was still reduced by 33%. According to the researchers, it is difficult to make statements about longer periods due to a lack of data.

Success independent of factors such as education and gender

"Remarkably, the effectiveness of the measures did not appear to depend on factors such as age, education level, and gender," says Claudia Buntrock. However, interventions were generally more successful if the participants had not previously been treated for depression.

"Our research shows that prevention can make a significant difference in mental health," says David Ebert. In many regions, the demand for therapy far exceeds the supply. As a result, these preventive concepts may seem unfeasible at first glance. However, the researchers believe that digital services, among others, may present a solution. Early interventions could prevent people with milder symptoms from developing clinical depression in the first place. According to the authors, preventive measures should be integrated into routine care settings. Further studies are needed to determine at what level of depressive symptoms preventive measures are most effective.
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Using AI to predict the outcome of aggressive skin cancers | ScienceDaily
Artificial intelligence can determine the course and severity of aggressive skin cancers, such as Merkel cell carcinoma (MCC), to enhance clinical decision making by generating personalised predictions of treatment specific outcomes for patients and their doctors.


						
An international team, led by researchers at Newcastle University, UK, combined machine learning with clinical expertise to develop a web-based system called "DeepMerkel" which offers the power to predict MCC treatment specific outcomes based on personal and tumour specific features.

They propose that this system could be applied to other aggressive skin cancers for precision prognostication, the enhancement of informed clinical decision making and improved patient choice.

MCC

MCC is a rare but highly aggressive skin cancer. It can be difficult to treat -- typically affecting older adults with weakened immune systems who present with advanced disease associated with poor survival.

Dr Tom Andrew, a Plastic Surgeon and CRUK funded PhD student at Newcastle University and first author said; "DeepMerkel is allowing us to predict the course and severity of a Merkel cell carcinoma enabling us to personalise treatment so that patients are getting the optimal management.

"Using AI allowed us to understand subtle new patterns and trends in the data which meant on an individual level, we are able to provide more accurate predictions for each patient.




"This is important as in the 20 years up to 2020, the number of people diagnosed with this cancer has doubled and while it is still rare it is an aggressive skin cancer which is increasingly affecting older people."

The research was conducted with Penny Lovat, Professor of Dermato-oncology, Newcastle University, and Dr Aidan Rose, Senior Clinical Lecturer, Newcastle University and Consultant Plastic Surgeon at Newcastle Hospitals NHS Foundation Trust.

Dr Rose said; "Being able to accurately predict patient outcomes is critical when guiding clinical decision making. This is particularly important when treating aggressive forms of skin cancer in a complex patient group which typically results in difficult, and sometime life-changing, choices being made regarding treatment options. The developments we have made using AI allow us to provide personalised survival predictions and inform a patient's medical team of the optimal treatment."

In two complementary publications in Nature Digital Medicine and the Journal of the American Academy of Dermatology, the team describe how using advanced statistical and machine learning methods they developed the web-based prognostic tool for MCC.

Method 

In Nature Digital Medicine, the team describe how they employed explainability analysis and the data of to reveal new insights into mortality risk factors for the highly aggressive cancer, MCC. They then combined deep learning feature selection with a modified XGBoost framework, to develop a web-based prognostic tool for MCC which they termed DeepMerkel.




Analysing the data from nearly 11,000 patients in 2 countries, the researchers describein the Journal of the American Academy of Dermatology how DeepMerkel was able to accurately identify high-risk patients at an earlier stage of the cancer. This allows medics to make more informed decisions about when to use radical treatment options and intensive disease monitoring.

Patients first

The team hope that DeepMerkel will provide better information for patients to make decisions with their medical teams about the best treatment for them as an individual.

Dr Andrew added: "With further investment, the exciting next step for our team is to further develop DeepMerkel so that the system can present options to help advise clinicians on the best treatment pathway open to them."

The next step is to integrate the DeepMerkel website into routine clinical practice and broaden the scope of its use into other tumour types.
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The 'red advantage' is no longer true for Olympic combat sports | ScienceDaily
Wearing a red outfit in combat sports has been believed to provide an advantage for athletes, but a new study suggests there is no longer any truth in the claim.


						
In boxing, taekwondo and wrestling, athletes are randomly assigned either red or blue sports attire. Previous research in 2005 found that wearing red may be linked to a higher likelihood of winning in Olympic combat sports, particularly in closely contested bouts, but this had not been tested across multiple tournaments.

Psychologists from Vrije Universiteit Amsterdam and Northumbria University joined with researchers from Durham University who led the initial study on the red advantage to test the hypothesis across sixteen major international tournaments.

Using advanced data analysis techniques, they analysed the outcomes of over 6,500 contestants from seven summer Olympic Games and nine World Boxing Championships held between 1996 and 2020.

Their analysis revealed that athletes in red won 50.5% of the time, meaning the colour the athletes wore had no significant effect on their performance. In close contests with a narrow points difference, those wearing red won 51.5% of the time, but this is also not considered to be a statistically significant bias.

The researchers did, however, find that in competitions held pre-2005 there was an advantage for those athletes wearing red. In close contests, 56% of victories were won by those in red attire.

The researchers believe that the red advantage has faded since 2005 due to an increased use of technology in scoring points and changes in tournament rules.




Their findings have been published in Scientific Reports.

Leonard Peperkoorn, a social psychologist from VU Amsterdam explained: "The advantage has likely faded due to changes in tournament regulations. In the past, referees played a larger role in assigning points. Today, scoring is increasingly supported by technology, and the clarification of rules leaves less room for interpretation in awarding points. As a result, combat sports are increasingly able to offer a level playing field."

"This is an important synthesis going beyond single tournaments," said Professor Thomas Pollet, an expert in human behaviour and social relationships in Northumbria University's Department of Psychology, who co-authored the study. "When looking across many tournaments, the data suggest there is little evidence that the so-called red advantage currently plays an important role for combat sports at the elite level."

Professor Russell Hill and Professor Robert Barton from Durham University's Department of Anthropology led the initial 2005 study. They joined this new study to ensure there was consistency in the data collection and interpretation.

Professor Hill explained: "There has been enormous interest in the red advantage since our original study. While athletes wearing red once gained a potential benefit, this new and extensive analysis shows that the rule changes and awareness of the impact of clothing colour that have come since 2005 have helped remove its impact in combat sports."
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Intermittent fasting is effective for weight loss and improves cardiovascular health in people with obesity problems | ScienceDaily
A team of scientists led by the University of Granada (UGR), the Public University of Navarra (UPNA) and the CIBER has shown that intermittent fasting (reducing the number of hours of intake and extending the hours of fasting each day) is an effective method for losing weight and improves cardiovascular health in people with obesity problems.


						
Their work, published in the journal Nature Medicine, reveals that eating the last meal before 5pm and then not eating dinner at night is a safe and effective strategy for reducing subcutaneous abdominal fat, i.e. the fat just under the skin, especially after periods of excess such as Christmas.

In Spain, the prevalence of overweight and obesity reaches 70% in men and 50% in women, which is associated with multiple metabolic disorders such as type 2 diabetes and exponentially increases the risk of developing cardiovascular diseases, hypertension and certain types of cancer. This alarming weight gain in the population not only impacts people's quality of life, but also represents a major challenge for the public health system. Scientific research is working hard to implement effective yet simple strategies to treat this problem, which is now considered a disease.

Calorie restriction diets help weight loss and improve cardiovascular health. However, they are not easy to maintain in the long term and often lead to most people eventually dropping out of treatment and thus regaining lost weight, or even gaining more than their starting weight.

Faced with the difficulties of maintaining adherence to traditional calorie restriction, new nutritional strategies are emerging. One of these is intermittent fasting, which consists of alternating periods of eating with periods of fasting ranging from hours to days. One type of intermittent fasting that has gained popularity in recent years is that which reduces the number of hours of intake and extends the hours of fasting each day. This is known as time-restricted eating. Normally, in Spain, people have their first breakfast at 7-8 a.m. and dinner at 21-22 p.m., so they have a 12-14 hour window of intake. In this type of intermittent fasting, the intake window is reduced from 12-14 hours to 6-8 hours, and people fast for 16-18 hours. This nutritional strategy helps to maintain a daily cycle of eating and fasting, which stabilises our body's biological rhythms. We know that eating irregularly or at night disrupts these rhythms and increases the risk of obesity, cardiovascular disease and type 2 diabetes.

The research group PROFITH CTS-977 of the Department of Physical Education and Sports, Faculty of Sports Sciences and the Sport and Health University Research Institute (iMUDS) led by Dr. Jonatan Ruiz, in collaboration with ibs.Granada, the University Hospital Clinico San Cecilio and the University Hospital Virgen de las Nieves of Granada, as well as the research group led by Dr. Idoia Labayen of the University of Granada, in collaboration with Dr. Idoia Labayen of the University of Granada and the University Hospital Virgen de las Nieves of Granada. Idoia Labayen from the Public University of Navarra and the University Hospital of Navarra, together with the CIBER on Obesity (CIBEROBN) and the CIBER on Frailty and Healthy Ageing (CIBERFES) have investigated the effects of a 12-week intervention with three different fasting strategies: early fasting (intake sale: approximately 9:00-17:00), late fasting (approximately 14:00-22:00), and self-selected fasting, where people could select the time slot in which they wanted to eat, and did so on average between 12am and 8pm.

Study with 197 participants

In addition, all people participating in the study also received the standard treatment, which consisted of a nutrition education programme on Mediterranean diet and healthy lifestyles. In this randomised, controlled, multicentre trial, conducted in Granada (southern Spain) and Pamplona (northern Spain) and one of the largest to date, a total of 197 people (50% women) aged 30-60 years participated. Participants were randomly assigned to one of the following groups: treatment as usual (49 participants), early fasting (49 participants), late fasting (52 participants), or self-selected fasting (47 participants).




This study was part of the doctoral thesis of Manuel Dote-Montero, who is currently a postdoctoral fellow at the National Institute of Diabetes and Digestive and Kidney Diseases (NIDDK) in the United States.

Manuel Dote-Montero, together with Antonio Clavero Jimeno, a predoctoral researcher at the UGR, and Elisa Merchan Ramirez, a postdoctoral researcher at the UGR, led this study in Granada, and indicate that it is unclear whether the timing of the intake window -- early, late or self-selected -- may have a different effect on weight loss, visceral fat (i.e. fat surrounding organs in the abdominal area) or overall cardiovascular health in people who are overweight or obese.

The results of the study, published in the journal Nature Medicine, reveal that intermittent fasting showed no additional benefits over a nutrition education programme in reducing visceral fat. However, the fasting groups, regardless of the timing of intake, achieved greater weight loss, on average 3-4 kg, compared to the usual treatment group who continued with their intake window of at least 12 hours. Notably, the early fasting group reduced abdominal subcutaneous fat, i.e. the fat just under the skin, to a greater extent.

The study also assessed fasting and 24-hour glucose levels using a continuous glucose monitor worn by participants for 14 days before and at the end of the intervention. The results show that the early fasting group significantly improved fasting glucose levels and overnight glucose compared to the other groups.

Regulating glucose

These findings suggest that early fasting may be especially beneficial in optimising glucose regulation, which may help prevent diabetes and improve metabolic health. By not eating at night allows the body more time to digest and process nutrients, better regulation of blood glucose is facilitated, thus reducing the risk of developing sugar problems and other metabolic disorders, says Dr Labayen, principal investigator of the study in Pamplona and member of CIBEROBN together with Dr Jonatan Ruiz and Dr Manuel Munoz (CIBERFES).

The researchers stress that all the fasting groups had a high adherence rate and no serious adverse events were recorded. Intermittent fasting is therefore presented as a safe and promising strategy for managing body weight and improving cardiovascular health in people who are overweight or obese. This information could be crucial for improving the efficacy of nutritional interventions in such populations.
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Study advances possible blood test for early-stage Alzheimer's disease | ScienceDaily
Declining blood levels of two molecules that occur naturally in the body track closely with worsening Alzheimer's disease, particularly in women. Levels were found to drop gradually, from women with no signs of memory, disorientation, and slowed thinking to those with early signs of mild cognitive impairment. Decreases were more prominent in women with moderate or severe stages of the disease. Declines in men were evident in only one molecule, revealing a disease-specific difference between the sexes.


						
Six million Americans, most over the age of 65 and predominantly women, are currently estimated to have some form of Alzheimer's disease.

Led by neuroscientists at NYU Langone Health, in collaboration with other researchers in the U.S. and Brazil, the new study showed that blood levels of the protein acetyl-L-carnitine were lower in both women and men with mild cognitive impairment and Alzheimer's disease. Blood levels of free carnitine, the main byproduct of acetyl-L-carnitine in reactions essential to brain function, steadily declined in women in amounts related to the severity of their cognitive decline. In men, significant declines were seen only in acetyl-L-carnitine, not free carnitine.

Published in the journal Molecular Psychiatry online Jan. 7, the study results suggest that declines in these two brain chemicals could indicate the presence and degree of Alzheimer's disease, and that this difference might offer an explanation as to why women are at higher risk of the disease than men.

Additional computer testing showed that blood levels of acetyl-L-carnitine and free carnitine aligned in direct proportion in study participants to increased amyloid beta and tangled tau protein levels, long considered markers of progressive severity in Alzheimer's disease. Indeed, the research team's accuracy in diagnosing the severity of Alzheimer's disease rose from more than 80% -- when using either amyloid beta and tangled tau protein levels collected from cerebrospinal fluid or the two blood molecules -- to 93% when using both.

"Our findings offer the strongest evidence to date that decreased blood levels of acetyl-L-carnitine and free carnitine could act as blood biomarkers for identifying those who have Alzheimer's disease, and potentially those who are at greater risk of developing early dementia," said study lead investigator Betty Bigio, PhD. "The results also might explain the differences by sex in Alzheimer's disease, with more women than men having dementia," said Bigio, a research assistant professor in the Department of Psychiatry at NYU Grossman School of Medicine. Bigio is also affiliated with the Nathan Kline Institute for Psychiatric Research.

"Because declines in acetyl-L-carnitine and free carnitine tracked closely with the severity of Alzheimer's disease, the molecular pathways involved in their production offer other possible therapeutic targets for getting at the root cause of the disease and potentially intervening before permanent brain damage occurs," said senior study investigator Carla Nasca, PhD. Nasca is an assistant professor in the Departments of Psychiatry and Neuroscience at NYU Grossman School of Medicine. Nasca is also affiliated with the Nathan Kline Institute for Psychiatric Research.




The study involved data on two separate groups of men and women in Brazil and California, in which the researchers measured blood levels of the two molecules. A total of 93 study volunteers diagnosed with varying degrees of cognitive impairment were involved, along with 32 cognitively healthy men and women of similar age, weight, and education. Results in the Californian group were used to confirm what was found in the Brazilian group.

Moving forward, Nasca says more research is needed into the root sources of acetyl-L-carnitine and the molecular pathways that control its production and into tracking how the molecule affects brain chemistry as it is contained in brain vesicle stores released into the blood. The team's goal is to define other biomarkers in the brain that track closely with Alzheimer's disease progression.

If further studies confirm their latest findings, Nasca says the team's research could be used to develop a blood test for dementia and for tracking the progression of Alzheimer's disease in an easier and noninvasive way. Currently, searching for biomarkers of disease progression can involve serial spinal taps that pose risks of pain and infection. A blood test might also be useful to support or add a more objective, quantitative measure of disease severity than existing questionnaires that test memory or thinking skills.

A blood test, Nasca says, could also help predict the effectiveness, or lack thereof, of potential new drug treatments designed to delay or prevent the onset of Alzheimer's disease.

Both acetyl-L-carnitine and free carnitine are essential for healthy brain function and regulating cell energy metabolism. Past research by Nasca's team showed that acetyl-L-carnitine also shuttles molecules from a cell's powerhouse mitochondria to a cell's controlling nucleus, allowing genes to open and become activated. This shuttling action is key in regulating genes that produce the neurotransmitter glutamate, another chemical involved in most brain activities, including nerve cell repair (plasticity). This matters in the hippocampus region of the brain, which helps regulate memory and where initial damage from Alzheimer's diseases is known to appear.

Nasca says that excessive levels of glutamate have also been tied to mood disorders and severe cases of depression in humans, disorders closely tied to Alzheimer's disease. Her team has also linked deficiencies in acetyl-L-carnitine, but not free carnitine, to depression and childhood trauma. Future investigations are planned about how to prevent the progression of depression to Alzheimer's disease.

Funding support for the study was provided by National Institutes of Health grants R24AG06517, P50AG16573, and P30AG066519. Additional funding support came from the Robertson Therapeutic Development Fund, D'Or Institute for Research and Education, Rede D'Or Sao Luiz Hospital Network, International Society for Neurochemistry, Fundacao Carlos Chagas Filho de Ampara a Pesquisa do Estado do Rio Janeiro, Serrapilheira Institute, and Alzheimer's Association grant AARG-D-61541.

Besides Bigio and Nasca, other NYU Langone researchers involved in the study are co-investigators Aryeh Korman and Drew Jones. Other study co-investigators are Ricardo Lima-Filho, Felipe Sudo, Claudia Drummond, Naima Assuncao, Bart Vanderborght, Sergio Ferreira, Paulo Mattos, Fernanda Tovar-Moll, Fernanda De Felice, and Mychael Lourenco, at the Federal University of Rio de Janeiro and the D'Or Institute for Research and Education, also in Brazil; Olivia Barnhill, at Rockefeller University in New York City; James Beasley and Sarah Young, at Duke University in Durham, N.C.; and David Sultzer and Elizabeth Head, at the University of California Irvine.
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A new era in genetic engineering | ScienceDaily
Influential inventions often combine existing tools in new ways. The iPhone, for instance, amalgamated the telephone, web browser and camera, among many other devices.


						
The same is now possible in gene editing. Rather than employ separate tools for editing genes and regulating their expression, these distinct goals can now be combined into a single tool that can simultaneously and independently address different genetic diseases in the same cell.

Merging Gene Editing and Regulation

In a new paper in Nature Communications, researchers in the Center for Precision Engineering for Health (CPE4H) at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering) describe minimal versatile genetic perturbation technology (mvGPT).

Capable of precisely editing genes, activating gene expression and repressing genes all at the same time, the technology opens new doors to treating genetic diseases and investigating the fundamental mechanisms of how our DNA functions.

"Not all genetic diseases are solely caused by errors in the genetic code itself," says Sherry Gao, Presidential Penn Compact Associate Professor in Chemical and Biomolecular Engineering (CBE) and in Bioengineering (BE) and the paper's senior author. "In some cases, diseases with genetic components -- like type I diabetes -- are due to how much or little certain genes are expressed."

One Tool, Multiple Functions

In the past, addressing multiple, unrelated genetic abnormalities at once -- by, say, editing one gene and suppressing another -- would have required multiple distinct tools. "We wanted to build a single platform that could precisely and efficiently edit DNA as well as upregulate and downregulate gene expression," says Tyler Daniel, a doctoral student in the Gao Lab and one of the paper's co-first authors.




The platform works by combining an improved "Prime Editor," capable of modifying DNA sequences, with previously invented technologies for increasing and decreasing the expression of genes. "All these functions are orthogonal," says Daniel. "They can happen independently of each other at the same time."

"This level of precision for modifying DNA sequences and gene expression was not previously possible," he continues. "Each task functions independently. It's as if we took a car with a faulty navigation system and fixed the bug in that system while simultaneously turning up the volume on the stereo and turning down the air conditioning."

The Power of Precision Editing

The team tested mvGPT on human liver cells with a mutation causing Wilson's disease, successfully editing out the mutation while also upregulating a gene linked to type I diabetes treatment and suppressing another associated with transthyretin amyloidosis. In multiple tests, mvGPT achieved all three tasks with high precision, demonstrating its ability to target multiple genetic conditions simultaneously.

Because mvGPT takes up less space than three separate tools, the system is also easier to transport into cells. The researchers showed that mvGPT can be delivered by multiple means, including strands of mRNA and viruses used to deliver genetic editing tools.

"When you have a single tool that can accomplish all of these things at the same time," says Gao, "you make the process so much simpler, because there's less machinery you have to deliver to the cell."

Moving Towards a Greater Impact




Now that the technology has shown promise in human cells, the researchers plan to test mvGPT in animal models, and against other diseases with genetic components, including cardiovascular diseases. "The more advanced our tools become," continues Gao, "the more we can do to treat genetic diseases."

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science and supported by the National Science Foundation (CBET-2143626) and the National Institutes of Health (HL157714).

Additional co-authors include co-first authors Qichen Yuan and Hongzhi Zeng of Rice University; Emmanuel C. Osikpa, Qiaochu Yang, Advaith Peddi, Liliana M. Abramson and Boyang Zhang, also of Rice University; and Qingzhuo Liu, Yongjie Yang and Yong Xu of Baylor College of Medicine.
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Elderberry juice shows benefits for weight management, metabolic health | ScienceDaily
Elderberry juice may be a potent tool for weight management and enhancing metabolic health, according to a recent Washington State University-led study.


						
A clinical trial published in the journal Nutrients found that drinking 12 ounces of elderberry juice daily for a week causes positive changes in the gut microbiome and improves glucose tolerance and fat oxidation.

Elderberry, a small dark purple berry found on elder trees native to Europe, is commonly used as a medicinal plant and supplement to promote immune function. Its other potential health benefits are poorly understood, however.

"Elderberry is an underappreciated berry, commercially and nutritionally," said corresponding author Patrick Solverson, an assistant professor in the WSU Elson S. Floyd College of Medicine's Department of Nutrition and Exercise Physiology. "We're now starting to recognize its value for human health, and the results are very exciting."

The researchers tested the effects of elderberry on metabolic health in a randomized, placebo-controlled clinical trial with 18 overweight adults. Participants consumed either elderberry juice or a placebo with similar coloring and taste, specially designed by North Carolina State University's Food Innovation Lab, while maintaining a standardized diet.

Clinical testing following the intervention showed that participants who consumed elderberry juice had significantly increased amounts of beneficial gut bacteria, including firmicutes and actinobacteria, and decreased amounts of harmful bacteria, such as bacteroidetes. A healthy gut microbiome is essential for nutrient absorption and supports physical and mental health.

In addition to positive microbiota changes, the elderberry intervention resulted in improved metabolism. Results showed that the elderberry juice reduced participants' blood glucose levels by an average of 24%, indicating a significantly improved ability to process sugars following carbohydrate consumption. Results also showed a 9% decrease in insulin levels.




Additionally, results suggested that elderberry juice can enhance the body's ability to burn fat. Participants who received the elderberry juice showed significantly increased fat oxidation, or the breakdown of fatty acids, after a high carbohydrate meal and during exercise.

The researchers attribute these positive effects to elderberry's high concentration of anthocyanins, plant-based bioactive compounds that have a variety of health benefits, including anti-inflammatory, anti-diabetic and antimicrobial effects.

"Food is medicine, and science is catching up to that popular wisdom," Solverson said. "This study contributes to a growing body of evidence that elderberry, which has been used as a folk remedy for centuries, has numerous benefits for metabolic as well as prebiotic health."

Other berries contain anthocyanins, but typically in lower concentrations. A person would have to consume four cups of blackberries a day to achieve the same anthocyanin dose contained in 6 ounces of elderberry juice, Solverson said.

Although elderberry products are less popular in the U.S. than in Europe, demand exploded during the COVID-19 pandemic and elderberry continues to be a growing market.

The researchers have filed for a provisional patent for using the bioactive components of American black elderberry for weight management and gut health through supplements or other applications.
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Exposure to aircraft noise linked to worse heart function | ScienceDaily
People who live close to airports and are exposed to high aircraft noise levels could be at greater risk of poor heart function, increasing the likelihood of heart attacks, life-threatening heart rhythms and strokes, according to a new study led by UCL (University College London) researchers.


						
The study, published in the Journal of the American College of Cardiology (JACC), looked at detailed heart imaging data from 3,635 people who lived close to four major airports in England.

Within this group, the research team compared the hearts of those who lived in areas with higher aircraft noise with those who lived in lower aircraft noise areas.

They found that those who lived in areas with higher than recommended aircraft noise levels had stiffer and thicker heart muscles* that contracted and expanded less easily and were less efficient at pumping blood around the body.

This was especially the case for people exposed to higher aircraft noise at night, potentially due to factors such as impaired sleep and the fact that people are more likely to be at home at night and therefore exposed to the noise.

The researchers found in separate analyses of people not exposed to aircraft noise, that these types of heart abnormalities could result in two- to four-fold increased risks of a major cardiac event such as a heart attack, life-threatening heart rhythms, or stroke when compared to the risk of persons without any of these heart abnormalities.

Senior author Dr Gaby Captur (UCL Institute of Cardiovascular Science and consultant cardiologist at the Royal Free Hospital, London) said: "Our study is observational so we cannot say with certainty that high levels of aircraft noise caused these differences in heart structure and function.




"However, our findings add to a growing body of evidence that aircraft noise can adversely affect heart health and our health more generally.

"Concerted efforts from government and industry are needed to reduce our exposure to aircraft noise and mitigate its impact on the health of millions of people who live close to airports or under flight paths."

Professor Anna Hansell from the University of Leicester added: "We are concerned that the type of abnormalities we saw with night-time aircraft noise might result in increased risk of heart problems and stroke. Aircraft noise at night has been shown to affect sleep quality and this may be an important factor affecting health.

"The role of noise on heart health is currently under investigation. However, there are many established ways to look after your heart. These include eating a healthy and balanced diet, keeping physically active, maintaining a healthy weight, giving up smoking if you smoke, reducing alcohol consumption, keeping conditions such as high blood pressure and diabetes under control, and taking medication including cholesterol-lowering drugs if prescribed by your doctor."

As well as affecting sleep, noise from our environment can trigger stress responses and lead to an over-activation of the sympathetic nervous system (the network of nerves that controls our "fight or flight" response), causing blood pressure to rise, arteries to constrict or dilate, and slower digestion. It can also cause the release of cortisol, the stress hormone, which can increase the appetite and cause weight gain.

Aircraft noise may be more annoying than road or rail noise because of louder but intermittent noisy events and the unpredictability of the sound which makes it difficult to get used to.




It is already known that exposure to high levels of aircraft noise is linked to higher blood pressure and obesity. In the new study, both factors were found to account for a significant portion of the link between aircraft noise and differences in heart structure and function.

First author Dr Cristian Topriceanu (UCL Institute of Cardiovascular Science) explained: "Between a quarter and half of the link was attributed to a higher BMI (body mass index) among participants exposed to higher levels of aircraft noise, while between 9% to 36% of the link was attributed to these participants having higher blood pressure (this was among those exposed to day-time aircraft noise only).

"Other factors that could be triggered by the stress response to aircraft noise include impaired sleep, inflammation, and atherosclerosis (build-up of fats, cholesterol and other substances in our arteries)."

For the new study, researchers looked at data from the UK Biobank of 3,635 participants who had had detailed magnetic resonance imaging (MRI) of the heart and who lived near Heathrow, Gatwick, Birmingham or Manchester airports.

They used UK Civil Aviation Authority estimates of aircraft noise level for every 100 square metres within those areas. Higher aircraft noise was defined as over 50 decibels on average during the day and 45 decibels on average during the night (11pm-7am). This is louder than the aircraft noise limits of 45 decibels on average during the day and 40 decibels on average at night recommended by the World Health Organization.

Among the UK Biobank participants in these areas, 8% lived in an area with high day-time aircraft noise, with 3% in an area with high night-time noise.

Comparing the hearts of individuals in higher and lower aircraft noise areas, the researchers took into account a wide variety of factors that might have skewed the results, including age, sex, BMI, socioeconomic status, lifestyle factors such as whether participants smoked and exercised, as well as participants' exposure to road and rail noise and air pollution.

Heart MRIs were done at least three years after the estimates of aircraft noise in the participants' neighbourhoods.

Participants who stayed in a higher aircraft noise area, the researchers found, had about 10-20% worse heart structure and function than their counterparts in these areas who moved away.

The research team then looked at a separate sample of 21,360 people who had detailed MRI scans of the heart as part of the UK Biobank study to investigate how heart abnormalities comparable to those linked to higher aircraft noise might affect the risk of a major adverse cardiac event.

They concluded that a hypothetical individual with these heart abnormalities may have up to four times the risk of an event such as a heart attack, abnormal heart rhythm, or stroke.

Earlier research led by the University of Leicester estimated that about 5% of adults in England were exposed to aircraft noise exceeding 50 decibels either during the day or night.

Professor James Leiper, Associate Medical Director at the British Heart Foundation, said: "For most of us, a plane is seen as a ticket to some well-deserved rest and relaxation. But this innovative study reveals the potential invisible impact for those living close to some of our biggest travel hubs.

"While observational studies like this can't prove cause and effect, these findings add to previous research showing the damaging impact of noise pollution on our heart health. Further research will be needed to investigate the longer-term effects of aircraft noise on the health of those with the highest exposure."

The study received funding from the Medical Research Council, British Cardiovascular Society, British Heart Foundation, a UCL Charlotte and Yule Bogue Research Fellowship,and the National Institute for Health and Care Research (NIHR)

*Thickening of the heart is when the heart muscle cells enlarge and the walls of the heart chambers thicken. In this case, the thickening is not beneficial so rather than making the heart muscle pump more efficiently, it has the reverse effect as a maladaptively thickened heart becomes stiffer over time and less able to pump blood around the body.
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How deep sleep clears a mouse's mind, literally | ScienceDaily
A good night's sleep does more than just help you feel rested -- it might literally clear your mind. A new study published January 8 in the Cell Press journal Cell shows how deep sleep may wash away waste buildup in the brain during waking hours, an essential process for maintaining brain health. The findings also offer insights into how sleep aids may disrupt the "brainwashing" system, potentially affecting cognitive function in the long run.


						
Scientists have known that the brain has a built-in waste removal system, called the glymphatic system, which circulates fluid in the brain and spinal cord to clear out waste. This process helps remove toxic proteins that form sticky plaques linked to neurological disorders. However, what drives this system has remained unclear, until now.

Danish scientists found that a molecule called norepinephrine plays a key role in the brain's cleaning in mice. During deep sleep, the brainstem releases tiny waves of norepinephrine about once every 50 seconds. Norepinephrine triggers blood vessels to contract, generating slow pulsations that create a rhythmic flow in the surrounding fluid to carry waste away.

"It's like turning on the dishwasher before you go to bed and waking up with a clean brain," says senior author Maiken Nedergaard of the University of Rochester and University of Copenhagen, Denmark. "We're essentially asking what drives this process and trying to define restorative sleep based on glymphatic clearance."

To find clues, Nedergaard and her team looked into what happens in mice when the brain sleeps. Specifically, they focused on the relationship between norepinephrine and blood flow during deep slumber. They found that norepinephrine waves correlate to variations in brain blood volume, suggesting norepinephrine triggers a rhythmic pulsation in the blood vessels.

The team then compared the changes in blood volume to brain fluid flow. They found that the brain fluid flow fluctuates in correspondence to blood volume changes, suggesting that the vessels act as pumps to propel the surrounding brain fluid to flush out waste.

"You can view norepinephrine as this conductor of an orchestra," says lead author Natalie Hauglund of the University of Copenhagen and the University of Oxford, UK. "There's a harmony in the constriction and dilation of the arteries, which then drives the cerebrospinal fluid through the brain to remove the waste products."

Hauglund then had another question -- is all sleep created equal? To find out, the researchers gave mice zolpidem, a common drug to aid sleep. They found that the norepinephrine waves during deep sleep was 50% lower in zolpidem-treated mice than in naturally sleeping mice. Although the zolpidem-treated mice fell asleep faster, fluid transport into the brain dropped more than 30%. The findings suggest that the sleeping aid may disrupt the norepinephrine-driven waste clearance during sleep.




"More and more people are using sleep medication, and it's really important to know if that's healthy sleep," says Hauglund. "If people aren't getting the full benefits of sleep, they should be aware of that so they can make informed decisions."

The team says that the findings likely apply to humans, who also have a glymphatic system, although this needs further testing. Researchers have observed similar norepinephrine waves, blood flow patterns, and brain fluid flux in humans. Their findings may offer insights into how poor sleep may contribute to neurological disorders like Alzheimer's disease.

"Now we know norepinephrine is driving the cleaning of the brain, we may figure out how to get people a long and restorative sleep," says Nedergaard.

This work was supported by the Lundbeck Foundation, the Novo Nordisk Foundation, the National Institutes of Health, the US Army Research Office, the Human Frontier Science Program, the Dr. Miriam and Sheldon G. Adelson Medical Research Foundation, the Simons Foundation, the Cure Alzheimer Fund, the Danmarks Frie Forskningsfond, and JPND/Good Vibes.
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Human 'domainome' reveals root cause of heritable disease | ScienceDaily
Most mutations which cause disease by swapping one amino acid out for another do so by making the protein less stable, according to a massive study of human protein variants published today in the journal Nature. Unstable proteins are more likely to misfold and degrade, causing them to stop working or accumulate in harmful amounts inside cells.


						
The work helps explain why minimal changes in the human genome, also known as missense mutations, cause disease at the molecular level. The researchers discovered that protein instability is one of the main drivers of heritable cataract formation, and also contributes to different types of neurological, developmental and muscle-wasting diseases.

Researchers at the Centre for Genomic Regulation (CRG) in Barcelona and BGI in Shenzhen studied 621 well-known disease-causing missense mutations. Three in five (61%) of these mutations caused a detectable decrease in protein stability.

The study looked at some disease-causing mutations more closely. For example, beta-gamma crystallins are a family of proteins essential for maintaining lens clarity in the human eye. They found that 72% (13 out of 18) of mutations linked to cataract formation destabilise crystallin proteins, making the proteins more likely to clump together and form opaque regions in the lens.

The study also directly linked protein instability to the development of reducing body myopathy, a rare condition which causes muscle weakness and wasting, as well as Ankyloblepharon-ectodermal defects-clefting (AEC) Syndrome, a condition characterised by the development of a cleft palate and other developmental symptoms.

However, some disease-causing mutations did not destabilise proteins and shed light on alternative molecular mechanisms at play.

Rett Syndrome is a neurological disorder which causes severe cognitive and physical impairments. It is caused by mutations in the MECP2 gene, which produces a protein responsible for regulating gene expression in the brain. The study found that many mutations in MECP2 do not destabilise the protein but are instead found in regions which affect how MECP2 binds to DNA to regulate other genes. This loss of function could be disrupting brain development and function.




"We reveal, at unprecedented scale, how mutations cause disease at the molecular level" says Dr. Antoni Beltran, first author of the study and researcher at the Centre for Genomic Regulation (CRG) in Barcelona. "By distinguishing whether a mutation destabilises a protein or alters its function without affecting stability, we can tailor more precise treatment strategies. This could mean the difference between developing drugs that stabilise a protein versus those that inhibit a harmful activity. It's a significant step toward personalised medicine."

The study also found that the way mutations cause disease often relates to whether the disease is recessive or dominant. Dominant genetic disorders occur when a single copy of a mutated gene is enough to cause the disease, even if the other copy is normal, while recessive conditions occur when an individual inherits two copies of a mutated gene, one from each parent.

Mutations causing recessive disorders were more likely to destabilise proteins, while mutations causing dominant disorders often affected other aspects of protein function, such as interactions with DNA or other proteins, rather than just stability.

For example, the study found that a recessive mutation in the CRX protein, which is important for eye function, destabilises the protein significantly, which could be causing heritable retinal dystrophies because the lack of a stable, functional protein impairs normal vision. However, two different types of dominant mutations meant the protein remained stable but functioned improperly anyway, causing retinal disease even though the protein's structure is intact.

The discoveries were possible thanks to the creation of Human Domainome 1, an enormous library of protein variants. The catalogue includes more than half a million mutations across 522 human protein domains, the bits of a protein which determine its function. It is the largest catalogue of human protein domain variants to date.

Protein domains are specific regions which can fold into a stable structure and perform a job independently of the rest of the protein. Human Domainome 1 was created by systematically changing each amino acid in these domains to every other possible amino acid, creating a catalogue of all possible mutations.




The impact of these mutations on protein stability was discovered by introducing mutated protein domains into yeast cells. The transformed yeast could only produce one type of mutated protein domain, and cultures were grown in test tubes under conditions which linked the stability of the protein to the growth of the yeast. If a mutated protein was stable, the yeast cell would grow well. If the protein was unstable, the yeast cell's growth would be poor.

Using a special technique, the researchers ensured only the yeast cells producing stable proteins could survive and multiply. By comparing the frequency of each mutation before and after the yeast growth, they determined which mutations led to stable proteins and which caused instability.

Though Human Domainome 1 is around 4.5 times bigger than previous libraries of protein variants, it still only covers 2.5% of known human proteins. As researchers increase the size of the catalogue, the exact contribution of disease-causing mutations to protein instability will become increasingly clear.

In the meantime, researchers can use the information from the 522 protein domains to extrapolate to proteins that are similar. This is because mutations often have similar effects on proteins that are structurally or functionally related. By analysing a diverse set of protein domains, the researchers discovered patterns in how mutations affect protein stability that are consistent across related proteins.

"Essentially, this means that data from one protein domain can help predict how mutations will impact other proteins within the same family or with similar structures. The 'rules' from these 522 domains are enough to help us make educated predictions about many more proteins than there are in the catalogue," explains ICREA Research Professor Ben Lehner, corresponding author of the study with dual affiliation at the Centre for Genomic Regulation and the Wellcome Sanger Institute.

The study has limitations. The researchers examined protein domains in isolation rather than within full-length proteins. In living organisms, proteins interact with other parts of the protein and with other molecules in the cell. The study might not fully capture how mutations affect proteins in their natural habitat inside human cells. The researchers plan on overcoming this by studying mutations in longer protein domains, and eventually, full-length proteins.

"Ultimately, we want to map the effects of every possible mutation on every human protein. It's an ambitious endeavour, and one that can transform precision medicine," concludes Dr. Lehner.
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Study sheds light on depression in community-dwelling older adults | ScienceDaily
Marked variation in the prevalence of depression was found in a multisite sample of community-dwelling older adults in the United States reports a study by Columbia University Mailman School of Public Health. Until now, few studies, have examined the frequency of depression in community-dwelling older adults in the U.S. The study is published in the Journal of American Geriatrics Society.


						
Of the 2,900 participants studied, 6.2 percent had depression. Older adults who had a negative history of depression or had annual household incomes of $50,000 or greater were at significantly decreased odds of depression. Volunteering was a factor in reducing the odds of depression -- with at a 43 percent rate of decline.

"Our findings help strengthen the existing research on the epidemiology and prevention of depression in older adults," said Yitao Xi, MPH, a recent graduate in Epidemiology from Columbia Mailman School and first author. "Specifically, it provides empirical data on the prevalence of depression among community-dwelling older adults in the U.S. and the potential role of volunteering in mitigating the risk of depression among older adults."

Using data from the Longitudinal Research on Aging Drivers (LongROAD) study of 2,990 active drivers aged 65-79 years without significant cognitive impairment, the researchers examined the prevalence and correlates of depression in this multisite sample of community-dwelling adults who were enrolled and assessed between July 2015 and March 2017 from primary care clinics or healthcare systems across five study sites: Ann Arbor, MI; Baltimore, MD; Cooperstown, NY; Denver, CO; and San Diego, CA. The Patient-Reported Outcomes Measurement Information System (PROMIS(r)) depression scale was used to determine the depression status. Participants were also assessed from questionnaires, medical record abstraction, functional tests (e.g., grip strength), and a comprehensive review of current medications.

Among participants 7 percent were women; 8 percent were not married; 8 percent had a high school degree or less and 11 percent had annual household incomes lower than $50,000. Elevated prevalence rates of depression were found in those who: were 65 -- 69 years of age (8 percent), whereas those aged 70-74 years had significantly lower odds of depression.

"The 65-69 age group often faces significant life changes such as retirement or the onset of chronic diseases, which can contribute to depressive symptoms," said Guohua Li, MD, DrPH, professor of Epidemiology at Columbia University, senior author and principal investigator of the LongROAD study. "This finding aligns with other reports indicating that ages 65 and older are often accompanied by factors such as increased physical health issues or chronic medical conditions including diabetes mellitus, anxiety, cognitive decline, and the loss of social networks -- which can exacerbate feelings of isolation and depressive symptoms. Alternately, those engaged in volunteering activities had a significantly lower prevalence of depression."

In addition to volunteering's effect on reducing the odds of depression, the study also reaffirms the important role of marital status in the prevalence of depression. "It is well known that social relationships in general and marriage in particular can provide social support and buffer against mental health problems," notes Li, who is also professor of Anesthesiology at Columbia College of Physicians & Surgeons.




The World Health Organization estimates there are over 1.4 billion individuals aged 60 and above. Accompanying this estimate are public health challenges, such as increasing prevalence of depression due to comorbid medical conditions and inadequate social support. Globally, depression among older adults is a serious concern.

"Our findings reaffirm the important role that sociodemographic and medical factors play in the prevalence of depression at the late phase of lifespan," points out Li. "Our study underscores the need for policies that bolster financial security for older adults, and provides further evidence for the potential protective role of volunteering in mitigating the risk of depression."

Dr. Soo Borson, journal editor, wrote: "The important study by Xi et al. deserves wide attention. In addition to reminding us that older people with chronic illness, prior depression, and sociodemographic disadvantage are more likely to be depressed, they find a potential protective effect of volunteering -- even in people with a history of depression. Interestingly, their data show that the period around "'normal"' retirement age -- the mid- to late-60''s -- is one of higher depression prevalence. In the early days of geriatrics in the United States, retirement was recognized as a developmental stage fraught with potential risks -- loss of purpose, personal value, and meaning, all experiences that reside in the penumbra of depression. Retirement is still a defining life event, but its timing has now spread widely across the age span. Xi and colleagues point us once again to the value of "'work"' in all its forms -- especially the work of serving others long beyond the last paycheck."

Co-authors are Thelma Mielenz, Columbia Mailman School; Howard F. Andrews, Columbia Mailman School and Vagelos College of Physicians & Surgeons; Linda L. Hill, University of California, San Diego; David Strogatz, Bassett Research Institute; Carolyn DiGuiseppi, University of Colorado School of Public Health; Marian Betz, University of Colorado School of Medicine and VA Eastern Colorado Geriatric Research Education and Clinical Center; Vanya Jones, Johns Hopkins University Bloomberg School of Public Health; David Eby and Lisa Molnar, University of Michigan Transportation Research Institute; and Barbara H. Lang, Vagelos College of Physicians & Surgeons.

The Longitudinal Research on Aging Drivers project was sponsored by the AAA Foundation for Traffic Safety.
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New AI predicts inner workings of cells | ScienceDaily
In the same way that ChatGPT understands human language, a new AI model developed by Columbia computational biologists captures the language of cells to accurately predict their activities.


						
Using a new artificial intelligence method, researchers at Columbia University Vagelos College of Physicians and Surgeons can accurately predict the activity of genes within any human cell, essentially revealing the cell's inner mechanisms. The system, described in the current issue of Nature, could transform the way scientists work to understand everything from cancer to genetic diseases.

"Predictive generalizable computational models allow to uncover biological processes in a fast and accurate way. These methods can effectively conduct large-scale computational experiments, boosting and guiding traditional experimental approaches," says Raul Rabadan, professor of systems biology and senior author of the new paper.

Traditional research methods in biology are good at revealing how cells perform their jobs or react to disturbances. But they cannot make predictions about how cells work or how cells will react to change, like a cancer-causing mutation.

"Having the ability to accurately predict a cell's activities would transform our understanding of fundamental biological processes," Rabadan says. "It would turn biology from a science that describes seemingly random processes into one that can predict the underlying systems that govern cell behavior."

In recent years, the accumulation of massive amounts of data from cells and more powerful AI models are starting to transform biology into a more predictive science. The 2024 Nobel Prize in Chemistry was awarded to researchers for their groundbreaking work in using AI to predict protein structures. But the use of AI methods to predict the activities of genes and proteins inside cells has proven more difficult.

New AI method predicts gene expression in any cell

In the new study, Rabadan and his colleagues tried to use AI to predict which genes are active within specific cells. Such information about gene expression can tell researchers the identity of the cell and how the cell performs its functions.




"Previous models have been trained on data in particular cell types, usually cancer cell lines or something else that has little resemblance to normal cells," Rabadan says. Xi Fu, a graduate student in Rabadan's lab, decided to take a different approach, training a machine learning model on gene expression data from millions of cells obtained from normal human tissues. The inputs consisted of genome sequences and data showing which parts of the genome are accessible and expressed.

The overall approach resembles the way ChatGPT and other popular "foundation" models work. These systems use a set of training data to identify underlying rules, the grammar of language, and then apply those inferred rules to new situations. "Here it's exactly the same thing: we learn the grammar in many different cellular states, and then we go into a particular condition -- it can be a diseased or it can be a normal cell type -- and we can try to see how well we predict patterns from this information," says Rabadan.

Fu and Rabadan soon enlisted a team of collaborators, including co-first authors Alejandro Buendia, now a Stanford PhD student formerly in the Rabadan lab, and Shentong Mo of Carnegie Mellon, to train and test the new model.

After training on data from more than 1.3 million human cells, the system became accurate enough to predict gene expression in cell types it had never seen, yielding results that agreed closely with experimental data.

New AI methods reveal drivers of a pediatric cancer

Next, the investigators showed the power of their AI system when they asked it to uncover still hidden biology of diseased cells, in this case, an inherited form of pediatric leukemia.




"These kids inherit a gene that is mutated, and it was unclear exactly what it is these mutations are doing," says Rabadan, who also co-directs the cancer genomics and epigenomics research program at Columbia's Herbert Irving Comprehensive Cancer Center.

With AI, the researchers predicted that the mutations disrupt the interaction between two different transcription factors that determine the fate of leukemic cells. Laboratory experiments confirmed AI's prediction. Understanding the effect of these mutations uncovers specific mechanisms that drive this disease.

AI could reveal "dark matter" in genome 

The new computational methods should also allow researchers to start exploring the role of genome's "dark matter" -- a term borrowed from cosmology that refers to the vast majority of the genome, which does not encode known genes -- in cancer and other diseases.

"The vast majority of mutations found in cancer patients are in so-called dark regions of the genome. These mutations do not affect the function of a protein and have remained mostly unexplored. says Rabadan. "The idea is that using these models, we can look at mutations and illuminate that part of the genome."

Already, Rabadan is working with researchers at Columbia and other universities, exploring different cancers, from brain to blood cancers, learning the grammar of regulation in normal cells, and how cells change in the process of cancer development.

The work also opens new avenues for understanding many diseases beyond cancer and potentially identifying targets for new treatments. By presenting novel mutations to the computer model, researchers can now gain deep insights and predictions about exactly how those mutations affect a cell.

Coming on the heels of other recent advances in artificial intelligence for biology, Rabadan sees the work as part of a major trend: "It's really a new era in biology that is extremely exciting; transforming biology into a predictive science."
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Researchers unravel a novel mechanism regulating gene expression in the brain that could guide solutions to circadian and other disorders | ScienceDaily
A collaborative effort between Mount Sinai and Memorial Sloan Kettering Cancer Center has shed valuable light on how monoamine neurotransmitters such as serotonin, dopamine, and now histamine help regulate brain physiology and behavior through chemical bonding of these monoamines to histone proteins, the core DNA-packaging proteins of our cells.


						
By uncovering how these histone modifications influence the brain, the team has identified a novel mechanism for controlling circadian gene expression and behavioral rhythms. The team's findings, published in Nature, on Wednesday, January 8, could eventually guide the development of targeted therapies for conditions involving circadian rhythm disruptions, such as insomnia, depression, bipolar disorder, and neurodegenerative disease.

"Our findings emphasize that the brain's internal clock is influenced by chemical monoamine neurotransmitters in a manner not previously appreciated, such that monoamines can directly modify histones, which in turn regulate brain circadian gene expression patterns, neural plasticity, and sleep or wakefulness activity," says lead author Ian Maze, PhD, Howard Hughes Medical Institute Investigator, Professor of Neuroscience and Pharmacological Sciences at the Icahn School of Medicine at Mount Sinai, and Director of the Center for Neural Epigenome Engineering at Mount Sinai.

"This groundbreaking mechanism reveals, for the first time, how circadian events that stimulate neurotransmitter signaling (or vice versa) in the brain can exert dynamic effects on neurons by directly altering DNA structure," adds Yael David, PhD, a chemical biologist who leads The Yael David Lab at Memorial Sloan Kettering Cancer Center and co-lead author of the study. "We're committed to gaining a more comprehensive understanding of these mechanisms so that this work can eventually contribute to the development of therapeutic strategies for treating circadian-related and other brain disorders."

Past work by the Maze Laboratory found that serotonin and dopamine, in addition to their role as neurotransmitters -- chemical messengers that carry signals between nerve cells, controlling a multitude of vital bodily functions -- can also attach to histone proteins, specifically H3. These proteins directly modulate gene expression programs in the brain that contribute to complex biological processes and behavior (including neurodevelopment, drug relapse vulnerability and stress susceptibility) and contribute to disease, when perturbed. The lab further learned that the enzyme responsible for modifying histones with serotonin and dopamine is transglutaminase 2 (TG2).

In their latest study, researchers from the Nash Family Department of Neuroscience and The Friedman Brain Institute at Mount Sinai and Memorial Sloan Kettering Cancer Center used a highly interdisciplinary approach to decipher the biochemical mechanism of TG2. The teams found that TG2 acts as a regulator of intracellular monoamine neurotransmitters with an ability to not only add monoamines to histone H3 but also erase and exchange one monoamine neurotransmitter for another on H3, with different monoamines controlling gene expression patterns through independent mechanisms.

"The idea originated from a simple observation of the chemical intermediates formed by TG2 with its co-factor, revealing a new dynamic," says study first author, Qingfei Zheng, PhD, a previous postdoctoral fellow in the Yael David Lab, who is now a faculty member at Purdue University.




"These findings, among the first of their kind, imply that multiple brain regions, which can harbor heterogenous pools of monoamines, may rapidly exchange monoamines on histones in response to external stimuli to directly regulate gene expression programs," explains Dr. Maze.

"This unique mechanism suggests that additional histone monoamine modifications could be dynamically regulated, potentially playing roles in controlling complex events in the brain," adds Dr. David.

Based on this novel mechanism of action, the team speculated that intracellular fluctuations in monoamine concentrations can lead to their selective utilization by TG2, which could then trigger new histone modifications. Indeed, investigators identified histaminylation (referring to TG2's reaction with the metabolic donor histamine) as a new modification of histones and showed that it, along with the allied process known as H3 serotonylation, plays a critical role in regulating circadian rhythms in the mouse brain, along with circadian behavior.

"Histaminylation also suggests a novel neurotransmission-independent mechanism for how our brains control sleep/wake cycles, which are disrupted in many disorders," Dr. Maze says.

Given the pivotal role histamine plays in other biological processes and disease states, including immune system regulation and cancer, researchers are now interested in further exploring how TG2-dependent monoaminylation of histones is controlled.

"By elucidating TG2 regulatory mechanisms, we may be able to gain valuable insights on diseases of monoaminergic dysregulation, including depression, schizophrenia, and Parkinson's disease. Our work truly represents a foundational study that will hopefully lead to more advanced research in humans, with important therapeutic implications," concludes Dr. Maze.

The remaining authors, all with the Icahn School of Medicine at Mount Sinai except where indicated, are: Benjamin Weekley, PhD; David Vinson, PhD, Ryan Bastle, PhD, Aarthi Ramakrishnan, MS, Bioinformatics; Ashley Cunningham, PhD Candidate; Sohini Dutta, PhD; Jennifer Chan, PhD; Min Chen, PhD; Sasha Fulton, PhD Candidate; Giuseppina Di Salvo, Associate Researcher; Lingchun Kong, PhD; Lauren Dierdorff, PhD Candidate; Li Shen, PhD; Shuai Zhao (PhD Candidate, Tsinghua University); Robert Thompson, PhD(Princeton University); Stephanie Stransky, PhD (Albert Einstein College of Medicine); Nan Zhang, PhD (Ohio State University); Jinghua Wu, PhD (Purdue University); Haifeng Wang, PhD (Tsinghua University); Baichao Zhang, PhD (Tsinghua University); Lauren Vostal(Memorial Sloan Kettering Cancer Center); Akhil Upad, (Memorial Sloan Kettering Cancer Center); Henrik Molina, PhD (The Rockefeller University); Simone Sidoli, PhD (Albert Einstein College of Medicine); Tom Muir, PhD (Princeton University); Haitao LiPhD (Tsinghua University);




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250108143613.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How electrical synapses fine-tune sensory information for better decisions | ScienceDaily
Scientists at Yale and the University of Connecticut have taken a major step in understanding how animal brains make decisions, revealing a crucial role for electrical synapses in "filtering" sensory information.


						
The new research, published in the journal Cell, demonstrates how a specific configuration of electrical synapses enables animals to make context-appropriate choices, even when faced with similar sensory inputs.

Animal brains are constantly bombarded with sensory information -- sights, sounds, smells, and more. Making sense of this information, scientists say, requires a sophisticated filtering system that focuses on relevant details and enables an animal to act accordingly. Such a filtering system doesn't simply block out "noise" -- it actively prioritizes information depending on the situation. Focusing on certain sensory information and deploying a context-specific behavior is known as "action selection."

The Yale-led study focused on a worm, C. elegans, which, surprisingly, provides a powerful model for understanding the neural mechanisms of action selection. C. elegans can learn to prefer specific temperatures; when in a temperature gradient, it uses a simple, yet effective strategy to navigate towards its preferred temperature.

Worms first move across the gradient towards their preferred temperature (a behavior called "gradient migration") -- and once they have identified temperature conditions more to their liking, they track that temperature, which allows them to stay within their preferred range (a behavior called "isothermal tracking"). Worms also can perform these behaviors in context-specific manners, deploying gradient migration when they are far away from their preferred temperature, and isothermal tracking when they are near a preferred temperature.

But how are they able to perform the correct behavior in the correct context?

For the new study, the researchers investigated a specific type of connection between neuronal cells, called electrical synapses, which differs from the more widely studied chemical synapses. They found that these electrical synapses, mediated by a protein called INX-1, connect a specific pair of neurons (AIY neurons) which are responsible for controlling locomotion decisions in the worm.




"Altering this electrical conduit in a single pair of cells can change what the animal chooses to do," said Daniel Colon-Ramos, the Dorys McConnell Duberg Professor of Neuroscience and Cell Biology at Yale School of Medicine and corresponding author of the study.

The team found that these electrical synapses don't simply transmit signals, they also act as a "filter." In worms with normal INX-1 function, the electrical connection effectively dampens signals from the thermosensory neurons, allowing the worm to ignore weak temperature variations and focus on the larger changes experienced in the temperature gradient. This ensures that the worms move efficiently across the gradient and toward their preferred temperature without getting distracted by context-irrelevant signals, like those experienced in isothermal tracks which present throughout the gradient but are not at the preferred temperatures.

However, in worms lacking INX-1, the AIY neurons become hypersensitive, responding much more strongly to minor temperature fluctuations. This hypersensitivity causes the worms to react to these small signals, trapping the animals in isotherms that are not their preferred temperature. Such abnormal tracking of isotherms within incorrect contexts adversely affects the worms' ability to move across the temperature gradient towards their preferred temperature.

"It would be like watching a confused bird flying with its legs extended," Colon-Ramos said. "Birds normally extend their legs prior to landing but were a bird to extend its legs in the incorrect context it would be detrimental to its normal behavior and goals."

Since electrical synapses are found throughout the nervous systems of many animals, from worms to humans, the findings have significant implications beyond the behavior of worms.

"Scientists will be able to use this information to examine how relationships in single neurons can change how an animal perceives its environment and responds to it," Colon-Ramos said. "While the specific details of action selection will likely vary, the underlying principle of the role of electrical synapses in coupling neurons to alter responses to sensory information could be widespread.




"For example, in our retina, a group of neurons called 'amacrine cells' uses a similar configuration of electrical synapses to regulate visual sensitivity when our eyes adapt to light changes."

Synaptic configurations are central to the way animals process sensory information and then react, and the results uncovered in the new study suggest that configurations of electrical synapses play a crucial role in modulating how nervous systems process context-specific sensory information to guide perception and behavior in animals.

Colon-Ramos is also associate director of Yale's Wu Tsai Institute, which is devoted to the study of cognition.

The study's co-lead authors are Agustin Almoril-Porras and Ana Calvo from Yale. Co-authors are Jonathan Beagan, Malcom Diaz Garcia, Josh Hawk, Ahmad Aljobeh, Elias Wisdom, and Ivy Ren, all of Yale; and Longgang Niu and Zhao-Wen Wang of the University of Connecticut.

The work was supported by the National Institutes of Health, the National Science Foundation, and a Howard Hughes Medical Institute Scholar Award.
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Researchers resolve uncertainty in BRCA2 testing, improving cancer risk assessment and patient care | ScienceDaily
Findings from a multi-institutional, international study led by researchers from the Mayo Clinic Comprehensive Cancer Center have significantly advanced the understanding of genetic alterations in the BRCA2 gene, a key player in hereditary cancer risk. The researchers completed a comprehensive functional assessment of all possible variants within the crucial DNA-binding domain of BRCA2, resulting in the clinical classification of 91% of variants of uncertain significance (VUS) in this part of the gene. This finding dramatically improves the accuracy of genetic testing and will allow healthcare professionals to offer more precise risk assessments and personalized treatment plans for people carrying these variants.


						
The study, published in Nature, utilized CRISPR-Cas9 gene-editing technology to analyze the functional impact of almost 7,000 BRCA2 variants, definitively identifying those that increase cancer risk and those that do not. This new information will eliminate much of the uncertainty surrounding VUS, allowing for more informed decisions regarding cancer screening, preventive measures and treatment strategies.

"This research is a major advancement in understanding the role of many BRCA2 variants in cancer predisposition," says Fergus Couch, Ph.D., the Zbigniew and Anna M. Scheller Professor of Medical Research at Mayo Clinic. "Until now, patients who carried VUS often worried if they would develop cancer, but now with the classification of these variants, we can provide a clearer picture of cancer risk and tailor both prevention strategies as well as breast cancer treatment accordingly."

The findings have immediate implications for genetic testing laboratories and healthcare professionals, aiding them in offering more precise and personalized care to patients with VUS. Many people with VUS may be notified about the reclassification of their VUS as the ClinVar BRCA1/2 expert panel and testing laboratories use the new information in testing reports and updates. In addition, this new insight will aid in identifying patients with breast, ovarian, pancreatic or prostate cancer who might benefit from targeted therapies such as PARP inhibitors.

"We now have a catalog of every possible VUS in this part of BRCA2 that can be used to guide clinical care," says Dr. Couch.

The researchers say that this research lays the groundwork for future studies characterizing and classifying all BRCA2 variants across diverse populations and cancer types, improving risk assessment for everyone.

The study involved collaborators at Ambry Genetics Inc., Duke University, H. Lee Moffitt Cancer Center, the University of Pennsylvania and several contributing studies from the CARRIERS consortium. The study was supported by funding from the National Cancer Institute, Mayo Clinic Breast Cancer SPORE (P50 CA116201) and R35 Outstanding Investigator Programs, the Mayo Clinic Comprehensive Cancer Center, and the Breast Cancer Research Foundation.
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Potential new therapeutic targets for Huntington's disease | ScienceDaily
A University of California, Irvine-led research team has discovered intricate molecular mechanisms driving the RNA processing defects that lead to Huntington's disease and link HD with other neurodegenerative disorders such as amyotrophic lateral sclerosis, frontotemporal lobar dementia and Alzheimer's disease.


						
The findings may pave the way for neurodegenerative disorder researchers to collaborate and share therapeutic strategies across diseases, opening additional avenues for treatment.

While it's known that HD is caused by an abnormal expansion of cytosine, adenine and guanine nucleotide repeats in the DNA of the gene responsible for HD, how this mutation interferes with cellular functions is highly complex.

The study, recently published online in the journal Nature Neuroscience, reveals the interplay between two key regulators of RNA processing. Binding of both the RNA-binding protein TDP-43 and the m6A RNA modification chemical tag has been found to be altered on genes that are dysregulated in HD. Further, TDP-43 pathology, classically associated with ALS and FTLD, is found in diseased brains from HD patients.

RNA modifications and how they control RNA abundance to lead to disease is an emergent and challenging area of biological research. "Our findings offer new insights into the role of TDP-43 and m6A modifications in contributing to defective RNA processing in HD. This enhanced understanding highlights their potential as therapeutic targets, which are major areas of research for other neurological disorders. Drugs developed to interact with these pathways could offer new hope for slowing or even reversing neurodegeneration in HD, ALS and other diseases where TDP-43 dysregulation is significant. This research is very important because it uses clinically relevant model systems to understand and elucidate novel RNA-based mechanisms for aberrant gene regulation in HD," said co-corresponding author Leslie Thompson, Ph.D., UC Irvine Chancellor's Professor and Donald Bren Professor of psychiatry & human behavior as well as neurobiology & behavior.

Led by UC Irvine assistant project scientist Thai B. Nguyen, the team used advanced genomic and molecular biology techniques to explore how m6A RNA modifications serve as landmarks directing TDP-43 to regulate crucial RNAs. Utilizing invaluable tissue samples from global brain banks, the study sheds light on a process essential for accurate RNA splicing -- a cornerstone of proper gene expression.

The researchers discovered that in both HD mouse models and human patients, the mislocalization of TDP-43 and alterations in m6A RNA modifications disrupt TDP-43's ability to bind to RNA correctly. This disruption leads to abnormal RNA processing and splicing errors. Further analysis revealed that these irregularities align with widespread gene disruptions, particularly in the striatum, a brain region significantly impacted by HD-related neuronal dysfunction.

"By targeting key processes like RNA splicing and modification, we not only advance our understanding of the molecular disruptions behind HD but also open the door to potential new treatments for neurodegenerative diseases more broadly. It was a really important collaboration to bring chemical and genomic tools from my lab and merge them with Leslie's powerful and robust model systems to nail down this novel mechanism," said co-corresponding author Robert Spitale, Ph.D., UC Irvine founding associate dean of research and professor of pharmaceutical sciences.

The UC Irvine scientists partnered with Clotilde Lagier-Tourenne, associate professor of neurology at Harvard University; Don Cleveland, chair and professor of cellular and molecular medicine at UC San Diego; and their research groups. Other team members included project scientists, faculty, and undergraduate and graduate students from UC Irvine, Columbia University, the Massachusetts Institute of Technology, the University of Auckland and Ionis Pharmaceuticals in Carlsbad. Click here for a full list.

This work was supported by the Chan Zuckerberg Initiative's Collaborative Pairs awards program; National Institutes of Health grants R35 NS116872, R01 NS112503, R01 NS124203, R01 NS27036, R01 AA029124 and K22CA234399; and Department of Defense grant TS200022. Additional backing was provided by the National Institute of Neurological Disorders and Stroke under award number F31NS124293T32, the Dake Family Foundation, a Hereditary Disease Foundation postdoctoral fellowship, and a postdoctoral fellowship from the ALS Association.
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Signaling circuit interplay pushes newborn neurons out of the neuronal nest | ScienceDaily
The journey of a thousand miles begins with a single step, but for developing neurons, this first step relies on collaboration from multiple signaling pathways. Scientists at St. Jude Children's Research Hospital used fluorescent imaging techniques to track the sequence of molecular events that kickstart the migration of developing neurons, implicating an intricate circuit of cues in the process. The findings, which shed light on the processes that ensure proper cerebellum development, were published today in Nature Communications.


						
Neurons develop in a region of the brain called the germinal zone, but to fulfill their functions, they must travel to other parts of the brain where they are needed to form circuits. The series of cues telling them to leave have not been fully understood, but David Solecki, PhD, St. Jude Department of Developmental Neurobiology, was well positioned to unravel how these cues come together to kickstart neuron migration.

"In the past, people have looked at important cytoskeletal components and extrinsic signals from outside the cell, which tell neurons when and where to go," Solecki said. "But the key challenge becomes figuring out how they are integrated. How do multiple biological pathways come together to orchestrate this germinal zone exit event?"

The results revealed that antagonism between the guidance molecule Netrin-1 "pushing" developed neurons out of the germinal zone and the ubiquitin ligase Siah2 "pulling" undeveloped cells back into the germinal zone is responsible. This previously unappreciated "coincidence detection circuit" highlights that the interplay of these opposing pathways ensures proper neuronal migration.

Push-and-pull regulates neuron migration 

Solecki used super-resolution microscopy to reveal how this two-switch circuit worked. The researchers first noted that differentiated neurons appeared to migrate away from Netrin-1 in the germinal zone. This protein is detected and repulsed by the transmembrane receptor, Dcc.

"Netrin-1 is secreted by the progenitor cells, and it tells the newly differentiated cells, 'You have to go away from us,'" Solecki explained. "The differentiated cells are essentially repulsed by their previous cohort of immature neurons."

A deeper look at the basis of coincidence detection revealed a circuit between Netrin-1-Dcc signaling and two other proteins, Pard3 and JamC. These give Dcc clustering and adhesion cues at sites essential for migration. Pard3 promotes the movement and localization of Dcc receptors, while JamC anchors them at adhesion sites, enabling effective polarity and adhesion cue integration. This complex balances adhesion and guidance signaling to regulate neuronal migration timing and direction.

This "push" signal is balanced by a "pull" signal, driven by the ubiquitin ligase, Siah2. Ubiquitin ligases facilitate the recycling of defunct proteins. Siah2 is the assigned ubiquitin ligase for Dcc and Pard3. The researchers demonstrated that Siah2 prevents premature migration of undeveloped neurons from the germinal zone by degrading Dcc, the Netrin-1 sensor, and Pard3, which regulates Dcc and JamC movement. This degradation precisely controls the interaction of adhesion and guidance cues within the coincidence detection circuit.

The findings provided unique insight into how this collective system forms a coincidence detection circuit, wherein cell-cell contact and Netrin-1 sensing inputs must function for the correct output to be seen. "With other techniques such as single-cell sequencing, you look at the genes behind the systems, but eventually, the cell biology is something you must figure out," Solecki said. "And that's what this work was about: the intricate interplay of the molecules."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250108143437.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Cell-based therapy improves outcomes in a pig model of heart attacks | ScienceDaily
In a large-animal model study, researchers have found that heart attack recovery is aided by injection of heart muscle cell spheroids derived from human induced pluripotent stem cells, or hiPSCs, that overexpress cyclin D2 and are knocked out for human leukocyte antigen classes I and II. This research, published in the journal Circulation Research, used a pig model of heart attacks. Pig hearts more closely resemble the human heart in size and physiology, and thus have a higher clinical relevance to human disease, compared to studies in mice.


						
University of Alabama at Birmingham researchers, led by Jianyi "Jay" Zhang, M.D., Ph.D., and Lei Ye, M.D., Ph.D., generated the human leukocyte antigen-knockout and cyclin D2-overexpressing hiPSCs, called KO/OEhiPSCs. When KO/OEhiPSCs were differentiated into cardiomyocyte spheroids and implanted into the pig hearts that had undergone ischemia/reperfusion injury, the KO/OEhiPSC-cardiomyocyte implantation resulted in significantly improved cardiac function and reduced infarct size after four weeks.

"It is widely acknowledged that the infarct size is linearly related to the severity of post-infarction left ventricle remodeling and the occurrence of heart failure," Zhang said. "In our current study, at week 4 after ischemia/reperfusion, we observed a significant 35.8 percent decrease in the infarct area in the hearts treated with the KO/OEhiPSC-cardiomyocyte spheroids compared with those treated with basal medium, and a significant reduction compared with wildtype-hiPSC-cardiomyocyte spheroid-treated pigs."

These improvements were due to a surprising finding -- proliferation of endogenous heart muscle cells in the pig hearts. This is particularly noteworthy because shortly after birth mammalian heart muscle cells lose their ability to divide. Thus, a damaged heart after a heart attack cannot repair itself by growing new muscle cells in the scar area left by the heart attack. Many previous pig model preclinical trials to inject new heart muscle cells into the damaged heart have been blunted by general failure of the cells to engraft and grow.

In the current study, the spheroids that the UAB researchers injected failed to persist, despite finding significant improvement in heart function and infarct size in the damaged pig hearts. Engraftment was seen at week 1, but was nearly undetectable at week 4. Instead, the researchers found significant increases in the proliferation of endogenous pig cardiomyocytes, those preexisting heart muscle cells that are unable to divide in normal adult hearts. These proliferating cells showed elevated expression levels of cellular proliferation markers, and they expressed genes for DNA replication. The pig cardiomyocyte cells also showed upregulation of three signaling pathways -- the Mitogen-Activated Protein Kinase pathway, the HIPPO/YAP pathway and the Transforming Growth Factor B pathway.

Researchers analyzed the heart cells for cell-surface receptors that are associated with the three pathways, and they looked for differential extracellular protein expression of proteins that interact with those cell-surface markers receptors. They did not see differential expression of the extracellular proteins in the endogenous cardiomyocytes. This suggested that the enhanced proliferation of the endogenous heart muscle cells might instead be due to extracellular proteins produced by the injected KO/OEhiPSC-cardiomyocytes.

Cytokine arrays of the KO/OEhiPSC-cardiomyocytes identified follistatin, an autocrine glycoprotein, as the potential inducer of the heart muscle cell proliferation. Follistatin was found to be highly secreted by KO/OEhiPSC-cardiomyocytes. In cell culture, human cardiomyocytes significantly proliferate, and the total number cardiomyocytes increased by 30 percent when treated with follistatin as compared to the control groups. In an in vivo mouse model of heart attacks, the UAB researchers found that injected follistatin induced proliferation of adult mouse cardiomyocytes after myocardial infarction. Other experiments confirmed that follistatin targets the HIPPO/YAP signaling pathway to promote the growth of cardiomyocytes.




"To our knowledge, this is the first report demonstrating that follistatin promotes the proliferation of hiPSC-cardiomyocytes and cardiomyocytes from adult mammalian hearts," Zhang said. "The mechanisms by which follistatin activates cardiomyocyte proliferation have yet to be deciphered."

The need for a new therapy for heart attack patients is great. Heart failure is responsible for 13 percent of deaths worldwide, and half of patients with heart failure die within five years. Blockage of coronary arteries in a heart attack leads to death of the cardiomyocyte heart muscle cells. When that muscle tissue is replaced by dense scar tissue with little blood circulation, the infarcted heart loses contractile power, leading to heart enlargement, progressive loss of pumping ability, increased chance of ventricular arrhythmias and clinical end-stage heart failure.

The current study advances a 2021 study by Zhang and colleagues that showed heart attack recovery could be aided by injection of heart muscle cells that overexpress cyclin D2. However, these experiments were done in immunocompromised mice. The current study developed and tested hypoimmunogenic and cyclin D2-overexpressing hiPSC-cardiomyocytes in a large-animal model for possible clinical translation and enhanced therapeutic efficacy of this promising treatment approach.

"This highlights the significant potential of KO/OEhiPSC-cardiomyocytes to stimulate endogenous cardiomyocyte proliferation in the hearts of adult patients," Zhang said.

Co-authors with Ye and Zhang in the study, "Follistatin from hiPSC-cardiomyocytes promotes myocyte proliferation in pigs with postinfarction LV remodeling," are Yuhua Wei, Gregory Walcott, Thanh Nguyen, Xiaoxiao Geng, Bijay Guragain, Hanyu Zhang, Akazha Green, Manuel Rosa-Garrido and Jack M. Rogers, UAB Department of Biomedical Engineering; and Daniel J. Garry, UAB Department of Medicine, Division of Cardiovascular Disease.

Support came from National Institutes of Health grants HL114120, HL131017, HL134764, HL160476 and HL49137.

At UAB, Zhang holds the T. Michael and Gillian Goodrich Endowed Chair of Engineering Leadership. Biomedical Engineering is a joint department in the Marnix E. Heersink School of Medicine and the UAB School of Engineering. Medicine is a department in the Heersink School of Medicine.
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Ketamine use on the rise in U.S. adults; new trends emerge | ScienceDaily


						A recent study analyzing data from the National Survey on Drug Use and Health (NSDUH) found that past-year recreational ketamine use among adults has increased dramatically since 2015, including significant shifts in associations with depression and sociodemographic characteristics such as race, age and education status. Ketamine use has shown promise in clinical trials therapy for several mental illnesses, including treatment-resistant depression, and the new research suggests that ongoing monitoring of recreational use trends is crucial to balancing these clinical benefits against the risk of unmonitored recreational use.


						
Key findings include:
    	Overall past-year recreational ketamine use increased by 81.8% from 2015 to 2019 and by 40% from 2021 to 2022.
    	Adults with depression were 80% more likely to have used ketamine in the past year in 2015-2019, but this association weakened in later years. In 2021-2022, ketamine use increased only among those without depression.
    	In 2021-2022, adults aged 26-34 were 66% more likely to have used ketamine in the past year compared to adults aged 18-25. Those with college degrees were more than twice as likely to have used ketamine compared to people with a high school education or less.
    	People were more likely to use ketamine if they used other substances, such as ecstasy/MDMA, GHB, and cocaine.

The researchers recommend expanding prevention outreach to settings like colleges, where younger adults may be at heightened risk, as well as providing education on the harms of polydrug use, particularly in combination with opioids. As medical ketamine becomes more widely available, they also emphasize the need for continued surveillance of recreational ketamine use patterns and further research to understand the factors that contribute to ketamine use.

The study, published online in the Journal of Affective Disorders, was led by Kevin Yang, M.D., a third-year resident physician in the Department of Psychiatry at UC San Diego School of Medicine. The research was supported by the National Institute on Drug Abuse of the National Institutes of Health.
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Morning coffee may protect the heart better than all-day coffee drinking | ScienceDaily
People who drink coffee in the morning have a lower risk of dying from cardiovascular disease and a lower overall mortality risk compared to all-day coffee drinkers, according to research published in the European Heart Journal today (Wednesday).


						
The research was led by Dr Lu Qi, HCA Regents Distinguished Chair and Professor at the Celia Scott Weatherhead School of Public Health and Tropical Medicine at Tulane University, New Orleans, USA. He said: "Research so far suggests that drinking coffee doesn't raise the risk of cardiovascular disease, and it seems to lower the risk of some chronic diseases, such as type 2 diabetes. Given the effects that caffeine has on our bodies, we wanted to see if the time of day when you drink coffee has any impact on heart health."

The study included 40,725 adults taking part in the US National Health and Nutrition Examination Survey (NHANES) between 1999 and 2018. As part of this study, participants were asked about all the food and drink they consumed on at least one day, including whether they drank coffee, how much and when. It also included a sub-group of 1,463 people who were asked to complete a detailed food and drink diary for a full week.

Researchers were able to link this information with records of deaths and cause of death over a period of nine to ten years.

Around 36% of people in the study were morning coffee drinkers (they primarily drank coffee before midday), 16% of people drank coffee throughout the day (morning, afternoon and evening) and 48% were not coffee drinkers.

Compared with people who did not drink coffee, morning coffee drinkers were 16% less likely to die of any cause and 31% less likely to die of cardiovascular disease. However, there was no reduction in risk for all-day coffee drinkers compared to non-coffee drinkers.

Morning coffee drinkers benefited from the lower risks whether they were moderate drinkers (two to three cups) or heavy drinkers (more than three cups). Light morning drinkers (one cup or less) benefited from a smaller decrease in risk.




Dr Qi said: "This is the first study testing coffee drinking timing patterns and health outcomes. Our findings indicate that it's not just whether you drink coffee or how much you drink, but the time of day when you drink coffee that's important. We don't typically give advice about timing in our dietary guidance, but perhaps we should be thinking about this in the future.

"This study doesn't tell us why drinking coffee in the morning reduces the risk of death from cardiovascular disease. A possible explanation is that consuming coffee in the afternoon or evening may disrupt circadian rhythms and levels of hormones such as melatonin. This, in turn, leads to changes in cardiovascular risk factors such as inflammation and blood pressure.

"Further studies are needed to validate our findings in other populations, and we need clinical trials to test the potential impact of changing the time of day when people drink coffee."

In an accompanying editorial Professor Thomas F. Luscher from Royal Brompton and Harefield Hospitals, London, UK said: "In their study published in this issue of the European Heart Journal, Wang et al analysed the time of the day when coffee is consumed in 40 725 adults from the NHANES and of 1463 adults from the Women's and Men's Lifestyle Validation Study.

"During a median follow-up of almost a decade, and after adjustment for caffeinated and decaffeinated coffee intake, the amounts of cups per day, sleep hours, and other confounders, the morning-type, rather than the all-day-type pattern, was significantly associated with lower risks of all-cause mortality with a hazard ratio of 0.84 and of cardiovascular mortality of even 0.69 as compared with non-coffee drinkers.

"Why would time of the day matter? In the morning hours there is commonly a marked increase in sympathetic activity as we wake up and get out of bed, an effect that fades away during the day and reaches its lowest level during sleep. Thus, it is possible, as the authors point out, that coffee drinking in the afternoon or evening disrupts the circadian rhythm of sympathetic activity. Indeed, many all-day drinkers suffer from sleep disturbances. In this context, it is of interest that coffee seems to suppress melatonin, an important sleep-inducing mediator in the brain.

"Overall, we must accept the now substantial evidence that coffee drinking, particularly in the morning hours, is likely to be healthy. Thus, drink your coffee, but do so in the morning!"
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How our cells dispose of waste and ways to control it | ScienceDaily
Recycling takes place in our cells at all times: in a process called autophagy, cell components that are no longer needed are enclosed by membranes and broken down into their basic building blocks. This vital process prevents the formation of harmful aggregates and makes nutrients available again.


						
A research team co-led by Prof. Dr. Claudine Kraft from the CIBSS Cluster of Excellence at the University of Freiburg and Dr. Florian Wilfling from the Max Planck Institute of Biophysics in Frankfurt has now discovered the conditions necessary for autophagy to start. They were also able to artificially create these conditions and thus trigger the degradation of otherwise non-degradable molecules in yeast cells. Targeting autophagy in this way is a promising approach for promoting the degradation of aggregates that can otherwise form plaques in neurodegenerative diseases such as Alzheimer's, as well as to improve the efficacy of cancer treatments. The study has been published in the scientific journal Nature Cell Biology.

Weak molecular interactions essential for autophagy to begin

In order for the degradation of cellular components through autophagy to occur, they must first be recognised as waste. This is done by receptor and other adapter molecules. However, it was previously unknown how exactly these molecules trigger the subsequent steps. "We have now been able to show that the receptors must bind weakly to the material to be disposed of for autophagy to start," explains Kraft. "If they bind too strongly, the process is not triggered."

What initially sounds counterintuitive could be explained by the researchers with the help of computer simulations and experiments on living yeast cells and human cells in cell culture: the weak binding causes the receptors to remain mobile and form random clusters. "When the point of critical concentration has been reached, phase separation occurs: the adapter molecules come together and form a droplet, similar to oil in water," explains Wilfling. "Such a liquid accumulation has different physical properties than the individual molecules serving as a flexible platform for all other molecules involved in autophagy."

The process can be controlled artificially 

To test their hypothesis, the researchers introduced virus particles into yeast cells that the cells are normally unable to break down. By modifying the virus particles so that autophagy receptors could weakly bind to them, the researchers were able to trigger the degradation of the viral protein. However, if they modified the surface so that the receptors bound strongly to it, no degradation took place. "This result is promising because it shows that we can specifically intervene in the autophagy of cargo molecules of living cells," summarise both Kraft and Wilfling.

The study was funded by the German Research Foundation (EXC-2189; SFB 1381; SFB 1177; 450216812; 409673687; GRK 2606;) by the European Research Council under the Horizon 2020 programme (ERC 769065), the Max Planck Society and by the European Union (ERC 101041982).
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Study challenges traditional risk factors for brain health in the oldest-old | ScienceDaily
A study led by the University of California, Irvine has found cardiovascular conditions such as high blood pressure and diabetes, which are known to contribute to brain blood vessel damage in younger populations, not to be associated with an increased risk of such harm in individuals 90 and older.


						
The work, published online today in the journal Alzheimer's & Dementia: The Journal of the Alzheimer's Association, suggests that the relationship among blood pressure, vascular health and brain aging is more complex than previously thought.

"For decades, we've known that factors like high blood pressure and diabetes can injure blood vessels in the brain, increasing the risk for cognitive decline and dementia. However, our research found that these patterns may change as people age," said corresponding author Dr. Ravi Rajmohan, UC Irvine clinical instructor of neurology. "Even more intriguing, the use of blood pressure-lowering medication in this 90-plus group was linked to a lower likelihood of specific types of brain damage."

Team members analyzed the relationship between cardiovascular-related changes in the brain and self-reported vascular risk factors or use of heart-related medications by examining data from 267 participants in the National Institute on Aging's 90+ Study, one of the largest and most comprehensive research projects on the oldest-old population. They applied statistical models that accounted for age, sex and education and found that the presence of brain changes was not linked to traditional risk factors like high blood pressure or diabetes.

In addition, they discovered that certain medications showed potential proactive effects. Diuretics were linked to a lower likelihood of atherosclerosis, commonly called "hardening of the arteries," and beta blockers and vasodilators were associated with reduced odds of cerebral amyloid angiopathy, the buildup of a type of proteins in brain blood vessels.

"Our findings challenge the idea that traditional vascular risk factors are always harmful to brain health in the 90-plus population," Rajmohan said. "Our findings may reflect the effectiveness of treatment for those conditions, or they could be influenced by survival bias, as individuals with untreated or severe risk factors may not live into their 90s. Further research is needed to explore whether blood pressure-lowering medications could directly reduce the risk of brain blood vessel damage and dementia under specific circumstances. Such knowledge could lead to more personalized advice for managing blood pressure and improving brain health outcomes."

Team members also included Dr. Claudia Kawas, professor of neurology and neurobiology & behavior; Maria Corrada, professor in residence of neurology; Annlia Paganini Hill, project scientist in neurology; and biochemistry graduate student Joey Wong -- all from UC Irvine -- as well as Dr. Thomas Montine, chair pathology at Stanford University; Zeinah Al-Darsani, epidemiology and biostatistics graduate student at Temple University's College of Public Health; and Chu-Ching Ho, computer science graduate student at the University of Illinois Urbana-Champaign.

This work was supported by the National Institute on Aging under grant AG021055 and the Alzheimer's Disease Research Consortium under grant P30AGO66519.
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Predicting the progression of autoimmune disease with AI | ScienceDaily
Autoimmune diseases, where the immune system mistakenly attacks the body's own healthy cells and tissues, often have a preclinical stage before diagnosis that's characterized by mild symptoms or certain antibodies in the blood. However, in some people, these symptoms may resolve before culminating in the full disease stage.


						
Knowing who may progress along the disease pathway is critical for early diagnosis and intervention, improved treatment and better disease management, according to a team led by researchers from the Penn State College of Medicine that has developed a new method to predict the progression of autoimmune disease among those with preclinical symptoms. The team used artificial intelligence (AI) to analyze data from electronic health records and large genetic studies of people with autoimmune disease to come up with a risk prediction score. When compared to existing models, this methodology was between 25% and 1,000% more accurate in determining whose symptoms would move to advanced disease.

The research team published their findings this week (Jan. 2) in the journal Nature Communications.

"By targeting a more relevant population -- people with family history or who are experiencing early symptoms -- we can use machine learning to identify patients with the highest risk for disease and then identify suitable therapeutics that may be able to slow down the progression of the disease. It's a lot more meaningful and actionable information," said Dajiang Liu, distinguished professor, vice chair for research and director of artificial intelligence and biomedical informatics at the Penn State College of Medicine and co-lead author of the study.

Approximately 8% of Americans live with autoimmune disease, according to the National Institutes of Health, and the vast majority are women. The earlier you can detect the disease and intervene, the better, Liu said, because once autoimmune diseases progress, the damage can be irreversible. There are often signs of the disease before an individual receives a diagnosis. For example, in patients with rheumatoid arthritis, antibodies can be detected in the blood five years before symptoms begin, the researchers explained.

The challenge with forecasting disease progression is sample size. The population of individuals who have a specific autoimmune disease is relatively small. With less data available, it's harder to develop an accurate model and algorithm, Liu said.

To improve prediction accuracy, the research team developed a new method, dubbed Genetic Progression Score or GPS, to foretell the progression from preclinical to disease stages. GPS leverages the idea behind transfer learning -- a machine learning technique where a model is trained on one task or dataset and then fine-tuned for a different but related task or dataset, explained Bibo Jiang, assistant professor of public health sciences at the Penn State College of Medicine and lead author of the study. It allows researchers to glean better information from smaller data samples.




For example, in medical imaging, artificial intelligence models can be trained to tell whether a tumor is cancerous or non-cancerous. To create the training dataset, medical experts need to label images one-by-one, which can be time intensive and limited by the number of images available. Liu said, instead, transfer learning uses more numerous, easier-to-label images, such as cats and dogs and creates a much larger dataset. The task can also be outsourced. The model learns to differentiate between the animals, and then, it can be refined to distinguish between malignant and benign tumors.

"You don't need to train the model from scratch," Liu said. "The way that the model segments elements from an image to determine whether it's a cat or dog is transferable. With some adaptation, you can refine the model to separate an image of a tumor from an image of normal tissue."

GPS trains on data from large case-control genome-wide association studies (GWAS), a popular approach in human genetics research to identify genetic differences in people with a specific autoimmune disease from those without and to detect potential risk factors. It also incorporates data from electronic health record-based biobanks, which contain rich information about patients, including genetic variants, lab tests and clinical diagnoses. This data can help identify individuals in preclinical stages and characterize the stages of progression from preclinical to the disease stage. Data from both sources is then integrated to refine the GPS model, incorporating factors that are relevant to the actual development of disease.

"Integrating large case-control studies and biobanks borrowed strengths from the large sample sizes of case-control studies and improved prediction accuracy," Liu said, explaining that people with high GPS scores have a higher risk of progressing from preclinical to disease stages.

The team used real-world data from the Vanderbilt University biobank to predict the progression of rheumatoid arthritis and lupus and then validated the GPS risk scores with data from the All of Us biobank, a health data initiative of the National Institutes of Health. GPS better predicted disease progression than 20 other models that rely on biobank or case-control samples only and those combining biobank and case-control samples via other methods.

Accurate prediction of disease progression using GPS can enable early interventions, targeted monitoring and personalized treatment decisions, leading to improved patient outcomes, Liu said. It could also improve clinical trial design and recruitment by identifying individuals who are most likely to benefit from new therapies. While this study focused on autoimmune conditions, the researchers said that a similar framework could be used to study other disease types.




"When we talk about underrepresented populations, it's not just about race. It could also be a group of patients that are under-studied in the medical literature because they comprise only a small portion of typical data sets. AI and transfer learning can help us study these populations and help reduce health disparities," Liu said. "This work reflects the strength of Penn State's comprehensive research program in autoimmune disease."

Liu and Jiang -- along with study co-authors Laura Carrel, professor of biochemistry and molecular biology; Galen Foulke, associate professor of dermatology; Nancy Olsen, H. Thomas and Dorothy Willits Hallowell Chair in Rheumatology -- formed the autoimmune working group and have collaborated for nearly a decade. They lead innovative clinical trials, perform research studies to understand the biological mechanisms of autoimmune diseases and develop AI methods to tackle various problems related to autoimmune diseases.

Chen Wang, who earned a doctorate in bioinformatics and genomics from Penn State, and Havell Markus, joint degree student in the MD/PhD Medical Scientist Training Program, are co-first authors of the study. Other Penn State authors on the paper include: Avantika R. Diwadkar, graduate student; Chachrit Khunsriraksakul, who graduated from the MD/PhD Medical Scientist Training Program during the time of the study; and Xingyan Wang, who was a research assistant at Penn State College of Medicine during the time of the study.

Other contributors include Bingshan Li, professor of molecular physiology and biophysics, and Xue Zhong, research assistant professor in genetic medicine, from Vanderbilt University School of Medicine; and Xiaowei Zhan, associate professor of public health at the University of Texas Southwestern Medical Center.

Funding from the National Institutes of Health, including the National Institute of Allergy and Infectious Diseases Office of Data Science and Emerging Technologies, supported this research.
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Advancements in neural implant research enhance durability | ScienceDaily
Neural implants contain integrated circuits (ICs) -- commonly called chips -- built on silicon. These implants need to be small and flexible to mimic circumstances inside the human body. However, the environment within the body is corrosive, which raises concerns about the durability of implantable silicon ICs. A team of researchers from the Bioelectronics Section led by Dr. Vasiliki (Vasso) Giagka, address this challenge by studying the degradation mechanisms of silicon ICs in the body and by coating them with soft PDMS elastomers to form body-fluid barriers that offer long-term protection to implantable chips. These findings not only enhance the longevity of implantable ICs but also significantly broaden their applications in the biomedical field. The paper on this project is published in the journal Nature Communications. 


						
Crucial research on brain diseases

Neural implants are crucial in order to study the brain and develop treatments for patients with diseases like Parkinson's or clinical depression. Neural implants electrically stimulate, block, or record signals from neurons or neural networks in the brain. For study and treatment, and specifically for chronic use, these neural implants must be durable.

"Miniaturized neural implants have enormous potential to transform healthcare, but their long-term stability in the body is a major concern," explains Vasso Giagka, researcher at the Technical University Delft. "Our research not only identifies key challenges but also provides practical guidelines to enhance the reliability of these devices, bringing us closer to safe and long-lasting clinical solutions."

The researchers evaluated the electrical and material performance of chips (from two different manufacturers, also known as foundries) over the course of one year through accelerated in vitro and in vivo studies. They used bare silicon IC structures and integrated them with soft PDMS elastomers to form body-fluid barriers that offer long-term protection to implantable chips. The chips used in the study were partially coated in PDMS (polydimethylsiloxane), which is a polymer containing silicon. This created two regions on the chips, a 'bare die' region and a 'PDMS-coated' region. During the accelerated in vitro study the chips were soaked in hot salt water and electrically biased (exposed to electrical direct currents). The chips were periodically monitored and results showed a stable electrical performance. This showed that the chips remained operational, even when directly exposed to bodily fluids.

Analysis of the materials of the chips revealed that there was degradation of the chips in the bare regions, but there was only limited degradation in the PDMS-coated regions.

This shows that PDMS is a highly suitable encapsulant for years-long implantation. These insights will inform and enable the design of state-of-the-art chip-scale active bioelectronic implants for minimally invasive brain-computer interfaces and chronic neuroscientific research. And based on the new insights, guidelines are proposed that may enhance the longevity of implantable chips, broadening their applications in the biomedical field.




Surprised scientists

"We were all surprised," shares PhD student Kambiz Nanbakhsh, who is the first author of this work. "I did not expect microchips to be so stable when soaked and electrically biased in hot salt water."

Vasso is also very excited by the results of the study. "Our findings demonstrate that bare-die silicon chips, when carefully designed, can operate reliably in the body for months. By addressing long-term reliability challenges, we are opening new doors for miniaturized neural implants and advancing the development of next-generation bioelectronic devices in clinical applications."

Vasso emphasizes the protective role of PDMS. "This work reveals the critical role of silicone encapsulation in shielding implantable integrated circuits from degradation. By extending the lifespan of neural implants, our study opens up pathways to more durable and effective technologies for brain-computer interfaces and medical therapies." Kambiz wholeheartedly agrees with Vasso: "This was a long investigation, but hopefully results will be useful for many."
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Scientists advance nanobody technology to combat deadly Ebola virus | ScienceDaily
Ebola virus, one of the deadliest pathogens, has a fatality rate of about 50%, posing a serious threat to global health and safety. To address this challenge, researchers at the University of Minnesota and the Midwest Antiviral Drug Discovery (AViDD) Center have developed the first nanobody-based inhibitors targeting the Ebola virus.


						
Nanobodies are tiny antibodies derived from animals like alpacas. Their small size allows them to access areas of the virus and human tissues that larger antibodies cannot. During the COVID-19 pandemic, the team created nine nanobodies to fight COVID-19. Now, they've used this technology to develop two new nanobody inhibitors for Ebola: Nanosota-EB1 and Nanosota-EB2.

The nanobodies work in different ways to stop Ebola. The virus hides the part it uses to attach to human cells under a protective layer. Nanosota-EB1 prevents this layer from opening, blocking the virus from attaching to cells. Nanosota-EB2 targets a part of the virus essential for breaking into cells, stopping its spread. In lab tests, Nanosota-EB2 was especially effective, greatly improving survival rates in Ebola-infected mice.

These nanobodies represent a major step toward treatments for other viruses in the same family, like Sudan and Marburg viruses. This adaptability comes from a new nanobody design method recently developed by the team.

The study, published in PLOS Pathogens, was led by Dr. Fang Li, co-director of the Midwest AViDD Center and a professor of Pharmacology. The research team included graduate student Fan Bu, research scientist Dr. Gang Ye, research assistants Alise Mendoza, Hailey Turner-Hubbard, and Morgan Herbst (Department of Pharmacology), Dr. Bin Liu (Hormel Institute), and Dr. Robert Davey (Boston University). The research was funded by NIH grant U19AI171954.
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Study shows head trauma may activate latent viruses, leading to neurodegeneration | ScienceDaily
Concussions and repetitive head trauma in sports like football and boxing, once accepted as an unpleasant consequence of intense athletic competition, are now recognized as serious health threats. Of particular concern is the connection between head injuries and neurodegenerative diseases such as chronic traumatic encephalopathy, Alzheimer's disease, and Parkinson's disease, prompting sports governing bodies to adjust protective equipment and rules of play to minimize the risk.


						
Researchers at Tufts University and Oxford University have now uncovered mechanisms that may connect the dots between trauma event and the emergence of disease, pointing to latent viruses lurking in most of our brains that may be activated by the jolt, leading to inflammation and accumulating damage that can occur over the ensuing months and years. The results suggest the use of antiviral drugs as potential early preventive treatments post-head injury. The findings are published in a study in Science Signaling.

The microbiome -- which includes many hundreds of bacterial species that inhabit our bodies -- provides aid in digestion, immune system development, and protection against harmful pathogens. But the microbiome also includes dozens of viruses that swarm within our bodies at any given time. Some of these can be potentially harmful, but simply lie dormant within our cells. Herpes simplex virus 1 (HSV-1), found in over 80% of people, and varicella-zoster virus, found in 95% of people, are known to make their way into the brain and sleep within our neurons and glial cells.

Dana Cairns, research associate in the Department of Biomedical Engineering at Tufts University and lead author of the study, had found evidence in earlier studies suggesting that activation of HSV-1 from its dormant state triggers the signature symptoms of Alzheimer's disease in lab models of brain tissue -- amyloid plaques, neuronal loss, inflammations, and diminished neural network functionality.

"In that study, another virus -- varicella -- created the inflammatory conditions that activated HSV-1," said Cairns. "We thought, what would happen if we subjected the brain tissue model to a physical disruption, something akin to a concussion? Would HSV-1 wake up and start the process of neurodegeneration?"

The link between HSV-1 and Alzheimer's disease was first suggested by co-author Ruth Itzhaki, Visiting Professorial Fellow at Oxford University, who over 30 years ago identified the virus in a high proportion of brains from the elderly population. Her subsequent studies suggested that the virus can be reactivated in the brain from a latent state by events such as stress or immunosuppression, ultimately leading to neuronal damage. In the current study, the researchers used a lab model that reconstructs the environment of the brain to better understand how concussions may set off the first stages of virus reactivation and neurodegeneration.

The brain tissue model consists of a 6mm wide donut-shaped sponge-like material made of silk protein and collagen, suffused with neural stem cells, which are then coaxed into mature neurons, growing axons and dendrite extensions and forming a network. Glial cells also emerge from the stem cells to help mimic the brain environment and nurture the neurons. The neurons communicate with each other through their extensions similarly to how they would communicate in a brain. And just like cells in the brain, they can carry within them the DNA of dormant HSV-1 virus.




After enclosing the brain-like tissue in a cylinder and giving it a sudden jolt atop a piston, mimicking a concussion, Cairns examined the tissue under the microscope over time. Some of the tissue models had neurons with HSV-1, and some were virus-free. After the controlled blows, she observed that the infected cells showed re-activation of the virus, and shortly after that the signature markers of Alzheimer's disease, including amyloid plaques, p-tau (a protein that creates fiber-like "tangles" in the brain), inflammation, dying neurons, and a proliferation of glial cells called gliosis.

More strikes with the pistons on the tissue models mimicking repetitive head injuries led to the same reactions, which were even more severe. Meanwhile, the cells without HSV-1 showed some gliosis, but none of the other markers of Alzheimer's disease.

The results were a strong indicator that athletes suffering concussions could be triggering reactivation of latent infections in the brain that can lead to Alzheimer's disease. Epidemiological studies have shown that multiple blows to the head can lead to doubling or even greater chances of having a neurodegenerative condition months or years down the line.

"This opens the question as to whether antiviral drugs or anti-inflammatory agents might be useful as early preventive treatments after head trauma to stop HSV-1 activation in its tracks, and lower the risk of Alzheimer's disease," said Cairns.

The problem goes far beyond the concerns for athletes. Traumatic brain injury is one of the most common causes of disability and death in adults, affecting about 69 million people worldwide each year, at an economic cost estimated at $400 billion annually.

"The brain tissue model takes us to another level in investigating these connections between injury, infection, and Alzheimer's disease," said David Kaplan, Stern Family Endowed Professor of Engineering at Tufts. "We can re-create normal tissue environments that look like the inside of a brain, track viruses, plaques, proteins, genetic activity, inflammation and even measure the level of signaling between neurons. There is a lot of epidemiological evidence about environmental and other links to the risk of Alzheimer's. The tissue model will help us put that information on a mechanistic footing and provide a starting point for testing new drugs."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250107140857.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Your work habits may be threatening your sleep | ScienceDaily
People whose jobs are highly sedentary -- an estimated 80% of the modern workforce -- experience a much higher risk of insomnia symptoms, according to a new study led by University of South Florida psychologist Claire Smith.


						
The findings, newly published in the Journal of Occupational Health Psychology, show that among more than 1,000 employees surveyed over a decade, sedentary work and nonstandard work times are significant threats to sleep health.

Those two factors, hastened by technological changes such as increased computer work, are linked to a 37% increase in insomnia symptoms among sedentary workers and a 66% greater risk of needing "catch-up sleep" -- defined as frequent napping or sleeping in on weekends -- for those who keep nontraditional work schedules.

"The way we are designing work poses serious, long-term threats to healthy sleep," Smith said. "Healthy sleep involves more than just getting your eight hours. It's also falling asleep easily, sleeping through the night and having a consistent sleep schedule. Companies should be aware of the specific sleep risks of their workforce to improve detection and intervention."

The research, based on data from the national Midlife in the United States study, identified three sleep health categories among workers over a 10-year period: good sleepers, catch-up sleepers and insomnia-like sleepers.

The study found that sedentary work is strongly linked to the insomnia sleeper category, characterized by symptoms such as difficulty falling asleep, interrupted sleep and frequent daytime tiredness. Meanwhile, employees with nontraditional schedules, such as working night shifts, were more likely to fall into the catch-up sleeper group.

Smith said the research suggests that moving your body during the workday and limiting after-hours work may not just help you sleep well that night but protect against ongoing sleep problems a decade later.




The study also shows that workers who fall into a pattern of poor sleep due to their job design, such as long hours of sedentary work or erratic schedules, may end up stuck in such unhealthy patterns for years. For example, 90% of insomnia-like sleepers saw their symptoms persist 10 years later.

"This is particularly important for both employers and employees, since research shows that poor sleep health is known to impact productivity, well-being and overall health," said Smith, who led the project in collaboration with an interdisciplinary team of experts in psychology, psychiatry, aging and medicine.

She added that the findings suggest redesigning jobs with sleep health in mind could be key to improving worker well-being and underscore the need for workplace interventions that consider sleep health as a dynamic, multifaceted issue, rather than a one-size-fits-all problem.

The study was supported by grants from the National Institute on Aging and included researchers from Penn State University, University of Pittsburgh, Arizona State University and St. Anne's University (Czech Republic). 
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Overcoming resistance: Researchers find new utility for old antibiotics | ScienceDaily
Researchers at McMaster University have discovered a critical vulnerability in drug-resistant bacteria: zinc -- or a lack thereof.


						
In a recent study, published in the journal Nature Microbiology, researchers found that zinc plays a vital role in how some of the world's most dangerous bacteria resist antibiotics.

Eric Brown, a professor in McMaster's Department of Biochemistry and Biomedical Sciences and lead investigator on the study, says depriving bacteria of certain nutrients can cause important physiological changes, rendering them increasingly vulnerable to antibiotics -- including those they once resisted.

"For the past hundred years or so, scientists have typically studied bacteria in the richest conditions imaginable," Brown says. "My lab has had a longstanding interest in doing exactly the opposite: studying bacteria under nutrient stress."

For this particular study, researchers sought to explore how nutrient stress might illuminate new approaches to treating infections that are resistant to a class of important antibiotics called carbapenems.

"Carbapenems are last-resort antibiotics -- clinically significant drugs that are used when everything else fails," says Megan Tu, a PhD candidate in Brown's lab and first author on the new paper. "Unfortunately, like other antibiotics, their efficacy is being threatened by resistance genes that have no clinically available solutions."

To explore new vulnerabilities in the bugs that resist these drugs, the researchers studied them in zinc-limited environments. Under these conditions, they found that the bacteria's ability to resist carbapenems through a specific, common mechanism came with a "fitness cost" -- or a trade-off.




Brown, a member of McMaster's Michael G. DeGroote Institute for Infectious Disease Research, suggests picturing a knight in armor -- a sword in one hand and a shield in the other.

"That's the bacteria," he says.

When deprived of critical nutrients, like zinc, Brown says that the knight loses the strength it needs to hold both its sword and its shield, and therefore must lay down its shield so that it can hold its sword in both hands.

"It's still very deadly, but now it's defences are down," he explains.

While it can still slash its way through incoming carbapenems, Brown says that losing the shield it once used to ward off other antibiotics creates new openings in the bacteria that can be exploited.

And the researchers did just that.




Brown, Tu, and co. showed that, by resisting carbapenems in zinc-limited conditions, the bacteria left themselves wide open to azithromycin -- one of the most commonly prescribed antibiotics in the world.

"Rather than identifying a novel drug candidate to treat these antibiotic-resistant infections, we've identified a trade-off that we can exploit using an existing drug," Tu says.

This study focused specifically on the bacteria Klebsiella pneumoniae and Pseudomonas aeruginosa  -- the 'K' and 'P' in 'ESKAPE,' a globally recognized list of the six most deadly and drug-resistant bacterial pathogens.

Interestingly, both bugs under study are a type of bacteria called "gram-negatives," which Brown says are not traditionally affected by azithromycin. As such, the researchers believe that their study opens the door to new clinical utility for old drugs, while also cementing nutrient stress as a viable path to new treatments options for drug-resistant bacteria.

"Often, in this line of work, research can present more questions than answers -- and that's critically important for driving things forward," Brown says. "But this study is one of those rare cases that actually culminates in resounding conclusion -- you can treat certain drug-resistant Kleb and Pseudomonas infections with azithromycin."
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Study finds chemotherapy antidote could improve recovery after chemotherapy-induced kidney toxicity | ScienceDaily
An FDA-approved medication called glucarpidase could serve as an antidote to kidney toxicity in patients receiving the chemotherapy drug methotrexate (MTX), according to a new study by investigators at Mass General Brigham. Using data from 28 major U.S. cancer centers*, the researchers examined the association between glucarpidase treatment -- which rapidly clears MTX from the blood -- and outcomes of patients with MTX-induced acute kidney injury (AKI). They found that patients who received glucarpidase had significantly higher chances of kidney recovery compared to those who did not get this treatment. Results are published in Blood.


						
"Glucarpidase is unique because it's one of the very few potential antidotes available to counteract the high rates of toxicity caused by chemotherapy," said first author Shruti Gupta, MD, an associate physician in the Division of Renal Medicine at Brigham and Women's Hospital (BWH), a founding member of the Mass General Brigham healthcare system. Gupta is also the director of Onconephrology at BWH and Dana-Farber Cancer Institute. "Even though glucarpidase was approved by the FDA in 2012, our study is the first to provide a comprehensive assessment of its potential clinical benefits."

Due to its ability to penetrate the blood-brain barrier, MTX is one of the most common chemotherapeutic agents used worldwide for cancers involving the central nervous system. However, high doses of MTX (defined as doses [?] 500 g/m2) often cause severe complications such as AKI, liver toxicity, and neutropenia (i.e., low white blood cell count). Glucarpidase converts MTX in the blood into inactive metabolites within 15 minutes of its administration. Despite its potent biochemical effects, no study has examined whether these effects translate into clinical benefit. Due to this evidence gap, there is widespread variation in the use of glucarpidase.

The study, funded by BTG International Inc., a SERB Pharmaceuticals Company, addresses this knowledge gap. The researchers used detailed data from multiple cancer centers to mimic the conditions of a randomized clinical trial -- a research method known as a target trial emulation. This approach can estimate the outcomes of a full clinical trial without the costs, timescale, and biases inherent in clinical trials, especially for relatively rare events in a specific patient population.

"Target trial emulation is a way to effectively analyze real-world data and to draw causal inferences from it, especially when clinical trials are unavailable and would be impractical to perform," said senior author David E. Leaf, MD, director of clinical and translational research in acute kidney injury at BWH's Division of Renal Medicine. "We worked with dozens of our collaborators across 28 sites to extract granular data from medical records -- all by manual chart review -- which allowed us to account for key variables in our models. This allowed us to have a high degree of confidence in our findings."

The authors evaluated data collected between 2000 and 2022 from 708 patients with MTX-induced AKI, including 209 who received glucarpidase within four days following MTX exposure and 499 who did not. They compared kidney recovery for the two groups at the time of hospital discharge, based on changes in serum creatinine levels. The investigators also examined the speed of kidney recovery as well as the incidence of other adverse events, such as liver toxicity and neutropenia.

The analysis revealed that glucarpidase treatment was associated with a 2.7-fold increase in the chances of kidney recovery compared with no glucarpidase. Patients who received glucarpidase also had faster kidney recovery and a lower risk of severe neutropenia or liver toxicity compared to those who did not receive it.

The authors hope that their findings will encourage doctors to use glucarpidase for patients with kidney toxicity from MTX.

"FDA approval is only the first step. If people aren't using the drug, then patients aren't benefiting from it," said Leaf. "Our findings offer clinicians evidence-based data supporting glucarpidase."

Authorship: In addition to Gupta and Leaf, Mass General Brigham authors include Sarah A. Kaunfer, Shobana Krishnamurthy, Rafia Ali, Osman A. Yilmam, Sophia L. Wells, Jessica L. Ortega, Olivia L. Green-Lingren, Jian Ni, and Meghan E. Sise.
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Ultrasound enhances early pregnancy care, cuts emergency visits by 81% | ScienceDaily

Previously, early pregnancy care was provided through separate appointments for ultrasound, risk assessment and patient education. This new integrated approach allows patients who are under 14 weeks pregnant to receive comprehensive care during a single visit. This includes ultrasound-based pregnancy dating, immediate assessment of pregnancy viability, risk evaluation and on-site counseling -- all based on real-time ultrasound results.

"Our study demonstrates that the use of point-of-care ultrasound provides meaningful benefit to the patients we serve by addressing early pregnancy problems at the time they are identified," said Allison Newman, MD, an assistant professor at the U of M Medical School and family medicine physician with M Health Fairview. "POCUS in early pregnancy helps clinicians more efficiently and accurately diagnose problems without compromising the quality of needed first trimester assessments -- saving time, money and stress for patients."

The research team introduced this integrated approach at M Health Fairview Clinic -- Bethesda in fall 2022, allowing the clinic to quickly identify high-risk cases and offer timely intervention for issues such as miscarriage or abnormal pregnancies. They found:
    	The clinic saw an 81% reduction in emergency visits, urgent clinic appointments and first-trimester phone inquiries for non-miscarrying patients.
    	Clinic implementation led to more timely diagnosis of abnormal pregnancies and improved education and support for all patients, including those who experience miscarriage.
    	For miscarriage cases, the time from initial concern to diagnosis decreased from an average of 5.8 days to 1.7 days.

Suggested next steps include rolling out the process more widely within other family medicine practices and performing a wider study across multiple sites.
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These 11 genes may help us better understand forever chemicals' effects on the brain | ScienceDaily
Per- and polyfluorinated alkyl substances (PFAS) earn their "forever chemical" moniker by persisting in water, soil and even the human brain.


						
This unique ability to cross the blood-brain barrier and accumulate in brain tissue makes PFAS particularly concerning, but the underlying mechanism of their neurotoxicity needs to be studied further.

To that end, a new study by University at Buffalo researchers has identified 11 genes that may hold the key to understanding the brain's response to these pervasive chemicals commonly found in everyday items.

These genes, some involved in processes vital for neuronal health, were found to be consistently affected by PFAS exposure, either expressing more or less, regardless of the type of PFAS compounds tested. For example, all compounds caused a gene key for neuronal cell survival to express less, and another gene linked to neuronal cell death to express more.

"Our findings indicate these genes may be markers to detect and monitor PFAS-induced neurotoxicity in the future," says lead co-corresponding author G. Ekin Atilla-Gokcumen, PhD, Dr. Marjorie E. Winkler Distinguished Professor in the Department of Chemistry, within the UB College of Arts and Sciences.

Still, the study, published in the Dec. 18 issue of ACS Chemical Neuroscience, found hundreds more genes whose expression changed in different directions based on the compound tested. Plus, there was no correlation between the level at which PFAS accumulates in a cell and the extent to which it causes differential gene expression.

Taken together, this suggests that distinct molecular structures within each type of PFAS drives changes in gene expression.




"PFAS, despite sharing certain chemical characteristics, come in different shapes and sizes, leading to variability in their biological effects. Thus, knowledge on how our own biology reacts to the different types of PFAS is of major biomedical relevance," says the study's other co-corresponding author, Diana Aga, PhD, SUNY Distinguished Professor and Henry M. Woodburn Chair in the Department of Chemistry, and director of the UB RENEW Institute.

"Depending on their chain length or headgroup, PFAS can have very different effects on cells," Atilla-Gokcumen adds. "We should not be viewing them as one large class of compounds, but really as compounds that we need to investigate individually."

Other authors include Omer Gokcumen, PhD, professor in the Department of Biological Sciences. The study was supported by the U.S. Environmental Protection Agency (EPA).

Ups and downs of gene expression

PFAS aren't immediately toxic. We're exposed to them practically every day, including through drinking water and food packaging, and don't notice.

"Therefore, researchers need to find points of assessment further upstream in the cellular process than just whether a cell lives or dies," Atilla-Gokcumen says.




The team decided to focus on how PFAS affects the gene expression of neuronal-like cells, as well as how PFAS affects lipids, which are molecules that help make up the cell membrane, among other important functions. Exposure to different PFAS for 24 hours resulted in modest but distinct changes in lipids, and over 700 genes to express differently.

Of the six types of PFAS tested, perfluorooctanoic acid (PFOA) -- once commonly used in nonstick pans and recently deemed hazardous by the EPA -- was by far the most impactful. Despite its small uptake, PFOA altered the expression of almost 600 genes -- no other compound altered more than 147. Specifically, PFOA decreased the expression of genes involved in synaptic growth and neural function.

Altogether, the six compounds caused changes in biological pathways involved in hypoxia signaling, oxidative stress, protein synthesis and amino acid metabolism, all of which are crucial for neuronal function and development.

Eleven of the genes were found to express the same way, either more or less, to all six compounds. One of the genes that was consistently downregulated was mesencephalic astrocyte derived neurotrophic factor, which is important for the survival of neuronal cells and has been shown to reverse symptoms of neurodegenerative diseases in rats. One of the genes consistently upregulated was thioredoxin interacting protein, which has been linked to neuronal cell death.

"Each of these 11 genes exhibited consistent regulation across all PFAS that we tested. This uniform response suggests that they may serve as promising markers for assessing PFAS exposure, but further research is needed to know how these genes respond to other types of PFAS," Atilla-Gokcumen says.

Identifying the least-worst options

As harmful as PFAS can be, the reality is that good substitutes have yet to be found.

The compounds can perhaps be replaced in applications like food packaging, but their effectiveness in firefighting and semiconductor manufacturing, for example, may need to continue long term.

That's why studies like this are crucial, Atilla-Gokcumen says. The varied reaction most genes had to different compounds, as well as the lack of correlation between PFAS uptake into cells and the extent of gene change expression they cause, underscores just how unique each of these compounds are.

"If we understand why some PFAS are more harmful than others, we can prioritize phasing out the worst offenders while seeking safer substitutes. For example, alternatives like short-chain PFAS are being explored, as they tend to persist less in the environment and accumulate less in biological systems. However, their reduced persistence may come at the cost of effectiveness in certain applications, and there are concerns about potential unknown health effects that require further investigation. Further research is needed to ensure these substitutes are genuinely safer and effective for specific applications," Atilla-Gokcumen explains. "This research is a major step towards achieving this goal."
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Microplastics widespread in seafood people eat | ScienceDaily
The tiny particles that shed from clothing, packaging and other plastic products are winding up in the fish that people eat, according to a new study from Portland State researchers, highlighting a need for technologies and strategies to reduce microfiber pollution entering the environment.


						
Building on previous research exploring the prevalence of microplastics in bivalves like Pacific oysters and razor clams, researchers in PSU's Applied Coastal Ecology Lab -- led by Elise Granek, professor of environmental science and management -- turned their focus to commonly eaten finfish and crustaceans.

Summer Traylor, who graduated in 2022 with a master's in environmental management, led the project with assistance from undergraduate environmental science student Marilyn Duncan, who graduated in 2024. The team set out to fill in gaps about microplastic contamination in Oregon finfish and shellfish and better understand variations across trophic levels, which classify a fish's position in the food chain, and in pathways to consumers. Traylor's research helped her land a job working for the National Oceanic and Atmospheric Administration (NOAA) after graduating from PSU, and Duncan has plans to continue microplastics research in graduate school.

The team quantified anthropogenic particles, materials produced or modified by humans, that they found in the edible tissue of six species that are economically or culturally important in Oregon: black rockfish, lingcod, Chinook salmon, Pacific herring, Pacific lamprey, and pink shrimp.

They compared particle concentrations across trophic levels and whether their position in the food web affected what and how much was contaminating their edible tissue as well as whether there were differences in samples acquired directly from research fishing vessels versus those from supermarkets and seafood vendors. Susanne Brander, an ecotoxicologist and associate professor in Oregon State University's College of Agricultural Sciences, helped analyze and validate a subsample of suspected plastics in her lab.

The study, published in the journal Frontiers in Toxicology, found 1,806 suspected particles across 180 of 182 individual samples. Fibers were the most abundant, followed by fragments and films.

Among the species sampled, pink shrimp, which filter-feed right below the surface of the water, had the highest concentrations of particles in their edible tissues. Chinook salmon had the lowest concentrations, followed by black rockfish and lingcod.




"We found that the smaller organisms that we sampled seem to be ingesting more anthropogenic, non-nutritious particles," Granek said. "Shrimp and small fish, like herring, are eating smaller food items like zooplankton. Other studies have found high concentrations of plastics in the area in which zooplankton accumulate and these anthropogenic particles may resemble zooplankton and thus be taken up for animals that feed on zooplankton."

Though the group expected that the processing from catch to consumer would introduce additional contaminants from plastic packaging meant to preserve seafood, that wasn't universally true across the species. The researchers rinsed off the fish fillets and shrimp, replicating what most people do at home before preparing them, suggesting that in some cases, additional contamination that may land on the surface during processing can be removed with rinsing.

The study results, however, provide evidence of the widespread presence of particles in the edible tissues of Oregon's marine and freshwater species.

"It's very concerning that microfibers appear to move from the gut into other tissues such as muscle," Brander said. "This has wide implications for other organisms, potentially including humans too."

The researchers say the findings signal the need for both further studies to understand the mechanisms by which particles translocate into muscle tissue, which humans eat, as well as policy interventions to regulate anthropogenic particles.

"This project established critical baseline data for West Coast fisheries stakeholders and highlighted how much we still do not know about these pervasive microplastic pollutants," said Traylor, who now serves as a NOAA Corps Officer, helping collect baseline microplastic data in the Gulf of Mexico to further expand public knowledge and understanding.




The authors are not advocating for people to stay away from seafood because, as Granek likes to remind people, microplastics are everywhere: in bottled water, beer, honey, beef, chicken, veggie burgers and tofu.

"If we are disposing of and utilizing products that release microplastics, those microplastics make their way into the environment, and are taken up by things we eat," she said. "What we put out into the environment ends up back on our plates."

That's why Granek's lab group is beginning to focus more on solutions.

"We're continuing to do work to understand the effects of anthropogenic particles on animals, but we're also moving into experimental work to test what are effective solutions to reduce microplastics entering marine ecosystems," she said.

She's leading a $1.9 million NOAA-funded project that is developing and testing washing machine, dishwasher and clothes dryer filters that can serve as cost-effective filtration solutions. In another project funded by Oregon Sea Grant, six catch basin filters will be installed in stormwater drains in two coastal towns to determine their efficacy in trapping microplastics from road runoff before entering waterways. Brander's lab is collaborating on both projects as well.
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Efforts to reduce kids' screen time weakened by unequal access to green space | ScienceDaily
When children have a place to play outside, programs aimed at reducing their screen time use are more successful, according to a University of Michigan study.


						
The study also found that such programs are less successful in neighborhoods where children have less access to green spaces, which include areas such as forests, shrubland, open spaces and grassland, according to lead author Ian-Marshall Lang, a researcher at U-M's School of Kinesiology and first author of the study.

"Because prior studies have shown differences in the effectiveness of community programming and policies by race and ethnicity, we set out to show why this may be the case. We thought that access to green space might be a key factor, given that national research shows racial and ethnic inequities in green space availability," Lang said. "This raises the question of who has access to high green space. Both our study and national data show green space is less common in communities with higher Hispanic and Black populations.

"These unfair differences in green space access might explain why community programs and policies are less effective in reducing screen time among different racial groups. To address screen time inequities, we need solutions that create fair, just and healthy environments for all communities."

The study is published in the journal Health and Place.

Lang and colleagues drew upon data from the Healthy Communities Study, which examines the use of community programs and policies and obesity-related behaviors among racially and ethnically diverse children. The researchers also linked new information about the participants' communities and neighborhoods so they could better understand what the children's neighborhoods looked like.

About two-thirds of children ages 6 to 17 exceed the recommended limit of two hours of screen time each day. Community programs and policies aim to reduce children's screen use by providing community-based education and skill development programs for parents, or no-cost physical activity opportunities for children. But these programs and policies seem to fare better when children have a space to play outside of their homes.




"Neighborhood green spaces may draw children out of the house and give them an alternative space to engage in activities other than screen time. Thus, in neighborhoods where green space is sparser, the environment may be less encouraging and less successful at pulling children away from the screen," Lang said. "Simply increasing the intensity of screen-time reduction programs may not be effective in environments that do not support behavior change."

Children in neighborhoods composed of more than 30% Black residents were more likely to exceed daily screen time limits -- and neighborhoods with about 30% Black and Hispanic residents were more likely to lack green space.

"More intense programs were associated with lower screen time in places with plenty of green space nearby, but not places with low or moderate green space," Lang said. "This is important because not everyone in the United States has the same access to green space. We know there are racial and ethnic inequities in green space access in the U.S., and that those inequities are connected to population health outcomes. Our findings add to this research by showing that inequities in green space access may also affect the success of programs aimed at reducing kids' screen time."

The researchers say their study did not conclude a causal relationship but suggests that simply increasing the intensity of community programming may not be a universal solution to addressing childhood screen time in the absence of supportive environments.

"This work is particularly important for organizations that have the responsibility and power to make equitable investments in green spaces to support the health of children," Lang said. "Our findings provide evidence-based support for initiatives like the 10-Minute Walk Program that calls on city mayors to address inequities in green space access by ensuring that everyone in U.S. cities has access to a quality park within a 10-minute walk of their home."

Research reported in the publication was supported by the National Heart, Lung, and Blood Institute of the National Institutes of Health under award number R01HL137731.

The original Healthy Communities Study was funded by the NHLBI of NIH, in collaboration with the Eunice Kennedy Shriver National Institute of Child Health and Human Development, National Institute of Diabetes and Digestive and Kidney Diseases, National Cancer Institute, and NIH Office of Behavioral and Social Sciences Research, Department of Health and Human Services, under award number HHSN268201000041C.

University of Michigan co-authors included senior author Natalie Colabianchi, as well as Anna Fischer, Cathy Antonakos, Stephanie Miller and Rebecca Hasson. Other co-authors were Russell Pate of the University of South Carolina and Vicki Collie-Akers of the University of Kansas.
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'Sandwich carers' experience decline in mental and physical health | ScienceDaily
People who care for both their children and older family members -- also known as 'sandwich carers' -- suffer from deterioration in both their mental and physical health over time, finds a new study by UCL researchers.


						
The research, published in Public Health, analysed data from around 2,000 sandwich carers and 2,000 non-sandwich carers from the UK Household Longitudinal Study between 2009 and 2020.

Sandwich carers juggle the responsibilities of caring for ageing parents or older relatives while raising dependent children (aged under 16). The number of people in this situation is growing due to longer life expectancy and women having children later in life.

In the UK it is estimated that 1.3 million people are sandwich carers.

To reflect this increasing issue, the researchers wanted to address the gap in understanding how becoming a sandwich carer affects mental and physical health over time.

They tracked the health of both groups over nine years using questionnaires, focusing on the period before, during and after becoming a sandwich carer. They then used statistical models to predict health changes and compared the two groups.

The average age of the sandwich carers studied was 36.8 years old. This is because people aged 30-49 are the most likely to be sandwich carers.




The researchers looked at how health changed during the transition into sandwich care and tested if these changes were different between the two groups. They also examined if the amount of caregiving hours and gender affected these health changes.

Mental health was measured using General Health Questionnaire (GHQ) scores, which are a sum of participants' responses to questions about their mental health, such as whether they had recently had issues concentrating or sleeping or had been feeling under strain.

Meanwhile, a Physical Component Summary (PCS) assessed summary scores of physical health, covering various domains such as general health, mobility, body pain and limitations in everyday tasks due to physical health problems.

The researchers found that parents who became sandwich carers experienced a significant decline in mental health- especially those dedicating over 20 hours per week to caregiving -- compared with non-sandwich carers.

This mental health decline persisted for several years.

Additionally, intensive caregivers (over 20 hours per week) saw a deterioration in their physical health during this transition.




Lead author Dr Baowen Xue (UCL Epidemiology & Health Care) said: "Our study highlights the significant mental and physical health challenges faced by sandwich carers. These individuals, who balance the demands of caring for both their children and ageing parents, often experience a decline in their well-being. It's crucial that we recognise and support the unique needs of this growing group to ensure their health and resilience."

As a result of their findings, the researchers are now calling for better support for those affected.

Dr Xue added: "The study underscores the need for society to recognise and support the unique challenges faced by sandwich carers. Providing targeted support and resources, such as access to respite care and workplace flexibility, is crucial to help maintain their health and wellbeing, particularly for those offering intensive care."

This work was supported by funding from the UK Economic and Social Research Council.
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Mixed signals: How the brain interprets social cues | ScienceDaily
Imagine you're at a dinner party, but you can't smell the food cooking or hear the dinner bell. Sounds like a dream, right? What if it wasn't?


						
"When we experience the world and interact with people, we use all our senses," Cold Spring Harbor Laboratory Professor Stephen Shea says. "That's true for animals and humans." However, that's not always the case in developmental disorders like autism. These conditions can affect how the brain processes incoming information, making it difficult to interpret the social cues that drive conversations, dates, and other interpersonal activities.

Exactly how such signals mix and influence each other in the brain isn't well understood. To shed light on the subject, Shea and graduate student Alexander Nowlan traced how smell and hearing interact in mouse brains during a maternal behavior called pup retrieval. This activity isn't limited to mothers. It can also be learned by surrogates. Think stepmoms and babysitters.

"Pup retrieval is one of the most important things for mothers or caregivers. It requires the ability to smell and hear the pup. If these things are both important, that may mean they merge somewhere in the brain. One interesting thing we found was a projection from a location called the basal amygdala (BA)," explains Shea.

In mice and humans, the BA is involved in learning and processing social and emotional signals. During pup retrieval, the team found that BA neurons carry smell signals to the brain's hearing center, the auditory cortex (AC). There, they merge with incoming sound signals and influence the animal's response to future sounds -- like pups' cries. Amazingly, when Shea's team blocked maternal mice from accessing smell signals, their pup retrieval response almost completely broke down.

"We think what's reaching the AC is being filtered through social-emotional signals from BA neurons," Shea explains. "That processing can be impaired in autism and neurodegenerative conditions. We think many parts of the brain participate in this behavior and that it's very richly controlled."

Shea's lab is now exploring how these brain regions connect and interact with one another. Their work may lead to a better understanding of how autism can affect a person's ability to interpret social cues. But that's just the beginning.

"The idea that we found a neural circuit that may allow emotional processes to directly interact with perception is very exciting to me," Shea says. He's not alone there. His research might yet provide answers to one of humanity's oldest questions. How do our senses inform the ways we connect with one another and experience the world?
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Floods linked to rise in US deaths from several major causes | ScienceDaily
Over the last 20 years, large floods were associated with up to 24.9 percent higher death rates from major mortality causes in the U.S. compared to normal conditions. A new study in the journal Nature Medicine demonstrates the sweeping and hidden effects of floods -- including floods unrelated to hurricanes, such as those due to heavy rain, snowmelt, or ice jams.


						
Scientists at Columbia University Mailman School of Public Health led the study in partnership with researchers at Arizona State University, Harvard University, and the University of Arizona.

Until now, there had been a critical knowledge gap about cause-specific flood mortality risks in the U.S. over time, and how risks may vary among groups within the population. The study's findings provide information that could help public health agencies allocate resources.

In the U.S., population growth alone is projected to result in an estimated 72 percent increase in the population exposed to floods annually by 2050, before accounting for the effect of climate change in leading to more frequent river, coastal, and flash floods.

"Flooding is an urgent public health concern as sea level rise, rapid snowpack melting, and increased storm severity will lead to more destructive and frequent events," says first author Victoria Lynch, PhD, post-doctoral research fellow at Columbia Mailman School. "Our results show that floods were associated with higher death rates for most major causes of death, even for rain- and snow-related floods that are less likely to generate rapid emergency responses."

"In the U.S., floods have a devastating effect on society, yet a comprehensive assessment of their continuing health impacts had been lacking,"says Robbie M. Parks, assistant professor in Environmental Health Sciences at Columbia Mailman School and senior author. "Our study is a first major step in better understanding how floods may affect deaths, which provides an essential foundation for improving resilience to climate-related disasters across the days, weeks, months, and years after they wreak destruction."

After collecting 35.6 million U.S. death records from 2001 to 2018, the researchers used a statistical model to calculate how death rates changed in three-month periods following large floods when compared to equivalent periods in normal conditions.




Residents of 2,711 counties, covering over 75 percent of the U.S. population, experienced at least one large flood during the study period. Heavy rain was the most common cause of large flood events with the next most common cause due to snowmelt in the Midwest and tropical cyclones in the southeast.

The researchers found the largest overall increases in injury death rates among older people (24.9 percent) and females (21.2 percent) during the month of tropical storm/hurricane-related flooding,with increases in death rates associated with heavy rain-related flooding for infectious diseases (3.2 percent) and cardiovascular diseases (2.1 percent). Snowmelt-related floods were associated with higher death rates for respiratory diseases (22.3 percent), neuropsychiatric conditions (15.9 percent), and cardiovascular diseases (8.9 percent).

The rise in infectious diseases is likely related to disruptions to drinking water and sewage infrastructure that can lead to waterborne disease transmission. Chronic and neuropsychiatric conditions may relate to stress from persistent flood-related disruptions. Socioeconomic factors that drive health outcomes in communities vulnerable to floods, as well as residents' ability to evacuate during emergencies and respond to their aftermath, may also play important roles.

"The majority of our understanding of flood-related health impacts comes from major events like Hurricane Katrina or Harvey that, despite their devastation, are a sample of a larger phenomenon," says Jonathan Sullivan, assistant professor in Geography, Development, and Environment at University of Arizona and co-author. "Our study shows that even floods caused by snowmelt or heavy rain, each uniquely driven by changes to climate and development, elevate mortality months after the fact providing critical knowledge of how to manage and adapt to floods."

Previous research on climate and health by the authors of this paper has found elevated death rates after tropical cyclones in the U.S., including disproportionate increases in excess deaths in socially vulnerable communities of color, and that tropical cyclones are associated with the spread of waterborne infectious diseases.

Additional co-authors are Aaron Flores, Arizona State University; Sarika Aggarwal and Rachel C. Nethery, Harvard Chan School of Public Health; and Marianthi-Anna Kioumourtzoglou, Anne E Nigra, and Xicheng Xie, Columbia Mailman School of Public Health.

The study was supported by the National Institute of Environmental Health Sciences (grants ES007322, ES033742, ES009089, AG093975, ES007142).
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Virtual chemistry speeds up drug discovery | ScienceDaily
Among the hundreds of thousands of chemical compounds produced by plants, some may hold the key to treating human ailments and diseases. But recreating these complex, naturally occurring molecules in the lab often requires a time-consuming and tedious trial-and-error process.


						
Now, chemists from Scripps Research have shown how new computational tools can help them create complex natural compounds in a faster and more streamlined way. They used their approach, described in Nature on December 23, 2024, to synthesize 25 different picrotoxanes, compounds which are originally found in plants and have the potential to alter pathways in the brain.

"It has been incredibly hard to manipulate these types of complex plant compounds for the benefit of drug design," says senior author Ryan Shenvi, PhD, professor at Scripps Research. "The ability to now combine virtual predictions with real-world experimentation marks a turning point in how we design and build molecules."

Picrotoxanes, found in the seeds of certain Asian and Indian shrubs, are known to affect the mammalian nervous system; they bind to the same brain receptors targeted by the anxiety and sleep medication Valium. They have been used in some cultures as pesticides or to kill fish. Because these compounds can be ingested orally and affect brain function, researchers like Shenvi have been interested in whether they might have therapeutic potential. However, scientists have only been able to make a few picrotoxanes in the lab, making it hard to manipulate and study them.

"Like many other plant metabolites, the atoms of picrotoxanes are arranged in a complex way that makes their behavior hard to predict," says Shenvi. "We could not assume that a reaction that worked to synthesize one picrotoxane would work on another, even if it looked almost identical."

Shenvi and Chunyu Li, a Scripps Research graduate student, were struggling to synthesize picrotoxanes and turned to advanced computer modeling to predict new ways to create picrotoxanes from basic chemical building blocks. They first generated a virtual library of possible intermediate compounds that could be formed during the synthesis of picrotoxanes. Then, they used a model known as Density Functional Theory (DFT) to analyze the behavior of these intermediates, flagging those that were likely to both succeed and quickly lead to neuroactive compounds.

When the group tested five picrotoxane synthesis pathways suggested by the modeling -- three that were predicted to succeed and two predicted to fail -- all five outcomes were correct.




"DFT is commonly used post-hoc, to explain experimental data and how a chemical reaction works, so I was skeptical that it would work in this predictive way," says Shenvi. "And I was shocked when it worked so well."

DFT, however, is still relatively time-consuming to use for each possible intermediate. Shenvi and Li wanted to scale their approach up and make it even faster to create more picrotoxanes. They used a pattern-recognition technology similar to the one underlying many modern artificial intelligence (AI) programs in order to find patterns in the DFT results. They were able to create a new statistical model that predicted reaction success in a fraction of the time. Using that model, they identified synthesis techniques for 25 picrotoxanes and showed in the lab that they worked.

"This approach didn't just let us create picrotoxanes," says Li. "It paves a way for chemists to solve other difficult synthesis problems."

Shenvi says the lab is already applying the approach to other problems. They are also planning to continue testing the 25 picrotoxanes they can now produce to see how they impact mammalian biology.

 This work was supported by funding from the National Institutes of Health (GM122606) and a Skaggs Graduate School of Chemical and Biological Sciences Dale Boger Endowed Graduate Fellowship. 
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Researchers boost chemotherapy uptake in breast cancer treatment with localized magnetic fields | ScienceDaily
Researchers at the National University of Singapore (NUS) have developed a non-invasive method to improve the effectiveness of chemotherapy while reducing its harmful side effects.


						
By applying brief, localised pulses of magnetic fields, the team demonstrated a significant increase in the uptake of doxorubicin (DOX), a widely used chemotherapy drug, into breast cancer cells, with minimal impact on healthy tissues. This selective uptake enables more precise targeting of cancer cells, potentially improving treatment outcomes and reducing the adverse effects often associated with chemotherapy.

The study, led by Associate Professor Alfredo Franco-Obregon, Principal Investigator at the Institute for Health Innovation & Technology (iHealthtech) at NUS and faculty member of the Department of Surgery at NUS Yong Loo Lin School of Medicine (NUS Medicine), is the first to systematically show how pulsed magnetic fields enhance DOX uptake in cancer cells. The team also showed that this approach could suppress tumours at lower drug doses.

The team's research was published in the journal Cancers on 18 November 2024. It builds on earlier work from 2022, which first revealed that certain cancer cells are more vulnerable to magnetic field therapy.

Targeted therapy for better chemotherapy outcomes and fewer side effects

DOX is a commonly used chemotherapy drug for breast cancer. It works by binding to DNA components and disrupting cell replication and respiration, which then kills off cancer cells. Despite its efficacy, it is a non-selective drug, which means it can also damage healthy tissues, leading to side effects ranging from mild to severe, including cardiomyopathy and muscle atrophy.

To address these challenges, the NUS researchers developed a novel approach that uses brief pulses of magnetic fields to selectively increase DOX uptake into breast cancer cells. Their study revealed the role of a calcium ion channel known as TRPC1, which is often found in aggressive cancers, including breast cancer. Magnetic field exposure activates TRPC1, enhancing its ability to facilitate the entry of DOX into cancer cells.




The researchers conducted experiments comparing the effects of the magnetic field therapy on human breast cancer cells and healthy muscle cells. They found that breast cancer cells took in significantly more DOX when exposed to magnetic pulses, while normal tissues were not targeted as much. A 10-minute magnetic field exposure reduced the drug concentration needed for similar amount of cancer killing by half, particularly at low doses of the drug.

In contrast, healthy muscle cells did not show an increase in cell death in response to the combination of DOX and magnetic pulses indicating greater protection for non-cancerous tissues.

The team also demonstrated that reducing TRPC1 expression or blocking its activity eliminated this effect, which confirms the crucial role of TRPC1 channels in the process. "Importantly, when we increased the amount of TRPC1, we observed an increase in DOX uptake -- this means that TRPC1 can be used as a viable therapeutic target for aggressive cancers," said Mr Vinesh Krishnan Sukumar, the paper's first author and a PhD candidate at NUS Centre for Cancer Research (N2CR) under NUS Yong Loo Lin School of Medicine.

"What's promising is that this mechanism works strongest at low drug concentrations, enabling us to target cancer cells more effectively while reducing the burden of chemotherapy on healthy tissues," Assoc Prof Franco-Obregon added.

With breast cancer remaining the leading cause of cancer-related deaths among women worldwide, the need for novel treatment strategies is urgent. "The majority of women who undergo chemotherapy experience side effects from treatment, and in some cases, doses of chemotherapy need to be reduced, or in severe cases, stopped prematurely," said research team member Assistant Professor Joline Lim, Principal Investigator at N2CR and Senior Consultant, Department of Haematology-Oncology, National University Cancer Institute, Singapore. "Moreover, prolonged exposure to high-dose chemotherapy can also lead to drug resistance. This targeted approach represents an excellent opportunity to potentially improve treatment outcomes while preserving patients' quality of life."

Advancing the frontier of precision oncology

The team's magnetic-assisted approach addresses one of the biggest challenges of chemotherapy, namely its toxic effects on healthy tissues. By selectively enhancing drug uptake into cancer cells, this method has the potential to drastically reduce the systemic side effects often experienced by breast cancer patients. This not only improves treatment outcomes and quality of life, but also encourages earlier treatment for those hesitant about treatment side effects. The study also underscores the role of biomarkers, such as elevated TRPC1 expression, in transforming cancer care by enabling precision-driven treatment options.

Future work will focus on translating these findings into clinical practice by localising magnetic field exposure specifically to tumours in patients. This would further validate the potential to reduce systemic DOX doses while maximising localised drug delivery in cancer cells.

"Our approach will be patented and form the foundation for a startup specialising in breast cancer treatment. We are currently in discussions with potential investors in Southeast Asia and the United States to translate this technology from bench to bedside," shared Assoc Prof Franco-Obregon.
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Neurodegenerative diseases: Membrane anchor suppresses protein aggregation | ScienceDaily
Researchers have gained valuable insight into the development of prion diseases of the brain.


						
Protein aggregation is typical of various neurodegenerative diseases such as Alzheimer's, Parkinson's and prion diseases such as Creutzfeld-Jakob disease. A research team headed by Professor Jorg Tatzelt from the Department of Biochemistry of Neurodegenerative Diseases at Ruhr University Bochum, Germany, has now used new in vitro and cell culture models to show that a lipid anchor on the outer membrane of nerve cells inhibits the aggregation of the prion protein. "Understanding the mechanisms that cause the originally folded proteins to transform into pathogenic forms is of crucial importance for the development of therapeutic strategies," says Jorg Tatzelt. The team published their findings in the journal Proceedings of the National Academy of Sciences (PNAS) on December, 31, 2024.

Hereditary and infectious forms of the disease

Prion diseases are fatal degenerative diseases of the brain. They are associated with the transformation of the cellular prion protein (PrPC) from its healthy fold into pathological aggregates, i.e. scrapie prion protein (PrPSc). While such diseases are rare in humans, hereditary prion diseases are triggered by genetic mutations. Some gene mutations affect the anchoring of PrPC to the cell membrane. However, it is still not fully understood exactly how these changes can trigger prion diseases.

In order to gain new insights into the underlying processes, the researchers have developed new models to explore the role of a membrane anchor on the folding and aggregation of PrP in vitro and in neuronal cells. The experiments showed that anchoring to membranes stabilizes the folding of PrP and effectively inhibits aggregation. "What's interesting is that the clumping of membrane-anchored PrP could be induced by pre-formed protein aggregates," says Jorg Tatzelt. "This is a mechanism that might play a role in infectious prion diseases."
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Tuberculosis strains resistant to new drugs are transmitted between patients | ScienceDaily
Tuberculosis (TB) is the world's biggest infectious disease killer with multidrug-resistant TB (MDR-TB) posing a particular threat to global health. A study led by the Swiss Tropical and Public Health Institute (Swiss TPH) shows that resistance to the new MDR-TB treatment regimen recently recommended by the World Health Organization is already spreading between patients. The findings, published in the New England Journal of Medicine, highlight the urgent need for better surveillance and infection control to counteract the rise in antimicrobial resistance.


						
Multidrug-resistant TB is a major concern

More than 10 million people fall sick with tuberculosis (TB) every year. The disease remains the world's biggest infectious disease killers with an estimated 1.25 million annual deaths. The disease is still found in every country, but certain regions, such as India, Central Asia and Southern Africa, bear a particularly high burden. Multidrug-resistant TB (MDR-TB) continues to pose a major public health threat, adding to the growing concern of rising antimicrobial resistance.

The traditional treatment regimen for MDR-TB is lengthy, expensive, and comes with severe adverse event. In 2022, the World Health Organization (WHO) endorsed a new 6-month regimen -- the BPaL(M) -, based on evidence of its improved safety and efficacy from numerous clinical studies, including TB-PRACTECAL.

Monitoring the implementation of a new treatment regimen

"While this new regimen is a game changer for patients suffering from MDR-TB, we knew that it will be difficult to outsmart Mycobacterium tuberculosis, the bacteria causing TB," said Sebastien Gagneux, Head of the Department Medical Parasitology and Infection Biology at Swiss TPH and senior author of the study. "It was therefore crucial to study how the TB bacteria would react to the global roll-out of this new regimen."

A study led by Swiss TPH in collaboration with the National Centre for Tuberculosis and Lung Diseases in Tbilisi, Georgia, published yesterday in the New England Journal of Medicine now examined in detail whether resistance to the drugs in the new regimen has already emerged since its introduction, and whether this resistance is transmitting between patients.




Over a quarter of resistant strains result from transmission between patients

The researchers analysed the genomes of close to 90,000 M. tuberculosis strains from Georgia and many other countries around the world. They identified a total of 514 strains that were resistant to TB drugs, including both the old and the new treatment regimens. These highly drug-resistant strains were found in 27 countries across four continents.

Alarmingly, 28% of these strains were transmitted directly from one patient to another. "We already had anecdotal evidence of resistance emerging to the new regimen, but we did not know to what extent transmission was responsible for the spread of these highly drug-resistant strains," said Galo A. Goig, postdoctoral collaborator at Swiss TPH and first author of the study.

"The good news is that the total number of these cases is still low. However, the fact that more than a quarter of these highly drug-resistant cases are due to patient-to-patient transmission, only two years after WHO endorsed the new regimen, is worrying," added Goig.

Call for better surveillance and infection control

These findings have important implications for public health policy and interventions. "These new drugs have taken many years to develop, and to prevent drug resistance from emerging, it is essential to combine the deployment of these new regimens with robust diagnostics and surveillance systems," said Chloe Loiseau, postdoctoral collaborator at Swiss TPH and co-author of the paper.




The authors emphasize the need for improved diagnostic tools, better infection control and robust surveillance systems to curb the spread of these highly drug-resistant strains, and to safeguard the efficacy of the new treatment regimen.

Tackling antimicrobial resistance

While there are already new TB drugs in the pipeline, experts worry that M. tuberculosis will continue to find ways to evade new drugs. "The example of these highly drug-resistant TB strains further illustrates that antimicrobial resistance is one of the most critical threats to global health today," said Gagneux. "We must stay ahead in this constant race between drug development and bacterial resistance, and take proactive steps to prevent a 'post-antibiotic era' for TB and other diseases."

About tuberculosis

Tuberculosis (TB) is an infectious disease caused by Mycobaterium tuberculosis. TB is spread from person to person through the air. Symptoms of the disease include coughing, chest pain, weight loss, fever and night sweats. Multidrug-resistant tuberculosis (MDR-TB) is a form of TB caused by bacteria that do not respond to the two most effective first-line TB drugs. Only about 2 in 5 people with MDR-TB accessed treatment in 2022.
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Extended Paxlovid may help some people with long COVID, research suggests | ScienceDaily
An extended course of Paxlovid appears to help some patients with long Covid, according to a case series by UC San Francisco researchers that suggests this treatment option holds promise for some of those struggling with debilitating symptoms.


						
These results are at odds with recent research that has failed to show the antiviral can alleviate persistent symptoms of the disease. The authors said more study is needed to find out which patients may benefit from the drug and how long it should be given.

The Centers for Disease Control and Prevention (CDC) estimates that 17.6 million Americans, or 1 in 13 adults, have long Covid. These individuals experience symptoms for months or even years after their initial Covid-19 infection that range from brain fog and headaches to respiratory and cardiovascular issues.

"We are about five years into the pandemic, and yet there are not yet any federally-approved treatments for long Covid," said Alison Cohen, PhD, MPH, an assistant professor of epidemiology and biostatistics at UCSF and first author of the paper. "This is not a silver bullet, but it may help a lot of people in a meaningful way."

The study appears Jan. 6 in the Nature publication Communications Medicine.

Interviews with patients reveal the drug helps some

In June, a randomized controlled clinical trial of a 15-day course of nirmatrelvir/ritonavir, the drug combination marketed as Paxlovid, concluded that it was safe, although it did not lessen long Covid symptoms. The researchers noted that further research may show benefits for people with specific symptoms or at different doses.




The UCSF team collaborated with long Covid patients, some of whom are members of the Patient-Led Research Collaborative, a group of people with long Covid and other associated chronic conditions who are also researchers. The researchers took a closer look at what happened when people took a longer course of Paxlovid to see if it might work in people with specific symptoms or at different times in their disease. They also examined the experiences of people who contracted different strains of SARS-CoV-2. They found that five of the 13 patients in the study experienced sustained improvements in their symptoms. Others experienced temporary reprieves; and some had no improvement. Treatment lengths varied, but many took Paxlovid for 15 days.

For example, a 56-year-old man who developed long Covid at the start of the pandemic was plagued for more than two years with fatigue, headaches, photosensitivity, brain fog, exercise intolerance, elevated heart rate and joint pain. He took Paxlovid for five days in September of 2022 with no change in his symptoms. Three months later, he took it for 15 days and reported that both his cognitive and his physical symptoms improved.

And a 45-year-old woman who developed long Covid in January of 2022 experienced fatigue, breathing difficulties, chest pain, weight loss and migraines for months after her infection. A five-day course of Paxlovid in October of 2022 gave her a three-day reprieve from her symptoms. But when she took a 15-day course the following month, it did not affect her symptoms at all.

With more than 200 symptoms ascribed to the condition, long Covid has remained difficult to define, diagnose or treat. Researchers are still trying to understand the biological mechanisms that underlie the disorder; and UCSF has launched the world's first long Covid tissue bank.

"If we've learned one thing over the last four years, it's that long Covid is complex, and figuring out why some people benefit so remarkably from antiviral treatment while others don't is one of the most important questions for the field," said study co-author Michael Peluso, MD, principal investigator of the UCSF long COVID research program and an infectious disease researcher in the UCSF School of Medicine. "We are going to need to embrace that complexity to get answers for the millions of people suffering from this condition."

Additional co-authors are associated with the Patient-Led Research Collaborative, a group of long Covid patients and individuals with associated illnesses who are also researchers.
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Acoustic sensors find frequent gunfire on school walking routes | ScienceDaily
A new study used acoustic sensors that detect the sound of gunfire to show how often children in one Chicago neighborhood are exposed to gunshots while walking to and from school.


						
Results showed that nearly two-thirds of schools in the Englewood neighborhood of Chicago had at least one gun incident within 400 meters (about one-quarter mile) of where children were walking home during the 2021-22 school year.

These findings suggest a need to redefine federal definitions of school gun violence to include indirect forms of violence that take place near schools, not only on school grounds, in order to more appropriately capture the burden on communities of color, said Gia Barboza-Salerno, lead author of the study and assistant professor of public health and social work at The Ohio State University.

"Not all the violence children are exposed to is direct violence or happens on school grounds," Barboza-Salerno said.

"But that doesn't mean it doesn't have an impact. Hearing gunshots on the way to and from school is terrifying and will affect how kids perform in school."

The study was published recently in the journal SSM-Population Health.

The findings are important because research shows that exposure to gun violence in schools is linked to poor outcomes for students, including diminished performance on standardized assessments in mathematics and English, elevated rates of absenteeism, decreased student enrollment, and lower graduation rates.




In this new study, the researchers found that 4.5 times more gunshots were detected using the acoustic sensors compared to what police recorded in investigative reports.

This sensor data shows how staggering the amount of indirect violence is for children in Englewood, and potentially other areas, said study co-author Sharefa Duhaney, a graduate student in public health at Ohio State.

"You can't just put metal detectors in schools to deal with violence," Duhaney said. "Children are exposed to violence on the way to and from school, and we need to recognize that."

Englewood, a community on the south side of Chicago, is one of the most violent in the United States. In 2022, the Englewood area accounted for about 10% of all gun violence that occurred in Chicago. The community is 94% Black and one of the most socioeconomically vulnerable neighborhoods in the city.

The researchers used computational spatial network methods to analyze data on gunshots detected by acoustic sensors operated along Safe Passage Routes for each school in the Englewood School District. These routes are designated routes created to ensure safer travel for students walking to and from school.

The study analyzed gunshots detected during the morning (6-9 a.m.) and afternoon (3-6 p.m.) commutes of children during the 2021-22 school year.




Acoustic detectors showed 610 gunshots fired in Englewood on days when schools were in session during the school year. Of, those 52% occurred during afternoon commutes and 12% during the morning commutes.

Results showed that 40% of Englewood schools had at least one gunshot fired within 400 meters of the routes to school during the morning commute, and 62% had at least one during the afternoon commute.

"Hearing gunshots during school has not typically been considered 'school gun violence,' but it should be," Barboza-Salerno said. "Imagine what that is like for children to hear gunshots while walking to school and how scared they must be."

Analysis of the data showed that shooting incidents cluster along city streets, including safe passage routes, near schools. The configurations of streets that support walking for students also attract other types of foot traffic, and increase the likelihood of violent incidents, Duhaney said.

"Youth in violence-prone areas are not safe along Safe Passage Program Routes," she said.

One issue in Englewood is that almost half of residents live in households without access to vehicles, meaning that residents are heavily dependent on public transit and walking. Other studies have shown that students feel safer going to school via car rather than walking, but that is not an option for many in the community.

The researchers noted that the U.S. Department of Education is directed to collect and report on data on school safety, including violence. But they said the definition of gun violence doesn't currently include witnessing and hearing gun violence.

In addition, the focus on student safety should go beyond what happens on school grounds and beyond direct violence: Hardening schools and using metal detectors and police officers there won't solve the problem, the researchers said. They emphasized the need for policymakers to focus on violence prevention in the communities at large.

"We are failing to address the underlying issues in the community that lead to violence," Barboza-Salerno said. "We need to focus on the root causes."

Hexin Yang, a graduate student in social work and public health at Ohio State, was also a co-author of the study.
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Risk of domestic abuse increases over time for those exposed to childhood maltreatment | ScienceDaily

TEDS began in 1994 and has followed twins born in England and Wales throughout their childhood, adolescence and into early adulthood. The twins and their families complete questionnaires and take part in interviews about different environmental and individual factors that might have been influencing them throughout their lives.

By studying the differences between identical and non-identical pairs of twins, researchers use the data to understand how genes and environments affect abilities, behaviours and mental health.

In the new study, the researchers found that participants who reported childhood maltreatment (such as emotional, physical or sexual abuse, and emotional or physical neglect) were three times more likely to experience intimate partner violence at the age of 21 compared to their peers.

However, the risk of domestic abuse continued to grow over time. And by the time the participants reached the age of 26, they were four times more likely to have encountered intimate partner violence if they had experienced childhood maltreatment earlier in life compared to peers of the same age.

Lead author Dr Patrizia Pezzoli (UCL Psychology & Language Sciences) said: "Our findings are in line with past research, which generally reports a three to six times higher risk for intimate partner violence victimisation among those with a history of childhood maltreatment.

"However, our finding that this risk may accumulate over time is novel. We interpreted this escalation in light of previous evidence that individuals exposed to maltreatment often face gradual restrictions in social networks -- for example as a result of having less opportunities to socialise when growing up -- potentially heightening their vulnerability to unsafe relationships over time."

As part of their study, the researchers also looked at the reasons why people who experience childhood maltreatment often face a greater risk of abuse in their adult relationships.




They found that childhood maltreatment specifically increases the risk of intimate partner violence over and above both environmental and genetic risk factors.

Meanwhile, environmental influences shared by siblings, such as family dynamics and socioeconomic status, still accounted for a large proportion (42-43%) of the link between childhood maltreatment and intimate partner violence, as did genetic factors (30-33%) that influence behaviour, personality traits and susceptibility to certain conditions, including the likelihood of experiencing or perpetrating violence.

External factors unique to each individual, such as peer groups, life events or personal experiences also accounted for around a quarter (25-27%) of the association between childhood maltreatment and future intimate partner violence.

Dr Pezzoli said: "These distinctions can help us to understand the different pathways through which childhood experiences can impact later life outcomes and inform targeted interventions."

The researchers now hope that their findings can be used to help potentially vulnerable people.

Dr Pezzoli explained: "We hope that our research will allow us to tackle the complex factors that increase risk for certain individuals, creating opportunities for effective prevention and support.

"This research highlights the need for evidence-based support strategies for people affected by childhood maltreatment, ideally before they begin intimate relationships, to help them build a safe and healthy future."

The research was funded by a British Academy/Leverhulme grant awarded to Dr Pezzoli.
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Lighting up cancer cells with biolasers | ScienceDaily
Researchers from the University of Michigan have developed a way of detecting circulating tumor cells in the bloodstream of pancreatic cancer and lung cancer patients.


						
The study was published in Biosensors and Bioelectronics.

As tumors develop, they shed cells into the bloodstream.

Although these circulating tumor cells are vastly outnumbered by millions of other blood cells, detecting them early can potentially improve treatment outcomes.

For instance, pancreatic cancer has a poor prognosis because by the time it has been detected, it is too late to treat.

Similarly, the detection rates of lung cancer, especially if it reoccurs after treatment, is also poor.

Current detection techniques for circulating tumor cells involve labeling specific proteins on the surface of tumor cells with fluorescent dyes.




These stained cells can then be easily detected in the blood samples.

However, there are some disadvantages.

Some of the cells may not have those proteins on their surface and can therefore be missed.

The techniques also miss valuable information about what's happening inside the cancer cells.

"These existing techniques usually involve methods that end up killing the cancer cells, thus preventing us from utilizing these cells for further investigation," said Sunitha Nagrath, professor of chemical engineering.

"We realized that we needed an alternative way to identify circulating tumor cells while they are alive."

To do so, the researchers turned to biolasers.




Although the method still involves staining the cancer cells with dyes, it does not kill them and instead of depending on proteins that are on the surface of the cells, the researchers can stain something that is integral to all cells -- their nucleus.

Using blood samples from patients with pancreatic cancer, the researchers first passed all the cells through a circular maze, called Labyrinth, that pre-separated out the circulating tumor cells, which are slightly larger than other white blood cells.

"It's like driving around a curve in a bicycle versus a truck -- the forces you experience are very different. As a result, the larger tumor cells get focused into different location compared to smaller white blood cells" Nagrath said.

They then sandwiched the tumor cells between two mirrors and shone an excitation laser at them one cell at a time.

When the excitation is strong enough, the cells have laser emissions and are referred to as cell lasers.

"The laser emission from a cell laser is much stronger than what we get from traditional fluorescent techniques," said Xudong (Sherman) Fan, professor of biomedical engineering.

"The laser emission images are also different; in fluorescence emission the cells look like glowing spheres. However, with a laser you can see different shapes that provide information on how the DNA is organized inside cancer cells."

These differences, however, are subtle.

The researchers therefore turned to machine learning for help.

Using the Deep Cell-Laser Classifier model, they were able to accurately pick out pancreatic cancer cells 99% of the time.

The model was so effective that even though it was trained using pancreatic cancer cells, it was able to identify lung cancer cells without requiring any additional training.

"Although there are a few research groups who are working with biolasers, we are the first to use it for clinical studies on cancers and circulating tumor cells," Fan said.

Moving forward, the group is interested in building a device that can isolate cancer cells after they have been detected.

"With our system, if you want to collect circulating tumor cells, you have to remove the top mirror, which can cause the cell to move and then you lose track of it," Fan said.

"We want to develop a system where cells move along one-by-one through the laser excitation spot and then go through a cell sorting device that helps us sort and collect cells for subsequent analysis."

The team also plans to use the light patterns generated by the cells to better understand which tumors are more aggressive or treatment resistant.

"All these circulating cells can be very different from each other," Nagrath said. "Identifying how aggressive cells change during treatment cycles would be helpful."

"This work would not have been possible without such an interdisciplinary team," Nagrath added.
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        Using robots in nursing homes linked to higher employee retention, better patient care
        Facing high employee turnover and an aging population, nursing homes have increasingly turned to robots to complete a variety of care tasks, but few researchers have explored how these technologies impact workers and the quality of care. A new study on the future of work finds that robot use is associated with increased employment and employee retention, improved productivity and a higher quality of care.

      

      
        AI predicts cancer prognoses, responses to treatment
        A new artificial intelligence tool combines data from medical images with text to predict cancer prognoses and treatment responses.

      

      
        Breakthrough in 2D material growth opens doors to cleaner energy and next-generation technology
        A breakthrough in decoding the growth process of Hexagonal Boron Nitride (hBN), a 2D material, and its nanostructures on metal substrates could pave the way for more efficient electronics, cleaner energy solutions and greener chemical manufacturing, according to new research.

      

      
        Electrohydraulic wearable devices create unprecedented haptic sensations
        Scientists have invented compact wearable devices that deliver rich, expressive, and pleasant tactile sensations that go far beyond the buzzing vibrations of today's consumer devices.

      

      
        Moving in sync, slowly, in glassy liquids
        Researchers used computer simulations to determine the mechanisms that control the temperature dependence of molecular dynamics in a glassy supercooled liquid. This work may lead to higher-quality glass production at lower cost.

      

      
        Using AI to predict the outcome of aggressive skin cancers
        Research demonstrates that AI can determine the course and severity of aggressive skin cancers, such as Merkel cell carcinoma (MCC), to enhance clinical decision making by generating personalzsed predictions of treatment specific outcomes for patients and their doctors.

      

      
        The 'red advantage' is no longer true for Olympic combat sports
        Wearing a red outfit in combat sports has been believed to provide an advantage for athletes, but a new study suggests there is no longer any truth in the claim.

      

      
        When the past meets the future: Innovative drone mapping unlocks secrets of Bronze Age 'mega fortress' in the Caucasus
        An academic has used drone mapping to investigate a 3000-year-old 'mega fortress' in the Caucasus mountains, revealing details that re-shape understanding of the site and contribute to a global reassessment of ancient settlement growth and urbanism.

      

      
        Low-cost system will improve communications among industrial machines
        Researchers have found a low-power, inexpensive way for large numbers of devices, such as machines in factories and equipment in labs, to share information by efficiently using signals at untapped high frequencies. The technology is an advanced version of a device that transmits data in a wireless system, commonly known as a tag.

      

      
        High performance in frosty conditions
        Most solids expand as temperatures increase and shrink as they cool. Some materials do the opposite, expanding in the cold. Lithium titanium phosphate is one such substance and could provide a solution to the problem of steeply declining performance of lithium-ion batteries in cold environments. Scientists have now demonstrated its suitability for use in electrodes for rechargeable batteries.

      

      
        Lithium-sulphur pouch cells investigated at BESSY II
        A team has gained new insights into lithium-sulphur pouch cells at the BAMline of BESSY II. A new picture emerges of processes that limit the performance and lifespan of this industrially relevant battery type.

      

      
        New AI predicts inner workings of cells
        In the same way that ChatGPT understands human language, a new AI model developed by computational biologists captures the language of cells to accurately predict their activities.

      

      
        Scientists leverage artificial intelligence to fast-track methane mitigation strategies in animal agriculture
        A new study reveals that generative Artificial Intelligence (AI) can help expedite the search for solutions to reduce enteric methane emissions caused by cows in animal agriculture, which accounts for about 33 percent of U.S. agriculture and 3 percent of total U.S. greenhouse gas emissions.

      

      
        Smart food drying techniques with AI enhance product quality and efficiency
        Food drying is a common process for preserving many types of food, including fruits and meat; however, drying can alter the food's quality and nutritional value. In recent years, researchers have developed precision techniques that use optical sensors and AI to facilitate more efficient drying. A new study discusses three emerging smart drying techniques, providing practical information for the food industry.

      

      
        Trash to treasure: Leveraging industrial waste to store energy
        As more products begin to depend on battery-based energy storage systems, shifting away from metal-based solutions will be critical to facilitating the green energy transition. Now, a team has transformed an organic industrial-scale waste product into an efficient storage agent for sustainable energy solutions that can one day be applied at much larger scales.

      

      
        Advancements in neural implant research enhance durability
        Neural implants contain integrated circuits (ICs) -- commonly called chips -- built on silicon. These implants need to be small and flexible to mimic circumstances inside the human body. However, the environment within the body is corrosive, which raises concerns about the durability of implantable silicon ICs. A team of researchers address this challenge by studying the degradation mechanisms of silicon ICs in the body and by coating them with soft PDMS elastomers to form body-fluid barriers tha...

      

      
        Pluto-Charon formation scenario mimics Earth-Moon system
        A researcher has used advanced models that indicate that the formation of Pluto and Charon may parallel that of the Earth-Moon system. Both systems include a moon that is a large fraction of the size of the main body, unlike other moons in the solar system. The scenario also could support Pluto's active geology and possible subsurface ocean, despite its location at the frozen edge of the solar system.

      

      
        Scientists advance nanobody technology to combat deadly Ebola virus
        Ebola virus, one of the deadliest pathogens, has a fatality rate of about 50%, posing a serious threat to global health and safety. To address this challenge, researchers have developed the first nanobody-based inhibitors targeting the Ebola virus.

      

      
        Developing printable droplet laser displays
        Researchers have developed an innovative method for rapidly creating laser light sources in large quantities using an inkjet printer that ejects laser-emitting droplets. By applying an electric field to these droplets, the researchers demonstrated that switching the emission of light on and off is possible. Furthermore, they successfully created a compact laser display by arranging these droplets on a circuit board.

      

      
        Smarter memory: Next-generation RAM with reduced energy consumption
        Researchers have developed a technology for voltage-controlled magnetization switching, which has the potential to be implemented in next-generation computational memory. This advanced technology enables low-energy data writing operations with non-volatility, making it scalable for future applications that require stable and reliable memory.

      

      
        Revolutionizing data centers: Breakthrough in photonic switching
        Engineers created a smaller, faster and more efficient photonic switch, which leverages principles from quantum mechanics and could accelerate everything from streaming to training AI by supercharging data centers.

      

      
        Method can detect harmful salts forming in nuclear waste melters
        A new way to identify salts in nuclear waste melters could help improve clean-up technology, including at the Hanford Site, one of the largest, most complex nuclear waste clean-up sites in the world. Researchers used two detectors to find thin layers of sulfate, chloride and fluoride salts during vitrification, a nuclear waste storage process that involves converting the waste into glass. The formation of salts can be problematic for waste processing and storage.

      

      
        Driving autonomous vehicles to a more efficient future
        Researchers focus on enhancing the aerodynamic performance of autonomous vehicles by reducing drag induced by externally mounted sensors such as cameras and light detection and ranging instruments. After establishing an automated computational platform, they combined the experimental design with a substitute model and an optimization algorithm to improve the structural shapes of AV sensors. They then performed simulations of both the baseline and optimized models. After optimizing the design, res...

      

      
        Exploring the eco-friendly future of antibiotic particles
        Goji berries are a ubiquitous superfood known for a multitude of health benefits, including their antibiotic properties. Researchers have now found an effective way to harvest silver nanoparticles from these berries. They created the nanoparticles by drying, grinding, and then filtering the goji berries to create an extract. Then, they added chemical silver nitrate (AgNO3) and reduced the solution. The silver nanoparticles were confirmed using visualization techniques and tested for their antimic...

      

      
        How do directional connections shape complex dynamics in neuronal networks?
        In order to uncover the relationship between structure and function, researchers used microfluidic devices to study neuronal networks.

      

      
        AI slashes cost and time for chip design, but that is not all
        Researchers have harnessed artificial intelligence to take a key step toward slashing the time and cost of designing new wireless chips and discovering new functionalities to meet expanding demands for better wireless speed and performance.

      

      
        These 11 genes may help us better understand forever chemicals' effects on the brain
        A new study has identified 11 genes that may hold the key to understanding the brain's response to these pervasive chemicals commonly found in everyday items.

      

      
        Beyond the 'Dragon Arc', a treasure trove of unseen stars
        Taking advantage of a cosmic 'double lens,' astronomers resolved more than 40 individual stars in a galaxy so far away its light dates back to when the universe was only half its present age.

      

      
        Physicists explain a stellar stream's distinctive features
        Physicists have proposed a solution to a long-standing puzzle surrounding the GD-1 stellar stream, one of the most well-studied streams within the galactic halo of the Milky Way.

      

      
        A new way to determine whether a species will successfully invade an ecosystem
        A formula can be used to predict what happens when a new species is introduced into an ecosystem -- whether it will establish itself in the community or fail to gain a foothold and die out.

      

      
        Scientists develop technology to control cyborg insect swarms
        Scientists have developed an advanced swarm navigation algorithm for cyborg insects that prevents them from becoming stuck while navigating challenging terrain. The new algorithm represents a significant advance in swarm robotics. It could pave the way for applications in disaster relief, search-and-rescue missions, and infrastructure inspection. Cyborg insects are real insects equipped with tiny electronic devices on their backs -- consisting of various sensors like optical and infrared cameras,...

      

      
        Virtual chemistry speeds up drug discovery
        Among the hundreds of thousands of chemical compounds produced by plants, some may hold the key to treating human ailments and diseases. But recreating these complex, naturally occurring molecules in the lab often requires a time-consuming and tedious trial-and-error process. Now, chemists have shown how new computational tools can help them create complex natural compounds in a faster and more streamlined way.

      

      
        The science behind the foldable molecular paths
        A recent study highlights a groundbreaking development in foldable molecular paths within solid-state frameworks, illuminating their potential for dynamic pore control and transformative applications in molecular metamaterials.

      

      
        Citizen science reveals that Jupiter's colorful clouds are not made of ammonia ice
        Collaborative work by amateur and professional astronomers has helped to resolve a long-standing misunderstanding about the composition of Jupiter's clouds. Instead of being formed of ammonia ice -- the conventional view -- it now appears they are likely to be composed of ammonium hydrosulphide mixed with smog.

      

      
        New quantum sensing technology reveals sub-atomic signals
        Engineers have utilized quantum sensors to realize a groundbreaking variation of nuclear quadrupolar resonance (NQR) spectroscopy, a technique traditionally used to detect drugs and explosives or analyze pharmaceuticals. The new method is so precise that it can detect the NQR signals from individual atoms -- a feat once thought unattainable. This unprecedented sensitivity opens the door to breakthroughs in fields like drug development, where understanding molecular interactions at the atomic leve...

      

      
        Lighting up cancer cells with biolasers
        Researchers have developed a way of detecting circulating tumor cells in the bloodstream of pancreatic cancer and lung cancer patients.

      

      
        Research may boost next-generation space rockets
        Hidden patterns in electric propulsion plasma beams could help ensure the success of long-term space missions.

      

      
        The carbon in our bodies probably left the galaxy and came back on cosmic 'conveyer belt'
        Scientists recently discovered that the giant 'conveyer belt' currents that push star-forged material out of our galaxy and pull it back in can also transport carbon atoms. That means that a good deal of the carbon here on Earth, including the carbon in our bodies, likely left the galaxy at some point!

      

      
        New nanocrystal material a key step toward faster, more energy-efficient computing
        Chemistry researchers have taken a key step toward next-generation optical computing and memory with the discovery of luminescent nanocrystals that can be quickly toggled from light to dark and back again.

      

      
        Breakthrough for 'smart cell' design
        Bioengineers have developed a new construction kit for building custom sense-and-respond circuits in human cells. The research could revolutionize therapies for complex conditions like autoimmune disease and cancer.

      

      
        AI can improve ovarian cancer diagnoses
        A new international study shows that AI-based models can outperform human experts at identifying ovarian cancer in ultrasound images.

      

      
        How good are AI doctors at medical conversations?
        Researchers design a new way to more reliably evaluate AI models' ability to make clinical decisions in realistic scenarios that closely mimic real-life interactions. The analysis finds that large-language models excel at making diagnoses from exam-style questions but struggle to do so from conversational notes. The researchers propose set of guidelines to optimize AI tools' performance and align them with real-world practice before integrating them into the clinic.

      

      
        How does a hula hoop master gravity? Mathematicians prove that shape matters
        Hula hooping is so commonplace that we may overlook some interesting questions it raises: 'What keeps a hula hoop up against gravity?' and 'Are some body types better for hula hooping than others?' A team of mathematicians explored and answered these questions with findings that also point to new ways to better harness energy and improve robotic positioners.

      

      
        Water treatment: catching steroid hormones with nanotubes
        Steroid hormones are among the most widespread aquatic micropollutants. They are harmful to human health, and they cause ecological imbalances in aquatic environments. Researchers investigated how steroid hormones are degraded in an electrochemical membrane reactor with carbon nanotube membranes. They found that adsorption of steroid hormones on the carbon nanotubes did not limit the hormones' subsequent degradation.

      

      
        Artificial intelligence: Algorithms improve medical image analysis
        Artificial intelligence has the potential to improve the analysis of medical image data. For example, algorithms based on deep learning can determine the location and size of tumors. This is the result of AutoPET, an international competition in medical image analysis. The seven best autoPET teams report on how algorithms can detect tumor lesions in positron emission tomography (PET) and computed tomography (CT).

      

      
        Big leap forward for environmentally friendly 'e-textiles' technology
        A research team has shown wearable electronic textiles (e-textiles) can be both sustainable and biodegradable.

      

      
        Chemists create eco-friendly method to make chlorine-based materials for drugs and chemicals
        Chlorine plays an essential part in daily life, from keeping pools clean to preserving food. Now, a team of chemists developed a more environmentally friendly way to integrate chlorine into chemical building blocks for medications, plastics, pesticides and other essential products while reducing costs.

      

      
        Building better infrared sensors
        Researchers developed a type of infrared photodiode that is 35% more responsive at 1.55 m, the key wavelength for telecommunications, compared to other germanium-based components.

      

      
        New method turns e-waste to gold
        A research team has developed a method for extracting gold from electronics waste, then using the recovered precious metal as a catalyst for converting carbon dioxide (CO2), a greenhouse gas, to organic materials.

      

      
        Detecting disease with only a single molecule
        Scientists have developed a nanopore-based tool that could help diagnose illnesses much faster and with greater precision than current tests allow, by capturing signals from individual molecules.
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Using robots in nursing homes linked to higher employee retention, better patient care | ScienceDaily
Facing high employee turnover and an aging population, nursing homes have increasingly turned to robots to complete a variety of care tasks, but few researchers have explored how these technologies impact workers and the quality of care.


						
A new study from a University of Notre Dame expert on the future of work finds that robot use is associated with increased employment and employee retention, improved productivity and a higher quality of care. The research has important implications for the workplace and the long-term care industry.

Yong Suk Lee, associate professor of technology, economy and global affairs at Notre Dame's Keough School of Global Affairs, was the lead author for the study, published in Labour Economics. Most studies of robots in the workplace have focused on manufacturing and the industrial sector, but Lee's research broke new ground by analyzing long-term care -- and by looking at the different types of robots used in this setting. Researchers drew on surveys of Japanese nursing homes taken in 2020 and 2022.

"Our research focused on Japan because it is a super-aging society that provides a good example of what the future could entail elsewhere -- a declining population, a growing share of senior citizens and a declining share of working-age people," Lee said. "We need to be ready for this new reality."

In 2022, for instance, more than 57 million U.S. residents were 65 or older, according to the National Council on Aging. The Census Bureau forecasts that by 2050, this number will grow to 88.5 million.

The impact on workers

In a future where there are more senior citizens requiring care, using robots in a targeted fashion could benefit workers and patients alike, Lee said. The study analyzed three types of robots that are increasingly used in assisted living facilities:
    	    Transfer robots, which nurses use to lift, move and rotate patients in beds and around rooms.
    
    	    


Mobility robots, which patients use to move around and to bathe.
    
    	    Monitoring and communication robots, which include technologies such as computer vision and bed sensors that can monitor patient data such as movement and share it with care providers.
    

"We found that robot adoption complements care workers by reducing quit rates," Lee said. "This is important because turnover is a big concern in nursing homes. Workers typically experience a great deal of physical pain, particularly in their knees and back. The work is hard and the pay is low. So robot use was associated with employee retention."

While robot use was associated with an overall employment increase, Lee said, the trend seems to have helped some workers more than others: It was associated with an increased demand for part-time, less experienced employees and with less demand for more experienced workers.

Improving patient care

Patients benefited in facilities that have used robots, according to the study. The nursing homes that Lee's team studied reported a decrease in the use of patient restraints and in the pressure ulcers or bedsores that nursing home residents commonly suffer, largely because of a lack of mobility. Both metrics are widely used in the long-term care industry to measure patient outcomes, Lee said.




By removing the physical strain associated with certain tasks, Lee said, robots may have made room for care workers to focus on tasks better suited for human beings.

"Robots can improve productivity by shifting the tasks performed by care workers to those involving human touch, empathy and dexterity," Lee said. "Ultimately, robots can help workers provide a higher level of patient care."

"This research provides critical insights into how societies can successfully navigate the challenges of caring for aging populations"

The future of work

Lee co-authored the study with Toshiaki Iizuka from the University of Tokyo and Karen Eggleston from Stanford University. The study received funding from Stanford's Shorenstein Asia-Pacific Research Center, Stanford's Freeman Spogli Institute for International Studies Japan Fund and the Japan Society for the Promotion of Science, as well as the Keough School's Liu Institute for Asia and Asian Studies and Kellogg Institute for International Studies.

This latest research fits into Lee's ongoing work to examine how new technologies, including artificial intelligence and robotics, affect inequality and the future of work. Lee serves as program chair in technology ethics for the Institute for Ethics and the Common Good, a key element of the Notre Dame Ethics Initiative. He is also a faculty affiliate of the Keough School's McKenna Center for Human Development and Global Business and a faculty fellow of the school's Kellogg Institute for International Studies, Pulte Institute for Global Development and Liu Institute for Asia and Asian Studies.

"This research provides critical insights into how societies can successfully navigate the challenges of caring for aging populations," Lee said. "It will help inform the work of the long-term care industry and help us better understand how technologies impact workers and patients."
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AI predicts cancer prognoses, responses to treatment | ScienceDaily
The melding of visual information (microscopic and X-ray images, CT and MRI scans, for example) with text (exam notes, communications between physicians of varying specialties) is a key component of cancer care. But while artificial intelligence helps doctors review images and home in on disease-associated anomalies like abnormally shaped cells, it's been difficult to develop computerized models that can incorporate multiple types of data.


						
Now researchers at Stanford Medicine have developed an AI model able to incorporate visual and language-based information. After training on 50 million medical images of standard pathology slides and more than 1 billion pathology-related texts, the model outperformed standard methods in its ability to predict the prognoses of thousands of people with diverse types of cancer, to identify which people with lung or gastroesophageal cancers are likely to benefit from immunotherapy, and to pinpoint people with melanoma who are most likely to experience a recurrence of their cancer.

The researchers named the model MUSK, for multimodal transformer with unified mask modeling. MUSK represents a marked deviation from the way artificial intelligence is currently used in clinical care settings, and the researchers believe it stands to transform how artificial intelligence can guide patient care.

"MUSK can accurately predict the prognoses of people with many different kinds and stages of cancer," said Ruijiang Li, MD, an associate professor of radiation oncology. "We designed MUSK because, in clinical practice, physicians never rely on just one type of data to make clinical decisions. We wanted to leverage multiple types of data to gain more insight and get more precise predictions about patient outcomes."

Li, who is a member of the Stanford Cancer Institute, is the senior author of the study, which was published Jan. 8 in Nature. Postdoctoral scholars Jinxi Xiang, PhD, and Xiyue Wang, PhD, are the lead authors of the research.

Although artificial intelligence tools have been increasingly used in the clinic, they have been primarily for diagnostics (does this microscope image or scan show signs of cancer?) rather than for prognosis (what is this person's likely clinical outcome, and which therapy is most effective for an individual?).

Part of the challenge is the need to train the models on large amounts of labeled data (this is a microscope slide of a slice of lung tissue with a cancerous tumor, for example) and paired data (here are the clinical notes about the patient from whom the tumor was obtained). But carefully curated and annotated datasets are hard to come by.




Off-the-shelf tool

In artificial intelligence terms, MUSK is what's called a foundation model. Foundation models pretrained on vast amounts of data can be customized with additional training to perform specific tasks. Because the researchers designed MUSK to use unpaired multimodal data that doesn't meet the traditional requirements for training artificial intelligence, the pool of data that the computer can use to "learn" during its initial training is expanded by several orders of magnitude. With this head start, any subsequent training is accomplished with much smaller, more specialized sets of data. In effect, MUSK is an off-the-shelf tool that doctors can fine-tune to help answer specific clinical questions.

"The biggest unmet clinical need is for models that physicians can use to guide patient treatment," Li said. "Does this patient need this drug? Or should we instead focus on another type of therapy? Currently, physicians use information like disease staging and specific genes or proteins to make these decisions, but that's not always accurate."

The researchers collected microscopic slides of tissue sections, the associated pathology reports and follow-up data (including how the patients fared) from the national database The Cancer Genome Atlas for people with 16 major types of cancer, including breast, lung, colorectal, pancreas, kidney, bladder, head and neck. They used the information to train MUSK to predict disease-specific survival, or the percentage of people who have not died from a specific disease during a defined time period.

For all cancer types, MUSK accurately predicted the disease-specific survival of a patient 75% of the time. In contrast, standard predictions based on a person's cancer stage and other clinical risk factors were correct 64% of the time.

In another example, the researchers trained MUSK to use thousands of bits of information to predict which patients with cancers of the lung or of the gastric and esophageal tracts are most likely to benefit from immunotherapy.




"Currently, the major determination about whether to give a patient a particular type of immunotherapy rests on whether that person's tumor expresses a protein called PD-L1," Li said. "That's a biomarker made of just one protein. In contrast, if we can use artificial intelligence to assess hundreds or thousands of bits of many types of data, including tissue imaging, as well as patient demographics, medical history, past treatments and laboratory tests gathered from clinical notes, we can much more accurately determine who might benefit."

For non-small cell lung cancer, MUSK correctly identified patients who benefited from immunotherapy treatment about 77% of the time. In contrast, the standard method of predicting immunotherapy response based on PD-L1 expression was correct only about 61% of the time.

Similar results were obtained when the researchers trained MUSK to identify which people with melanoma were most likely to relapse within five years after their initial treatment. In this case the model was correct about 83% of the time, which is about 12% more accurate than the predictions generated by other foundation models.

"What's unique about MUSK is the ability to incorporate unpaired multimodal data into pretraining, which substantially increases the scale of data compared with paired data required by other models," Li said. "We observed that for all clinical prediction tasks, models that integrate multiple types of data consistently outperform those based on imaging or text data alone. Leveraging these types of unpaired multimodal data with artificial intelligence models like MUSK will be a major advance in the ability of artificial intelligence to aid doctors to improve patient care."

Researchers from Harvard Medical School contributed to the work.

The study was funded by the National Institutes of Health (grants R01CA222512, R01CA233578, R01CA269599, R01CA285456, R01CA290715 and R01DE030894), and the Stanford Institute for Human-Centered Artificial Intelligence.
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Breakthrough in 2D material growth opens doors to cleaner energy and next-generation technology | ScienceDaily
A breakthrough in decoding the growth process of Hexagonal Boron Nitride (hBN), a 2D material, and its nanostructures on metal substrates could pave the way for more efficient electronics, cleaner energy solutions and greener chemical manufacturing, according to new research from the University of Surrey.


						
Only one atom thick, hBN -- often nicknamed "white graphene" -- is an ultra-thin, super-resilient material that blocks electrical currents, withstands extreme temperatures and resists chemical damage. Its unique versatility makes it an invaluable component in advanced electronics, where it can protect delicate microchips and enable the development of faster, more efficient transistors.

Going a step further, researchers have also demonstrated the formation of nanoporous hBN, a novel material with structured voids that allows for selective absorption, advanced catalysis and enhanced functionality, vastly expanding its potential environmental applications. This includes sensing and filtering pollutants -- as well as enhancing advanced energy systems, including hydrogen storage and electrochemical catalysts for fuel cells.

Dr Marco Sacchi, lead author of the study and Associate Professor at Surrey's School of Chemistry and Chemical Engineering, said:

"Our research sheds light on the atomic-scale processes that govern the formation of this remarkable material and its nanostructures. By understanding these mechanisms, we can engineer materials with unprecedented precision, optimising their properties for a host of revolutionary technologies."

Working in collaboration with Austria's Graz University of Technology (TU Graz), the team -- led by Dr Marco Sacchi, with the theoretical work performed by Dr Anthony Payne and Dr Neubi Xavier -- combined density functional theory and microkinetic modelling to map the growth process of hBN from borazine precursors, examining key molecular processes such as diffusion, decomposition, adsorption and desorption, polymerisation, and dehydrogenation. This approach enabled them to develop an atomic scale model that allows for the material to be grown at any temperature.

The insights from the theoretical simulations align closely with experimental observations by the Graz research group, setting the stage for controlled, high-quality production of hBN with specific designs and functionality.

Dr Anton Tamtogl, lead researcher on the project at TU Graz, said:

"Previous studies have neither considered all these intermediates nor such a large parameter space (temperature and particle density). We believe that it will be useful to guide chemical vapour deposition growth of hBN on other metallic substrates, as well as the synthesis of nanoporous or functionalised structures."

The study has been published in Small, with the research supported by the UK's HPC Materials Chemistry Consortium and the Austrian Science Fund.
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Electrohydraulic wearable devices create unprecedented haptic sensations | ScienceDaily
Human skin can feel a wide variety of sensations, such as a gentle squeeze, quick taps, or the thud-thud of a heartbeat. In contrast, phones, game controllers, and watches often output only vibrations to get the user's attention. Unfortunately, this sudden fast shaking feels different from most everyday touch interactions, and it can quickly become annoying. Researchers at MPI-IS in Stuttgart have developed cutaneous electrohydraulic (CUTE) wearable devices to greatly expand the haptic sensations that can be created by future consumer products.


						
CUTE wearable devices are electrically driven and can produce a remarkable range of tactile sensations, including pressing on the skin, slow and calming touch, and vibrations at a wide variety of frequencies, from low to high. This new approach to wearable haptic feedback thus offers unprecedented control over the tactile sensations that can be presented to users.

These CUTE wearable devices have been pioneered by an interdisciplinary team of MPI-IS researchers from the Haptic Intelligence Department, led by Katherine J. Kuchenbecker, and the Robotic Materials Department, led by Christoph Keplinger. The team designed novel hydraulically amplified self-healing electrostatic (HASEL) artificial muscles to create wearable devices with a unique ability to communicate with the user's sense of touch. When a voltage is applied, the soft actuator located at the center of the device expands proportionally to the voltage. This expansion allows the device to make and break contact with the skin, like a person reaching out to touch the user's wrist. Changing the voltage over time allows the haptic feedback to be freely customized to deliver multiple types of touch sensations according to the desired haptic experience. CUTE devices are compact, silent, safe, and energy efficient, and they stay cool throughout operation. These impressive capabilities are further demonstrated by the team in a video.

Future application avenues for CUTE devices include wearable assistive technologies for guidance, creating tactile sensations to enhance augmented or virtual reality, and complementing audio and visual feedback in loud or visually demanding scenarios.

The tactile sensations created by the device can communicate diverse sensations ranging from calming to exciting, such as stroking or tickling of the skin, the feeling of a heartbeat, and even an engine turning on and off. Remarkably, users perceive almost all of its tactile cues as pleasant: the only sensation they didn't find pleasant was a continuous high-frequency vibration like those produced by many of today's consumer devices. Furthermore, users can identify diverse cutaneous signals with near-perfect accuracy, highlighting another advantage of CUTE devices over commonly used electromagnetic actuators.

"Our CUTE devices demonstrate the feasibility of creating lightweight wearable systems that provide pleasant and expressive tactile communication. Future developments could see this technology applied to larger areas of the body, producing more complex sensations, and even studying human perception of haptic cues that were previously difficult to create," says Natalia Sanchez, a Ph.D. student at MPI-IS and first author of the publication.
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Moving in sync, slowly, in glassy liquids | ScienceDaily
Glass might seem to be an ordinary material we encounter every day, but the physics at play inside are actually quite complex and still not completely understood by scientists. Some panes of glass, such as the stained-glass windows in many Medieval buildings, have remained rigid for centuries, as their constituent molecules are perpetually frozen in a state of disorder. Similarly, supercooled liquids are not quite solid, in the sense that their fundamental particles do not stick to a lattice pattern with long-range order, but they are also not ordinary liquids, because the particles also lack the energy to move freely. More research is required to reveal the physics of these complex systems.


						
Now, in a study published in Nature Materials, researchers from Institute of Industrial Science, The University of Tokyo used advanced computer simulations to model the behavior of fundamental particles in a glassy supercooled liquid. Their approach was based on the concept of the Arrhenius activation energy, which is the energy barrier a process must overcome to proceed. One example is the energy required to rearrange individual particles in a disordered material. "Arrhenius behavior" means that a process needs to rely on random thermal fluctuations, and the rate exponentially decreases as the energy barrier gets larger. However, situations that require cooperative rearrangement of particles may be even more rare, especially at low temperatures. These are sometimes called super-Arrhenius relationships.

The new study was the first to demonstrate the relationship between the structural order and dynamic behavior of liquids at a microscopic level. "Using numerical analysis within a computer model of glass-forming liquids, we showed how fundamental particle rearrangements can influence the structural order and dynamic behavior," the lead author of the study Seiichiro Ishino says. The team demonstrated that a process they call "T1," which maintains the order formed within the liquid, is the key to understanding cooperative dynamics. If a T1 process disrupts local structural order, it must involve the independent motion of particles, which results in normal Arrhenius-like behavior. By contrast, if the T1 rearrangement maintains local order in a cooperative manner, its influence spreads outward, leading to super-Arrhenius behavior.

"Our research offers us a new microscopic perspective on the long-sought origin of dynamic cooperativity in glass-forming substances. We anticipate that these findings will contribute to better control of material dynamics, leading to more efficient material design and enhanced glass manufacturing processes," senior author Hajime Tanaka says. This may include stronger and more durable glass for smartphones and other applications.
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Using AI to predict the outcome of aggressive skin cancers | ScienceDaily
Artificial intelligence can determine the course and severity of aggressive skin cancers, such as Merkel cell carcinoma (MCC), to enhance clinical decision making by generating personalised predictions of treatment specific outcomes for patients and their doctors.


						
An international team, led by researchers at Newcastle University, UK, combined machine learning with clinical expertise to develop a web-based system called "DeepMerkel" which offers the power to predict MCC treatment specific outcomes based on personal and tumour specific features.

They propose that this system could be applied to other aggressive skin cancers for precision prognostication, the enhancement of informed clinical decision making and improved patient choice.

MCC

MCC is a rare but highly aggressive skin cancer. It can be difficult to treat -- typically affecting older adults with weakened immune systems who present with advanced disease associated with poor survival.

Dr Tom Andrew, a Plastic Surgeon and CRUK funded PhD student at Newcastle University and first author said; "DeepMerkel is allowing us to predict the course and severity of a Merkel cell carcinoma enabling us to personalise treatment so that patients are getting the optimal management.

"Using AI allowed us to understand subtle new patterns and trends in the data which meant on an individual level, we are able to provide more accurate predictions for each patient.




"This is important as in the 20 years up to 2020, the number of people diagnosed with this cancer has doubled and while it is still rare it is an aggressive skin cancer which is increasingly affecting older people."

The research was conducted with Penny Lovat, Professor of Dermato-oncology, Newcastle University, and Dr Aidan Rose, Senior Clinical Lecturer, Newcastle University and Consultant Plastic Surgeon at Newcastle Hospitals NHS Foundation Trust.

Dr Rose said; "Being able to accurately predict patient outcomes is critical when guiding clinical decision making. This is particularly important when treating aggressive forms of skin cancer in a complex patient group which typically results in difficult, and sometime life-changing, choices being made regarding treatment options. The developments we have made using AI allow us to provide personalised survival predictions and inform a patient's medical team of the optimal treatment."

In two complementary publications in Nature Digital Medicine and the Journal of the American Academy of Dermatology, the team describe how using advanced statistical and machine learning methods they developed the web-based prognostic tool for MCC.

Method 

In Nature Digital Medicine, the team describe how they employed explainability analysis and the data of to reveal new insights into mortality risk factors for the highly aggressive cancer, MCC. They then combined deep learning feature selection with a modified XGBoost framework, to develop a web-based prognostic tool for MCC which they termed DeepMerkel.




Analysing the data from nearly 11,000 patients in 2 countries, the researchers describein the Journal of the American Academy of Dermatology how DeepMerkel was able to accurately identify high-risk patients at an earlier stage of the cancer. This allows medics to make more informed decisions about when to use radical treatment options and intensive disease monitoring.

Patients first

The team hope that DeepMerkel will provide better information for patients to make decisions with their medical teams about the best treatment for them as an individual.

Dr Andrew added: "With further investment, the exciting next step for our team is to further develop DeepMerkel so that the system can present options to help advise clinicians on the best treatment pathway open to them."

The next step is to integrate the DeepMerkel website into routine clinical practice and broaden the scope of its use into other tumour types.
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The 'red advantage' is no longer true for Olympic combat sports | ScienceDaily
Wearing a red outfit in combat sports has been believed to provide an advantage for athletes, but a new study suggests there is no longer any truth in the claim.


						
In boxing, taekwondo and wrestling, athletes are randomly assigned either red or blue sports attire. Previous research in 2005 found that wearing red may be linked to a higher likelihood of winning in Olympic combat sports, particularly in closely contested bouts, but this had not been tested across multiple tournaments.

Psychologists from Vrije Universiteit Amsterdam and Northumbria University joined with researchers from Durham University who led the initial study on the red advantage to test the hypothesis across sixteen major international tournaments.

Using advanced data analysis techniques, they analysed the outcomes of over 6,500 contestants from seven summer Olympic Games and nine World Boxing Championships held between 1996 and 2020.

Their analysis revealed that athletes in red won 50.5% of the time, meaning the colour the athletes wore had no significant effect on their performance. In close contests with a narrow points difference, those wearing red won 51.5% of the time, but this is also not considered to be a statistically significant bias.

The researchers did, however, find that in competitions held pre-2005 there was an advantage for those athletes wearing red. In close contests, 56% of victories were won by those in red attire.

The researchers believe that the red advantage has faded since 2005 due to an increased use of technology in scoring points and changes in tournament rules.




Their findings have been published in Scientific Reports.

Leonard Peperkoorn, a social psychologist from VU Amsterdam explained: "The advantage has likely faded due to changes in tournament regulations. In the past, referees played a larger role in assigning points. Today, scoring is increasingly supported by technology, and the clarification of rules leaves less room for interpretation in awarding points. As a result, combat sports are increasingly able to offer a level playing field."

"This is an important synthesis going beyond single tournaments," said Professor Thomas Pollet, an expert in human behaviour and social relationships in Northumbria University's Department of Psychology, who co-authored the study. "When looking across many tournaments, the data suggest there is little evidence that the so-called red advantage currently plays an important role for combat sports at the elite level."

Professor Russell Hill and Professor Robert Barton from Durham University's Department of Anthropology led the initial 2005 study. They joined this new study to ensure there was consistency in the data collection and interpretation.

Professor Hill explained: "There has been enormous interest in the red advantage since our original study. While athletes wearing red once gained a potential benefit, this new and extensive analysis shows that the rule changes and awareness of the impact of clothing colour that have come since 2005 have helped remove its impact in combat sports."
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When the past meets the future: Innovative drone mapping unlocks secrets of Bronze Age 'mega fortress' in the Caucasus | ScienceDaily
A Cranfield University, UK, academic has used drone mapping to investigate a 3000-year-old 'mega fortress' in the Caucasus mountains. Dr Nathaniel Erb-Satullo, Senior Lecturer in Architectural Science at Cranfield Forensic Institute, has been researching the site since 2018 with Dimitri Jachvliani, his co-director from the Georgian National Museum, revealing details that re-shape our understanding of the site and contribute to a global reassessment of ancient settlement growth and urbanism.


						
Fortress settlements in the South Caucasus appeared between 1500-500 BCE, and represent an unprecedented development in the prehistory of the regions. Situated at the boundary between Europe, the Eurasian Steppe, and the Middle East, the Caucasus region has a long history as a cultural crossroads with distinctive local identities.

Research on the fortress -- named Dmanisis Gora -- began with test excavations on a fortified promontory between two deep gorges. A subsequent visit in Autumn, when the knee-high high summer grasses had died back, revealed that the site was much larger than originally thought. Scattered across a huge area outside the inner fortress were the remains of additional fortification walls and other stone structures. Because of its size, it was impossible to get a sense of the site as a whole from the ground.

"That was what sparked the idea of using a drone to assess the site from the air," commented Dr Erb-Satullo. "The drone took nearly 11,000 pictures which were knitted together using advanced software to produce high-resolution digital elevation models and orthophotos -- composite pictures that show every point as if you were looking straight down.

"These datasets enabled us to identify subtle topographic features and create accurate maps of all the fortification walls, graves, field systems, and other stone structures within the outer settlement. The results of this survey showed that the site was more than 40 times larger than originally thought, including a large outer settlement defended by a 1km long fortification wall."

The research team used a DJI Phantom 4 RTK drone which can provide relative positional accuracy of under 2cm as well as extremely high-resolution aerial imagery. In order to obtain a highly accurate map of human-made features, the team carefully checked each feature in the aerial imagery to confirm its identification.

To understand how the landscape of the site had evolved, the orthophotos were compared with 50-year-old photos taken by a Cold War-era spy satellite declassified in 2013. That gave researchers much needed insight into which features were recent, which were older. It also enabled researchers to assess what areas of the ancient settlement were damaged by modern agriculture. All of those data sets were merged in Geographic Information System (GIS) software, helping to identify patterns and changes in the landscape.

"The use of drones has allowed us to understand the significance of the site and document it in a way that simply wouldn't be possible on the ground" said Dr Erb-Satullo. "Dmanisis Gora isn't just a significant find for the Southern Caucasus region, but has a broader significance for the diversity in the structure of large scale settlements and their formation processes. We hypothesize that Dmanisis Gora expanded because of its interactions with mobile pastoral groups, and its large outer settlement may have expanded and contracted seasonally. With the site now extensively mapped, further study will start to provide insights into areas such as population density and intensity, livestock movements and agricultural practices, among others."

This data will give researchers new insights into Late Bronze Age and Early Iron Age societies, and how these communities functioned. Since the aerial survey was completed, Dr. Erb-Satullo has been carrying out further excavations at the site, uncovering tens of thousands of pottery shards, animal bones, and other artefacts that tell us more about the society that built this fortress.

This work has been funded by the Gerda Henkel Foundation, the Gerald Averay Wainwright Fund and the British Institute at Ankara.
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Low-cost system will improve communications among industrial machines | ScienceDaily
Researchers have found a low-power, inexpensive way for large numbers of devices, such as machines in factories and equipment in labs, to share information by efficiently using signals at untapped high frequencies.


						
The technology could immediately enable low-cost, efficient real-time monitoring in industrial settings, such as tracking the condition of manufacturing robots or detecting gas leaks in refineries, by eliminating the need for power-hungry signal transmitters. The researchers said that with some engineering improvements, the technology could be used for large-scale applications like smart cities and agriculture.

The technology is an advanced version of a device that transmits data in a wireless system, commonly known as a tag. The new tag can support data transmission for a large network of devices using a technique called backscattering. This is where a central reader sends a signal to a sensor tag to gather information, and the tag reflects this ambient signal directly back to the reader. Backscattering is already used in simple systems like smart payment and building entry cards, but until now has only been possible at low frequencies.

The low frequency limit poses a problem when many devices try to communicate at the same time because when more signals are introduced, they are more likely to run into one another and get jumbled up. Conventional backscatter designs also have slow communication speeds, as lower frequency signals have limitations on how much information can travel back and forth at once.

The new tag, developed by researchers at Princeton, Rice University and Brown University, is the first of its kind that can use backscattering in the sub-terahertz range, a high-frequency portion of the radio spectrum. This range can support high-speed data transmission across broad bandwidths. The development means it could be possible to power signal transmission for dense networks of devices using passive tags, saving significant power and infrastructure compared to conventional wireless systems.

"I believe this technology will find applications in many interesting settings," said Yasaman Ghasempour, assistant professor of electrical and computer engineering at Princeton and the study's principal investigator. "Despite the conventional wisdom, this paper shows that it is possible to have low-power, scalable communication in the sub-terahertz range."

The paper was published Oct. 9 in Nature Communications.




Using backscattering at higher frequencies is challenging because the signals are more susceptible to fading as they propagate and must be very precise to travel long distances. "The reader has to form a narrow pencil-shaped beam to shine into the tag's precise location, and the low-power tag should do the same without consuming any power. That's the real challenge," Ghasempour said.

Traditional backscatter tags reflect signals back to their source using simple antennas that typically broadcast the energy in all directions, causing only a portion of the energy to reach back to the reader. While some advanced tags can adjust the direction of their signal, their ability to do so is limited, and they're restricted to a narrow range of frequencies. Ghasempour said that achieving sub-terahertz backscattering required the team to rethink the entire architecture of the tag. "It wouldn't work to use the same old hardware design and scale it up," she said.

To address these limitations, the researchers came up with an entirely new antenna structure. The new antennas allow the direction of the signal to change automatically in response to changes in frequency. By doing this, the tag can steer the signal to enable longer range communication and avoid interference from other signals. In other words, the interference footprint of each tag is limited in spatial and spectral domains.

Ghasempour said she hopes that others will read this paper and find engineering improvements for advanced applications. By implementing a way to amplify signals in the system at low costs, for example, the technology could power sensor networks across cities to monitor air quality or traffic flow.

The tags could be placed on traffic signs to be detected by self-driving cars, as they can use radio waves to convey messages like "stop" or "yield" even when visibility is blocked by fog or snow. In agriculture, the technology could help create expansive networks of soil sensors across fields or forests, providing real-time data on moisture levels or temperature.

Ghasempour said that developing low-power data modulators in these kinds of systems is an active area of research, and that this innovation is a step toward decreasing cost and power consumption for the entire wireless system.
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High performance in frosty conditions | ScienceDaily
Most solids expand as temperatures increase and shrink as they cool. Some materials do the opposite, expanding in the cold. Lithium titanium phosphate is one such substance and could provide a solution to the problem of steeply declining performance of lithium-ion batteries in cold environments. In the journal Angewandte Chemie, a Chinese team has demonstrated its suitability for use in electrodes for rechargeable batteries.


						
Lithium-ion batteries and other rechargeable batteries based on metal ions provide our portable devices with electricity, power vehicles, and store solar and wind energy. They work well -- as long as it is warm. As temperatures drop, the performance of these batteries can decrease sharply -- a problem for electric cars, aerospace, and military applications. Countermeasures such as integrated heaters, improved electrolytes, or electrode coatings increase the cost and complexity of battery production or reduce performance.

One of the causes of the cold problem is the slowed diffusion of lithium ions within the electrode material. A team from Donghua University and Fudan University in Shanghai, as well as Inner Mongolia University in Hohhot has proposed a new approach to tackling this issue: electrodes made of electrochemical energy-storage materials with negative thermal expansion (NTE), such as lithium titanium phosphate LiTi2(PO4)3 (LTP). Led by Liming Wu, Chunfu Lin, and Renchao Che, the team used LTP as a model substance to demonstrate that electrode materials with NTE properties can provide good performance at low temperatures.

Analysis of the crystal structure revealed a three-dimensional lattice of TiO6 octahedra and PO4 tetrahedra with an open, flexible structure that contains both "cavities" and "channels," where lithium ions can lodge. When cooled, the structure stretches along one of its crystal axes. By using spectrometric and electron microscopic analyses in conjunction with computer modeling, the team determined that the vibrational modes of the atoms change at low temperature. This increases the occurrence of special transverse vibrations of certain oxygen atoms, increasing their distances from each other and widening the cavities in the lattice. This facilitates storage and transport of the lithium ions. At [?]10 degC, their diffusion rate is still at 84% of the value obtained at 25 degC. Electrochemical tests on carbon-coated LTP at [?]10 degC also showed good electrochemical performance with high capacity and a high rate capability, as well as a high retention of capacity over 1000 charge/discharge cycles.

Materials with negative thermal expansion are thus highly promising for use as an electrode material in lithium-ion batteries in cold environments.
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Lithium-sulphur pouch cells investigated at BESSY II | ScienceDaily
A team from HZB and the Fraunhofer Institute for Material and Beam Technology (IWS) in Dresden has gained new insights into lithium-sulphur pouch cells at the BAMline of BESSY II. Supplemented by analyses in the HZB imaging laboratory and further measurements, a new picture emerges of processes that limit the performance and lifespan of this industrially relevant battery type. The study has been published in the journal Advanced Energy Materials.


						
Lithium-sulphur batteries have a number of advantages over conventional lithium batteries: they use the abundant raw material sulphur, do not require the critical elements cobalt or nickel, and can achieve extremely high specific energy densities. Prototype cells are already achieving up to 500 Wh/kg, almost twice as much as current lithium-ion batteries.

Degradation processes examined

However, lithium-sulphur batteries have so far been much more susceptible to degradation processes: during charging and discharging, dissolved polysulphides and sulphur phases form on the lithium electrode, gradually reducing the performance and lifetime of the battery. 'Our research aims to elucidate these processes in order to improve this type of battery,' says HZB physicist Dr. Sebastian Risse, who leads a team at HZB working on operando analysis of batteries.

The pouch cell lab at HZB

He is focusing on pouch cells, a battery format widely used in industry. HZB's Institute for Electrochemical Energy Storage (CE-IEES), headed by Prof. Yan Lu, has therefore set up a laboratory specialising in the production of lithium-sulphur batteries in the required pocket format. Here, scientists can produce and investigate a wide variety of lithium-sulphur pouch cells. As part of the BMBF-funded 'SkaLiS' project, coordinated by Sebastian Risse, a team from the Fraunhofer Institute for Material and Beam Technology (IWS) in Dresden has now published a comprehensive study of lithium-sulphur pouch cells in the journal Advanced Energy Materials.

Multimodal setup

The battery cells were studied in a setup developed at HZB using various methods such as impedance spectroscopy, temperature distribution, force measurement and X-ray imaging (synchrotron and laboratory source) during charging and discharging. For the first time, we were able to observe and document both the formation of lithium dendrites and the dissolution and formation of sulphur crystallites during multi-layer battery operation,' says Dr Rafael Muller, HZB chemist and first author of the study.




Phase-contrast radiography at BESSY II

In particular, phase-contrast radiography with coherent synchrotron light at the BAM beamline at BESSY II allowed us to follow the morphology of the only weakly absorbing lithium metal and to correlate it with other measurement data, giving us a comprehensive picture. X-ray analyses in the imaging laboratory at HZB, carried out in collaboration with the imaging group of Dr Ingo Manke, also allowed the formation of strongly absorbing sulphur crystals to be analysed during battery operation.

Outlook: High-energy battery systems

'Our results bridge the gap between basic research and technology transfer, and in particular allow conclusions to be drawn about the scalability of this battery technology and the further development of high-energy battery systems,' says Risse. Among other things, the team showed that a new design approach by the IWS Dresden is promising: a perforated and thus significantly lighter cathode current collector does not impair the performance of the cell.

The results of this study will help to optimise the performance and lifetime of lithium-sulphur batteries, so that this promising battery type can meet the requirements of mobile and stationary energy storage systems.
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New AI predicts inner workings of cells | ScienceDaily
In the same way that ChatGPT understands human language, a new AI model developed by Columbia computational biologists captures the language of cells to accurately predict their activities.


						
Using a new artificial intelligence method, researchers at Columbia University Vagelos College of Physicians and Surgeons can accurately predict the activity of genes within any human cell, essentially revealing the cell's inner mechanisms. The system, described in the current issue of Nature, could transform the way scientists work to understand everything from cancer to genetic diseases.

"Predictive generalizable computational models allow to uncover biological processes in a fast and accurate way. These methods can effectively conduct large-scale computational experiments, boosting and guiding traditional experimental approaches," says Raul Rabadan, professor of systems biology and senior author of the new paper.

Traditional research methods in biology are good at revealing how cells perform their jobs or react to disturbances. But they cannot make predictions about how cells work or how cells will react to change, like a cancer-causing mutation.

"Having the ability to accurately predict a cell's activities would transform our understanding of fundamental biological processes," Rabadan says. "It would turn biology from a science that describes seemingly random processes into one that can predict the underlying systems that govern cell behavior."

In recent years, the accumulation of massive amounts of data from cells and more powerful AI models are starting to transform biology into a more predictive science. The 2024 Nobel Prize in Chemistry was awarded to researchers for their groundbreaking work in using AI to predict protein structures. But the use of AI methods to predict the activities of genes and proteins inside cells has proven more difficult.

New AI method predicts gene expression in any cell

In the new study, Rabadan and his colleagues tried to use AI to predict which genes are active within specific cells. Such information about gene expression can tell researchers the identity of the cell and how the cell performs its functions.




"Previous models have been trained on data in particular cell types, usually cancer cell lines or something else that has little resemblance to normal cells," Rabadan says. Xi Fu, a graduate student in Rabadan's lab, decided to take a different approach, training a machine learning model on gene expression data from millions of cells obtained from normal human tissues. The inputs consisted of genome sequences and data showing which parts of the genome are accessible and expressed.

The overall approach resembles the way ChatGPT and other popular "foundation" models work. These systems use a set of training data to identify underlying rules, the grammar of language, and then apply those inferred rules to new situations. "Here it's exactly the same thing: we learn the grammar in many different cellular states, and then we go into a particular condition -- it can be a diseased or it can be a normal cell type -- and we can try to see how well we predict patterns from this information," says Rabadan.

Fu and Rabadan soon enlisted a team of collaborators, including co-first authors Alejandro Buendia, now a Stanford PhD student formerly in the Rabadan lab, and Shentong Mo of Carnegie Mellon, to train and test the new model.

After training on data from more than 1.3 million human cells, the system became accurate enough to predict gene expression in cell types it had never seen, yielding results that agreed closely with experimental data.

New AI methods reveal drivers of a pediatric cancer

Next, the investigators showed the power of their AI system when they asked it to uncover still hidden biology of diseased cells, in this case, an inherited form of pediatric leukemia.




"These kids inherit a gene that is mutated, and it was unclear exactly what it is these mutations are doing," says Rabadan, who also co-directs the cancer genomics and epigenomics research program at Columbia's Herbert Irving Comprehensive Cancer Center.

With AI, the researchers predicted that the mutations disrupt the interaction between two different transcription factors that determine the fate of leukemic cells. Laboratory experiments confirmed AI's prediction. Understanding the effect of these mutations uncovers specific mechanisms that drive this disease.

AI could reveal "dark matter" in genome 

The new computational methods should also allow researchers to start exploring the role of genome's "dark matter" -- a term borrowed from cosmology that refers to the vast majority of the genome, which does not encode known genes -- in cancer and other diseases.

"The vast majority of mutations found in cancer patients are in so-called dark regions of the genome. These mutations do not affect the function of a protein and have remained mostly unexplored. says Rabadan. "The idea is that using these models, we can look at mutations and illuminate that part of the genome."

Already, Rabadan is working with researchers at Columbia and other universities, exploring different cancers, from brain to blood cancers, learning the grammar of regulation in normal cells, and how cells change in the process of cancer development.

The work also opens new avenues for understanding many diseases beyond cancer and potentially identifying targets for new treatments. By presenting novel mutations to the computer model, researchers can now gain deep insights and predictions about exactly how those mutations affect a cell.

Coming on the heels of other recent advances in artificial intelligence for biology, Rabadan sees the work as part of a major trend: "It's really a new era in biology that is extremely exciting; transforming biology into a predictive science."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250108143717.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Scientists leverage artificial intelligence to fast-track methane mitigation strategies in animal agriculture | ScienceDaily
A new study from USDA's Agricultural Research Service (ARS) and Iowa State University (ISU) reveals that generative Artificial Intelligence (AI) can help expedite the search for solutions to reduce enteric methane emissions caused by cows in animal agriculture, which accounts for about 33 percent of U.S. agriculture and 3 percent of total U.S. greenhouse gas emissions.


						
"Developing solutions to address methane emissions from animal agriculture is a critical priority. Our scientists continue to use innovative and data-driven strategies to help cattle producers achieve emission reduction goals that will safeguard the environment and promote a more sustainable future for agriculture," said ARS Administrator Simon Liu.

One of these innovative solutions starts in the cow's stomach, where microorganisms contribute to enteric fermentation and cause cows to belch methane as part of normal digestion processes. The team of scientists found a group of compound molecules capable of inhibiting methane production in the largest of the cow's four stomach compartments, the rumen, which can be tested to help mitigate methane emissions.

One molecule in particular, bromoform, which is naturally found in seaweed, has been identified by the scientific community to demonstrate properties that can result in reducing cattle enteric methane production by 80-98 percent when fed to cattle. Unfortunately, bromoform is known to be a carcinogen, limiting its potential use in cattle for food safety reasons. Therefore, scientists continue to search for molecules with similar potential to inhibit enteric methane. However, this type of research presents challenges of being especially time-consuming and expensive.

In response to these challenges, a team of scientists at the ARS Livestock Nutrient Management Research Unit and ISU's Department of Chemical and Biological Engineering combined generative AI with large computational models to jumpstart the quest for bromoform-like molecules that can do the same job without toxicity.

"We are using advanced molecular simulations and AI to identify novel methane inhibitors based on the properties of previously investigated inhibitors [like bromoform], but that are safe, scalable, and have a large potential to inhibit methane emissions," said Matthew Beck, a research animal scientist working with ARS at the time the study was completed and is now with Texas A&M University's Department of Animal Science. "Iowa State University is leading the computer simulation and AI work, while ARS is taking the lead in identifying compounds and truth testing them using a combination of in vitro [laboratory] and in vivo [live cattle] studies."

Publicly available databases that contained scientific data collected from previous studies on the cows' rumen were used to build large computational models. AI, along with these models, was used to predict the behavior of molecules and to identify those that can be further tested in a laboratory. The results from the laboratory tests feed the computer models for AI to make more accurate predictions, creating a feedback loop process known as a graph neural network.




"Our graph neural network is a machine learning model, which learns the properties of molecules, including details of the atoms and the chemical bonds that hold them, while retaining useful information about the molecules' properties to help us study how they are likely to behave in the cow's stomach," said ISU Assistant Professor Ratul Chowdhury. "We studied their biochemical fingerprint to identify what makes them do the job successfully as opposed to the other fifty thousand molecules that are lurking around in the cow's rumen but don't actively stop the production of methane."

"This study successfully demonstrated that fifteen molecules cluster very close to each other in what we call a 'functional methanogenesis inhibition space,' meaning they seem to contain the same enteric methane inhibition potential, chemical similarity, and cell permeability as bromoform," added Chowdhury.

Scientists believe AI can play a significant role in understanding how known molecules interact with both proteins and the microbial community of the rumen and thereby discover novel molecules and potentially key interactions within the rumen microbiome. This type of predictive modeling can be particularly helpful for animal nutritionists.

"There are other promising strategies currently available to mitigate enteric methane emissions, but the available solutions are relatively limited," said USDA-ARS Research Leader Jacek Koziel. "This is why combining AI with laboratory research, through iterative refinement, is a valuable scientific tool. AI can fast-forward the research and accelerate these several pathways that animal nutritionists, researchers, and companies can pursue to get us closer to a very ambitious goal of limiting greenhouse gas emissions and helping mitigate climate change."

The study also presents a total computational and monetary cost breakdown to conduct this research on a per molecule basis. This analysis was conducted to show an estimate of potential costs and foreseeable pitfalls of this research. This estimate can be used to guide decision-making on investments for this type of research to be done entirely in a laboratory.

Chowdhury, Beck, and Koziel are co-authors in the paper published in Animal Frontiers, along with Nathan Frazier (ARS) and Logan Thompson (Kansas State University). Mohammed Sakib Noor, an ISU graduate student, is working with Chowdhury to develop the graph neural networks.

The Agricultural Research Service is the U.S. Department of Agriculture's chief scientific in-house research agency. Daily, ARS focuses on solutions to agricultural problems affecting America. Each dollar invested in U.S. agricultural research results in $20 of economic impact.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250108143615.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Smart food drying techniques with AI enhance product quality and efficiency | ScienceDaily
Food drying is a common process for preserving many types of food, including fruits and meat; however, drying can alter the food's quality and nutritional value. In recent years, researchers have developed precision techniques that use optical sensors and AI to facilitate more efficient drying. A new study from the University of Illinois Urbana-Champaign discusses three emerging smart drying techniques, providing practical information for the food industry.


						
"With traditional drying systems, you need to remove samples to monitor the process. But with smart drying, or precision drying, you can continuously monitor the process in real time, enhancing accuracy and efficiency," said corresponding author Mohammed Kamruzzaman, assistant professor in the Department of Agricultural and Biological Engineering (ABE), part of the College of Agricultural, Consumer and Environmental Sciences and The Grainger College of Engineering at Illinois.

In the paper, the researchers review academic literature about different types of equipment that apply precision techniques to enhance smart drying capabilities in the food industry.

They focus on three optical sensing systems -- RGB imaging with computer vision, near-infrared (NIR) spectroscopy, and near-infrared hyperspectral imaging (NIR-HSI) -- discussing the mechanisms, applications, advantages, and limitations of each. They also provide an overview of standard industrial drying methods, such as freeze drying, spray, microwave, or hot-air oven drying, which can be combined with the precision monitoring techniques.

"You can use each of the three sensors separately or in combination. What you choose will depend on the particular drying system, your needs, and cost-effectiveness," said lead author Marcus Vinicius da Silva Ferreira, a postdoctoral fellow in ABE.

RGB with computer vision uses a regular camera that captures visible light with a RGB color spectrum. It can provide information about surface-level features, such as size, shape, color, and defects, but it is not capable of measuring moisture content.

NIR spectroscopy uses near-infrared light to measure the absorbance of different wavelengths, which can be correlated to unique chemical and physical product characteristics, and it can measure internal qualities such as moisture content. However, NIR scans one point at a time.




This can work for a single product, like an apple slice, at least initially, Kamruzzaman said.

"But as the drying progresses, the material will shrink and become heterogeneous, because of cracking and bending. If you use NIR at that stage, and if you only scan a single point, you cannot measure the drying rate," he noted.

NIR-HSI is the most comprehensive of the three techniques. It scans the whole surface of the product, so it provides much more precise information about the drying rate and other features than NIR alone, since it extracts three-dimensional spatial and spectral information. However, NIR-HSI is also much more expensive than the two other sensors. The equipment costs 10 to 20 times more than NIR sensors, and 100 times or more than RGB cameras. Additionally, maintenance and computing requirements for HSI are substantially higher, further increasing the total cost.

All three methodologies must be combined with AI and machine learning to process the information, and the models must be trained for each specific application. Again, HSI requires more computational power than the other two systems because of the large amount of data it collects.

The researchers also developed their own drying system to test the various methods. They built a convective heat oven and tested the techniques on the drying of apple slices. They first combined the system with RGB and NIR; later they also tested the NIR-HSI system, the findings of which they plan to discuss in a forthcoming paper.

"For real-time monitoring, the convergence of RGB imaging, NIR spectroscopic sensors, and NIR-HSI with AI represents a transformative future for food drying. Integrating these technologies overcomes conventional drying process monitoring limitations and propels real-time monitoring capabilities," they concluded in the paper.

Future development of portable, hand-held NIR-HSI devices will further enable continuous monitoring of drying systems, providing real-time quality control in a variety of operating environments, they noted.
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Trash to treasure: Leveraging industrial waste to store energy | ScienceDaily
The batteries used in our phones, devices and even cars rely on metals like lithium and cobalt, sourced through intensive and invasive mining. As more products begin to depend on battery-based energy storage systems, shifting away from metal-based solutions will be critical to facilitating the green energy transition.


						
Now, a team at Northwestern University has transformed an organic industrial-scale waste product into an efficient storage agent for sustainable energy solutions that can one day be applied at much larger scales. While many iterations of these batteries, called redox flow batteries, are in production or being researched for grid-scale applications, using a waste molecule -- triphenylphosphine oxide (TPPO) -- marked a first in the field.

Thousands of tons of the well-known chemical byproduct are produced each year by many organic industrial synthesis processes -- including the production of some vitamins, among other things -- but it is rendered useless and must be carefully discarded following production.

In a paper published today (Jan. 7) in the Journal of the American Chemical Society, a "one-pot" reaction allows chemists to turn TPPO into a usable product with powerful potential to store energy, opening the door for viability of waste-derived organic redox flow batteries, a long-imagined battery type.

"Battery research has traditionally been dominated by engineers and materials scientists," said Northwestern chemist and lead author Christian Malapit. "Synthetic chemists can contribute to the field by molecularly engineering an organic waste product into an energy-storing molecule. Our discovery showcases the potential of transforming waste compounds into valuable resources, offering a sustainable pathway for innovation in battery technology."

Malapit is an assistant professor in the department of chemistry at Northwestern's Weinberg College of Arts and Sciences.

A small part of the battery market at present, the market for redox flow batteries is expected to rise by 15% between 2023 and 2030 to reach a value of 700 million euros worldwide. Unlike lithium and other solid-state batteries which store energy in electrodes, redox flow batteries use a chemical reaction to pump energy back and forth between electrolytes, where their energy is stored. Though not as efficient at energy storage, redox flow batteries are thought to be much better solutions for energy storage at a grid scale.




"Not only can an organic molecule be used, but it can also achieve high-energy density -- getting closer to its metal-based competitors -- along with high stability," said Emily Mahoney, a Ph.D. candidate in the Malapit lab and the paper's first author. "These two parameters are traditionally challenging to optimize together, so being able to show this for a molecule that is waste-derived is particularly exciting."

To achieve both energy density and stability, the team needed to identify a strategy that allowed electrons to pack tightly together in the solution without losing storage capacity over time. They looked to the past and found a paper from 1968 describing the electrochemistry of phosphine oxides and, according to Mahoney, "ran with it."

Then, to evaluate the molecule's resilience as a potential energy-storage agent, the team ran tests using static electrochemical charge and discharge experiments similar to the process of charging a battery, using the battery, and then charging it again, over and over. After 350 cycles, the battery maintained remarkable health, losing negligible capacity over time.

"This is the first instance of utilizing phosphine oxides -- a functional group in organic chemistry -- as the redox-active component in battery research," Malapit said. "Traditionally, reduced phosphine oxides are highly unstable. Our molecular engineering approach addresses this instability, paving the way for their application in energy storage."

In the meantime, the group hopes other researchers will pick up the charge and begin to work with TPPO to further optimize and improve its potential.

The research was supported by a start-up grant from Northwestern, the Department of Energy's Office of Basic Energy Sciences (DE-FG02-99ER14999) and the National Science Foundation Graduate Research Fellowship.
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Advancements in neural implant research enhance durability | ScienceDaily
Neural implants contain integrated circuits (ICs) -- commonly called chips -- built on silicon. These implants need to be small and flexible to mimic circumstances inside the human body. However, the environment within the body is corrosive, which raises concerns about the durability of implantable silicon ICs. A team of researchers from the Bioelectronics Section led by Dr. Vasiliki (Vasso) Giagka, address this challenge by studying the degradation mechanisms of silicon ICs in the body and by coating them with soft PDMS elastomers to form body-fluid barriers that offer long-term protection to implantable chips. These findings not only enhance the longevity of implantable ICs but also significantly broaden their applications in the biomedical field. The paper on this project is published in the journal Nature Communications. 


						
Crucial research on brain diseases

Neural implants are crucial in order to study the brain and develop treatments for patients with diseases like Parkinson's or clinical depression. Neural implants electrically stimulate, block, or record signals from neurons or neural networks in the brain. For study and treatment, and specifically for chronic use, these neural implants must be durable.

"Miniaturized neural implants have enormous potential to transform healthcare, but their long-term stability in the body is a major concern," explains Vasso Giagka, researcher at the Technical University Delft. "Our research not only identifies key challenges but also provides practical guidelines to enhance the reliability of these devices, bringing us closer to safe and long-lasting clinical solutions."

The researchers evaluated the electrical and material performance of chips (from two different manufacturers, also known as foundries) over the course of one year through accelerated in vitro and in vivo studies. They used bare silicon IC structures and integrated them with soft PDMS elastomers to form body-fluid barriers that offer long-term protection to implantable chips. The chips used in the study were partially coated in PDMS (polydimethylsiloxane), which is a polymer containing silicon. This created two regions on the chips, a 'bare die' region and a 'PDMS-coated' region. During the accelerated in vitro study the chips were soaked in hot salt water and electrically biased (exposed to electrical direct currents). The chips were periodically monitored and results showed a stable electrical performance. This showed that the chips remained operational, even when directly exposed to bodily fluids.

Analysis of the materials of the chips revealed that there was degradation of the chips in the bare regions, but there was only limited degradation in the PDMS-coated regions.

This shows that PDMS is a highly suitable encapsulant for years-long implantation. These insights will inform and enable the design of state-of-the-art chip-scale active bioelectronic implants for minimally invasive brain-computer interfaces and chronic neuroscientific research. And based on the new insights, guidelines are proposed that may enhance the longevity of implantable chips, broadening their applications in the biomedical field.




Surprised scientists

"We were all surprised," shares PhD student Kambiz Nanbakhsh, who is the first author of this work. "I did not expect microchips to be so stable when soaked and electrically biased in hot salt water."

Vasso is also very excited by the results of the study. "Our findings demonstrate that bare-die silicon chips, when carefully designed, can operate reliably in the body for months. By addressing long-term reliability challenges, we are opening new doors for miniaturized neural implants and advancing the development of next-generation bioelectronic devices in clinical applications."

Vasso emphasizes the protective role of PDMS. "This work reveals the critical role of silicone encapsulation in shielding implantable integrated circuits from degradation. By extending the lifespan of neural implants, our study opens up pathways to more durable and effective technologies for brain-computer interfaces and medical therapies." Kambiz wholeheartedly agrees with Vasso: "This was a long investigation, but hopefully results will be useful for many."
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Pluto-Charon formation scenario mimics Earth-Moon system | ScienceDaily
A NASA postdoctoral researcher at Southwest Research Institute has used advanced models that indicate that the formation of Pluto and Charon may parallel that of the Earth-Moon system. Both systems include a moon that is a large fraction of the size of the main body, unlike other moons in the solar system. The scenario also could support Pluto's active geology and possible subsurface ocean, despite its location at the frozen edge of the solar system.


						
"We think the Earth-Moon system initiated when a Mars-sized object hit the Earth and led to the formation of our large Moon sometime later," said Dr. Adeene Denton, who led the research, published in Nature Geoscience. "In comparison, Mars has two tiny moons that look like potatoes, while the moons of the giant planets make up a small fraction of their total systems."

In 2005, SwRI Vice President Dr. Robin Canup performed simulations that first demonstrated that the Pluto-Charon pair could have originated with a giant collision. However, those simplified early models treated the colliding material as a strengthless fluid. In the last five years, advancements in impact formation models have included material strength properties. Integrating this information into the simulation results in Pluto behaving like it has a rocky core covered in ice, which changes the outcome significantly.

"In previous models, when proto-Charon hit proto-Pluto, you have a massive shearing effect of fluids that looks like two blobs in a lava lamp that bend and swirl around each other," she said. "Adding in structural properties allows friction to distribute the impact momentum, leading to a 'kiss-and-capture' regime."

When Pluto and Charon collide, they stick together in the shape of a snowman. They rotate as one body until Pluto pushes Charon out into a stable orbit.

"Most cosmic collisions are what we call a hit-and-run, when an impactor hits a planet and keeps going," Denton continued. "Or an impactor hits a planet, and they merge, which is called a graze and merge. For the Pluto-Charon system, we have a new paradigm where the two bodies hit and then stick together but do not merge because they are behaving like rock and ice."

Pluto and Charon likely exchanged some material between each other but didn't lose a lot of material to the solar system. Pluto is bigger and started and ended up with much more rock than ice, while Charon is smaller and about 50% rock and 50% ice. The bodies maintain their structural integrity and eventually separate, likely preserving the ancient structures of both bodies, which initially formed in the Kuiper Belt. The interior structures could be quite ancient.

"And this collision scenario supports the formation of other moons, such as Pluto's four other tiny, lumpy satellites," she said.

This new model tells us how the impact may have happened but not when, which is significant, particularly because Pluto is thought to be geologically active and may have a liquid ocean beneath its icy surface.

"Even if Pluto starts out really cold, which makes more sense from a solar system evolution perspective, the giant impact and the subsequent tidal forces following the separation could result in an ocean down the line," said Denton. "And that has pretty big implications for the Kuiper Belt as a whole, because eight of the 10 largest Kuiper Belt objects are similar to Pluto and Charon.
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Scientists advance nanobody technology to combat deadly Ebola virus | ScienceDaily
Ebola virus, one of the deadliest pathogens, has a fatality rate of about 50%, posing a serious threat to global health and safety. To address this challenge, researchers at the University of Minnesota and the Midwest Antiviral Drug Discovery (AViDD) Center have developed the first nanobody-based inhibitors targeting the Ebola virus.


						
Nanobodies are tiny antibodies derived from animals like alpacas. Their small size allows them to access areas of the virus and human tissues that larger antibodies cannot. During the COVID-19 pandemic, the team created nine nanobodies to fight COVID-19. Now, they've used this technology to develop two new nanobody inhibitors for Ebola: Nanosota-EB1 and Nanosota-EB2.

The nanobodies work in different ways to stop Ebola. The virus hides the part it uses to attach to human cells under a protective layer. Nanosota-EB1 prevents this layer from opening, blocking the virus from attaching to cells. Nanosota-EB2 targets a part of the virus essential for breaking into cells, stopping its spread. In lab tests, Nanosota-EB2 was especially effective, greatly improving survival rates in Ebola-infected mice.

These nanobodies represent a major step toward treatments for other viruses in the same family, like Sudan and Marburg viruses. This adaptability comes from a new nanobody design method recently developed by the team.

The study, published in PLOS Pathogens, was led by Dr. Fang Li, co-director of the Midwest AViDD Center and a professor of Pharmacology. The research team included graduate student Fan Bu, research scientist Dr. Gang Ye, research assistants Alise Mendoza, Hailey Turner-Hubbard, and Morgan Herbst (Department of Pharmacology), Dr. Bin Liu (Hormel Institute), and Dr. Robert Davey (Boston University). The research was funded by NIH grant U19AI171954.
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Developing printable droplet laser displays | ScienceDaily
Researchers at University of Tsukuba have developed an innovative method for rapidly creating laser light sources in large quantities using an inkjet printer that ejects laser-emitting droplets. By applying an electric field to these droplets, the researchers demonstrated that switching the emission of light on and off is possible. Furthermore, they successfully created a compact laser display by arranging these droplets on a circuit board.


						
Displays for TVs, PCs, and smartphones are continually improving in picture quality, clarity, and energy efficiency. Laser displays are anticipated to represent the next-generation model. Particularly regarding brightness and color reproducibility, laser displays have the potential to overcome the intrinsic limitations of conventional light-emitting devices, such as OLEDs and liquid crystals. However, to be effectively used as displays, the components must be miniaturized beyond current levels and laid out in high density and large quantities.

In this study, the researchers found that droplets of a specific organic liquid, ejected by an inkjet printer, emit laser light. The laser light can be switched on and off by applying an electric field to the droplets. These droplets are extremely small (30 mm in diameter) and can be densely arranged in large quantities over areas as large as several centimeters. When an electric field is applied to the droplet by positioning it between electrodes, the spherical droplet deforms into an ellipsoidal shape, causing the laser light emission to cease. This demonstrated that the droplet functions as an electrically switchable "laser pixel." Additionally, the researchers discovered that the laser emission of each pixel can be individually controlled in a 2x3 array of these droplets.

Further improvements in the configuration of electrical devices and laser performance are expected to contribute significantly to the future development of commercial laser displays.

This work was financially supported by CREST (JPMJCR20T4), FOREST (JPMJFR232J) and ACT-X (JPMJAX201J) from Japan Science and Technology Agency (JST), Grant-in-Aid for Scientific Research (B) (JP24K01306), Scientific Research (C) (JP20K04297), Transformative Research Areas (JP24H01693), Young Scientist (JP22K14656), Fund for the Promotion of Joint International Research (International Collaborative Research, 23KK0099) from Japan Society for the Promotion of Science (JSPS), DAAD-Tsukuba partnership program (No. No.117235241) from University of Tsukuba.
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Smarter memory: Next-generation RAM with reduced energy consumption | ScienceDaily
Numerous memory types for computing devices have emerged in recent years, aiming to overcome the limitations imposed by traditional random access memory (RAM). Magnetoresistive RAM (MRAM) is one such memory type which offers several advantages over conventional RAM, including its non-volatility, high speed, increased storage capacity and enhanced endurance. Although remarkable improvements have been made to MRAM devices, reducing energy consumption during data writing remains a critical challenge.


						
A study recently published in Advanced Science by researchers from Osaka University proposes a new technology for MRAM devices with lower-energy data writing. The proposed technology enables an electric-field-based writing scheme with reduced energy consumption compared to the present current-based approach, potentially providing an alternative to traditional RAM.

Conventional dynamic RAM (DRAM) devices have basic storage units consisting of transistors and capacitors. However, the stored data is volatile, meaning that energy input is required to retain the data. In contrast, MRAM uses magnetic states, such as the orientation of magnetization, to write and store data, enabling non-volatile data storage.

"As MRAM devices rely on a non-volatile magnetization state rather than a volatile charge state in capacitors, they are a promising alternative to DRAM in terms of their low power consumption in the standby state," explains Takamasa Usami, lead author of the study.

The present MRAM devices generally require an electric current to switch the magnetization vectors of magnetic tunnel junctions, analogous to switching capacitor's charge states in a DRAM device. However, a large electric current is needed to switch the magnetization vectors during the writing process. This results in inevitable Joule heating, leading to energy consumption.

To address the problem, the researchers have developed a new component for electric field controlling of MRAM devices. The key technology is a multiferroic heterostructure with magnetization vectors that can be switched by an electric field. The response of the heterostructure to an electric field is basically characterized in terms of the converse magnetoelectric (CME) coupling coefficient; larger values indicate a stronger magnetization response.

The researchers previously reported a multiferroic heterostructure with a large CME coupling coefficient over 10-5 s/m. However, structural fluctuations in parts of the ferromagnetic layer (Co2FeSi) made it challenging to achieve the desired magnetic anisotropy, hindering reliable electric-field operation. To improve the stability of this configuration, the researchers developed a new technology for an insertion of an ultra-thin vanadium layer between the ferromagnetic and piezoelectric layers. A clear interface was achieved by inserting the vanadium layer, leading to the reliable control of the magnetic anisotropy in the Co2FeSi layer. Also, the CME effect reached a value larger than that achieved with similar devices that did not include a vanadium layer.

The researchers also demonstrated that two different magnetic state can be reliably realized at zero electric field by changing the sweeping operation of the electric field. This means a non-volatile binary state can be intentionally achieved at zero electric field.

"Through precise control of the multiferroic heterostructures, two key requirements for implementing practical magnetoelectric (ME)-MRAM devices are satisfied, namely a non-volatile binary state with zero electric field, and a giant CME effect," says Kohei Hamaya, senior author.

This research in spintronic devices could eventually be implemented on practical MRAM devices, enabling manufacturers to develop ME-MRAM, which is a low-power writing technology for a wide range of applications requiring persistent and safe memory.
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Revolutionizing data centers: Breakthrough in photonic switching | ScienceDaily
Every second, terabytes of data -- the equivalent of downloading thousands upon thousands of movies at once -- travel around the world as light in fiber-optic cables, like so many cars packed onto a super-fast highway. When that information reaches data centers, it needs a switching system, just as cars need traffic lights, to exit the highway in an orderly fashion.


						
Until now, the photonic switches used for routing optical signals have been hindered by a fundamental tradeoff between size and speed: Larger switches can handle higher speeds and more data but also consume more energy, occupy more physical space and drive up costs.

Speeding Up the Information Superhighway

In a new paper in Nature Photonics, researchers at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering) describe the creation of a novel photonic switch that overcomes this size-speed tradeoff. And at just 85 by 85 micrometers, the new switch's units are smaller than a grain of salt.

By manipulating light at the nanoscale with unprecedented efficiency, the new switch speeds up the process of getting data on and off the literal information superhighway of fiber-optic cables that encircles the globe. "This has the potential to accelerate everything from streaming movies to training AI," says Liang Feng, Professor in Materials Science and Engineering (MSE) and in Electrical and Systems Engineering (ESE) and the paper's senior author.

Quantum Mechanics Meets Optics

The new switch relies on non-Hermitian physics, a branch of quantum mechanics that explores how certain systems behave in unusual ways, giving researchers more control over light's behavior. "We can tune the gain and loss of the material to guide the optical signal towards the right information highway exit," says Xilin Feng, a doctoral student in ESE and the paper's first author. In other words, the unique physics at play allows the researchers to tame the flow of light on the tiny chip, enabling precise control over any light-based network's connectivity.




The upshot is that the new switch can redirect signals in trillionths of a second with minimal power consumption. "This is about a billion times faster than the blink of an eye," says Shuang Wu, a doctoral student in MSE and co-author of the paper. "Previous switches were either small or fast, but it's very, very difficult to achieve these two properties simultaneously."

Using Silicon for Scalability

The new switch is also notable for being made partly of silicon, the inexpensive and widely available industry-standard material. "Non-Hermitian switching has never been demonstrated in a silicon photonics platform before," says Wu. In theory, the incorporation of silicon into the switch will facilitate scaling the device for mass production and wide adoption in industry. Silicon is a key component in most technologies, from computers to smartphones; building the device using silicon makes it fully compatible with existing silicon photonic foundries, which make advanced chips for devices like graphics processing units (GPUs).

From Concept to Prototype

On top of the silicon layer, the switch consists of a particular type of semiconductor, made of Indium Gallium Arsenide Phosphide (InGaAsP), a material that is particularly effective at manipulating infrared wavelengths of light, such as those typically transmitted in undersea optical cables.

Joining the two layers proved challenging, and required numerous attempts to build a working prototype. "It's similar to making a sandwich," says Xilin Feng, referring to adding the layers to one another. Only, in this case, if any of those layers were misaligned by even a tiny degree, the sandwich would be entirely inedible. "The alignment requires nanometer accuracy," Wu notes.




Transforming Data Centers

Ultimately, the researchers say, the new switch will benefit not just academic physicists, who can now further explore the non-Hermitian physics upon which the switch depends, but companies that maintain and build data centers, and the billions of users who rely on them. "Data can only go as fast as we can control it," says Liang Feng. "And in our experiments we showed that the speed limit of our system is just 100 picoseconds."

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science and supported by the Army Research Office (ARO) (W911NF-21-1-0148 and W911NF-22-1-0140), the Office of Naval Research (ONR) (N00014-23-1-2882) and the National Science Foundation (NSF) (ECCS-2023780, DMR-2326698, DMR-2326699 and DMR-2117775). 

Additional co-authors include Tianwei Wu, Zihe Gao, Haoqi Zhao and Yichi Zhang of Penn Engineering and Li Ge of the City University of New York.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250107114302.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Method can detect harmful salts forming in nuclear waste melters | ScienceDaily
A new way to identify salts in nuclear waste melters could help improve clean-up technology, including at the Hanford Site, one of the largest, most complex nuclear waste clean-up sites in the world.


						
Reporting in the journal Measurement, Washington State University researchers used two detectors to find thin layers of sulfate, chloride and fluoride salts during vitrification, a nuclear waste storage process that involves converting the waste into glass. The formation of salts can be problematic for waste processing and storage.

"We were able to demonstrate a technique to see when the salts are forming," said John Bussey, a WSU undergraduate who is one of the paper's lead authors. "By doing that, the melters could be monitored to know if we should change what is being put in the melt."

Vitrification entails putting the nuclear waste into large melters that are then heated to high temperatures. The resulting glass is then poured into cylinders and solidified for long-term safe storage.

The U.S. Department of Energy is building a vitrification plant at the Hanford Site. Because Hanford was used to make plutonium for the very first nuclear bomb, the waste there is particularly complex, containing nearly all of the elements of the periodic table, said Bussey. A total of 55 million gallons of chemical and nuclear waste are stored in 177 tanks at the site.

In the processing of the nuclear waste, salts can form. They can be corrosive and ruin very expensive vitrification equipment. Furthermore, since they dissolve in water, salts in the final glass waste form could lead to leaks and contamination if the waste form becomes exposed to water during storage. The wide variety of waste components at Hanford makes salt formation more likely.

"Salt formation is very undesirable during the vitrification process," said Bussey.




With a system that was developed at Pacific Northwest National Laboratory and the Massachusetts Institute of Technology, the researchers used optical and electrical components to look at light between infrared and microwave wavelengths that are naturally emitted during the melting process. They looked at samples of glass melts that are similar to those found at the Hanford site. Using two types of detectors, they were able to study the thermal emissions of the samples as well as the change over time.

"The brightness is really interesting for identifying all of the melting, solidification and salt formation," said Ian Wells, co-lead author and a graduate student in the WSU School of Mechanical and Materials Engineering. "What is really unique about this is you don't have to add any additional lighting or additional systems -- Purely based on the heat that is coming off the melt, you are able to look at the brightness of one-pixel images, and you can tell what's happening."

The researchers were able to see when there's a large change in the melt. Whether because a salt is forming or if there's melting or solidification, there is also a sharp change in the intensity. The researchers compared different melts and were able to identify behavior indicative of salts.

"We can clearly identify what is happening based on that behavior," said Wells. "We were surprised by how sensitive a probe it was even with very small amounts of salt."

The system can discriminate between salt types. The sensors can also sense the salts remotely, without having to be dipped in the radioactive molten glass, thus avoiding additional challenges.

"This work takes this monitoring technology a good step of the way closer to being able to be used inside the vitrification plant," said Bussey. "This piece of equipment without too much modification could be put straight into the vitrification plant."

The researchers think the work has other potential applications in molten salt nuclear reactors or in different types of manufacturing processes, such as glass, epoxies or carbon fiber processing, in which manufacturers want to better understand phase changes and the formation of different compounds during those phases. They hope to next move from lab-scale testing to larger scale melt tests. This research was funded through the United States Department of Energy Office of Environmental Management.
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Driving autonomous vehicles to a more efficient future | ScienceDaily
Thanks to the rapid progress of information technology and artificial intelligence, autonomous vehicles (AVs) have been taking off. In fact, AV technology is now advanced enough that the vehicles are being used for logistics delivery and low-speed public transportation.


						
While most research has focused on control algorithms to heighten safety, less attention has been directed at improving aerodynamic performance, which is essential for lowering energy consumption and extending driving range. As a result, aerodynamic drag issues have been preventing self-driving vehicles from keeping pace with regular vehicle acceleration.

In Physics of Fluids, from AIP Publishing, researchers from Wuhan University of Technology in Wuhan, China, focused on enhancing the aerodynamic performance of AVs by reducing drag induced by externally mounted sensors such as cameras and light detection and ranging (LiDAR) instruments, which are necessary for AV functionality.

"Externally mounted sensors significantly increase aerodynamic drag, particularly by increasing the proportion of interference drag within the total aerodynamic drag," said author Yiping Wang. "Considering these factors -- the interactions among sensors and the impact of geometric dimensions on interference drag -- it is essential to perform a comprehensive optimization of the sensors during the design phase."

The researchers used a combination of computational and experimental methods. After establishing an automated computational platform, they combined the experimental design with a substitute model and an optimization algorithm to improve the structural shapes of AV sensors. Finally, they performed simulations of both the baseline and optimized models, analyzing the effects of drag reduction and examining the improvements in the aerodynamic performance of the optimized model. They used a wind tunnel experiment to validate the reliability of their findings.

After optimizing the design, researchers found a 3.44% decrease in the total aerodynamic drag of an AV. Compared with the baseline model, the optimized model reduced the aerodynamic drag coefficient by 5.99% in simulations and significantly improved aerodynamic performance in unsteady simulations.

The team also observed improvements in airflow, with less turbulence around the sensors and better pressure distribution at the back of the vehicle.

"Looking ahead, our findings could inform the design of more aerodynamically efficient autonomous vehicles, enabling them to travel longer distances," said Wang. "This is especially important as the adoption of autonomous vehicles increases, not only in passenger transport but also in delivery and logistics applications."
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Exploring the eco-friendly future of antibiotic particles | ScienceDaily
As the search for sustainability permeates all fields, researchers are turning to a unique organic source for creating antibacterial silver nanoparticles (Ag-NPs) -- the humble goji berry.


						
Goji berries are a ubiquitous superfood known for a multitude of health benefits, including their antibiotic properties. In research published in AIP Advances, by AIP Publishing, researcher Kamran Alam from Sapienza University of Rome along with others from NED University of Engineering and Technology and King Saud University found an effective way to harvest silver nanoparticles from these berries.

"Silver nanoparticles are responsible for disrupting the cell membrane structure, which can generate reactive oxygen species used for inhibiting bacterial growth," explained Alam.

Silver nanoparticles can be generated using a number of chemical techniques, but green solutions that use biological sources like fruit or leaf extracts are preferred because they save on energy and are nontoxic, nonhazardous, and biologically compatible with humans.

In this interdisciplinary undertaking, Alam and researchers demonstrated a technique for the synthesis of silver nanoparticles using store-bought goji berries.

"Goji berries are easily and locally available in the botanic garden and are rich in bioactive compounds that have natural reducing and stabilizing agents, eliminating the need for additional capping agents during processing," Alam said.

Alam and the team created silver nanoparticles by drying, grinding, and then filtering the goji berries to create an extract. Then, they added chemical silver nitrate (AgNO3) and reduced the solution.

Using visualization techniques such as X-ray diffraction, Ultraviolet-Visible (UV-Vis) Spectroscopy, and Fourier Transform Infrared (FT-IR) Spectroscopy, the team confirmed the presence of silver nanoparticles. The nanoparticles were also viewed under a microscope and tested for their antimicrobial activity against Staphylococcus aureus, a gram-positive bacterium that causes staph infections among other diseases.

In the future, Alam plans to study the cellular toxicity and biocompatibility of the nanoparticles synthesized from these berries, which could positively contribute to biomedical research.

"This is a simple and straightforward synthesis method which does not need additional chemicals or complex equipment and can be scaled up for industrial applications," he said.
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How do directional connections shape complex dynamics in neuronal networks? | ScienceDaily
Uncovering the relationship between structure (connectivity) and function (neuronal activity) is a fundamental question across many areas of biology. However, investigating this directly in animal brains is challenging because of the immense complexity of their neural connections and the invasive surgeries that are typically needed. Lab-grown neurons with artificially-controlled connections have the possibility of becoming a useful alternative to animal testing, particularly as we learn how to accurately characterize their behaviour.


						
A research team at Tohoku University used microfluidic devices to reveal how directional connections shape the complex dynamics of neuronal networks. They also developed mathematical models based on experimental data to predict how connectivity influences activity across space and time.

The results were published in Neural Networks on November 28, 2024.

Like a river current, directional connections in neuronal networks propagate signals in a downstream flow from one area to another. A microfluid device has tiny channels that can precisely direct the flow, which can help fabricate neurons that react more similarly to in-vivo models. By studying in-vitro neurons in a lab environment, the research team was able to efficiently and constructively explore whether one-way connections play other fundamental roles in shaping brain dynamics.

"The brain is difficult to understand, in part, because it is dynamic -- it can learn to respond differently to the same stimuli over time based on a number of factors," says lead author Nobuaki Monma.

The research team fabricated neuronal networks bearing modular connectivity (as observed in animals' nervous systems) and embedded directional connections between modules using microchannels. The connections were embedded in a feedforward manner to minimize excessive excitatory reactions. Using calcium imaging to record spontaneous activity exhibited by the neuronal network, they found that networks incorporating directional connections exhibited more complex activity patterns compared to networks without directionality.

In addition, the researchers developed two mathematical models to clarify the underlying network mechanisms behind biological observations and to predict configurations that would yield greater dynamical complexity. The models determined that the interplay between modularity and connectivity fostered more complex activity patterns.

"The findings of this study are expected not only to deepen our fundamental understanding of neuronal networks in the brain, but also to find applications in fields such as medicine and machine learning," proposes Associate Professor Hideaki Yamamoto.

This may also offer an in-vitro model for developing biologically plausible artificial neural networks. Further theoretical advancements would also contribute to modeling large-scale networks, which may provide insights to future connectome analysis of the brain. The more thoroughly we understand these neuronal networks, the more it could be used as a trusty tool to unlock the many mysteries of the brain.
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AI slashes cost and time for chip design, but that is not all | ScienceDaily
Specialized microchips that manage signals at the cutting edge of wireless technology are astounding works of miniaturization and engineering. They're also difficult and expensive to design.


						
Now, researchers at Princeton Engineering and the Indian Institute of Technology have harnessed artificial intelligence to take a key step toward slashing the time and cost of designing new wireless chips and discovering new functionalities to meet expanding demands for better wireless speed and performance. In an article published Dec. 30 in Nature Communications, the researchers describe their methodology, in which an AI creates complicated electromagnetic structures and associated circuits in microchips based on the design parameters. What used to take weeks of highly skilled work can now be accomplished in hours.

What is more, the AI behind the new system has produced strange new designs featuring unusual patterns of circuitry. Kaushik Sengupta, the lead researcher, said the designs were unintuitive and unlikely to be developed by a human mind. But they frequently offer marked improvements over even the best standard chips.

"We are coming up with structures that are complex and looks random shaped and when connected with circuits, they create previously unachievable performance. Humans cannot really understand them, but they can work better," said Sengupta, a professor of electrical and computer engineering and co-director of NextG, Princeton's industry partnership program to develop next-generation communications.

These circuits can be engineered towards more energy efficient operation or to make them operable across an enormous frequency range that is not currently possible. Furthermore, the method synthesizes inherently complex structures in minutes, while conventional algorithms may take weeks. In some cases, the new methodology can create structures that are impossible to synthesize with current techniques.

Uday Khankhoje, a co-author and associate professor of electrical engineering at IIT Madras, said the new technique not only delivers efficiency but promises to unlock new approaches to design challenges that have been beyond the capability of engineers.

"This work presents a compelling vision of the future," he said. "AI powers not just the acceleration of time-consuming electromagnetic simulations, but also enables exploration into a hitherto unexplored design space and delivers stunning high-performance devices that run counter to the usual rules of thumb and human intuition."

Wireless chips are a combination of standard electronic circuits like those in computer chips and electromagnetic structures including antennas, resonators, signal splitters, combiners and others. These combinations of elements are put together in every circuit block, carefully handcrafted and co-designed to operate optimally. This method is then scaled to other circuits, sub-systems and systems, making the design process extremely complex and time consuming, particularly for modern, high-performance chips behind applications like wireless communication, autonomous driving, radar and gesture recognition.




"Classical designs, carefully, put these circuits and electromagnetic elements together, piece by piece, so that the signal flows in the way we want it to flow in the chip. By changing those structures, we incorporate new properties," Sengupta said. "Before, we had a finite way of doing this, but now the options are much larger."

It can be hard to comprehend the vastness of a wireless chip's design space. The circuitry in an advanced chip is so small, and the geometry so detailed, that the number of possible configurations for a chip exceeds the number of atoms in the universe, Sengupta said. There is no way for a person to understand that level of complexity, so human designers don't try. They build chips from the bottom up, adding components as needed and adjusting the design as they build.

The AI approaches the challenge from a different perspective, Sengupta said. It views the chip as a single artifact. This can lead to strange, but effective arrangements. He said humans play a critical role in the AI system, in part because that AI can make faulty arrangements as well as efficient ones. It is possible for AI to hallucinate elements that don't work, at least for now. This requires some level of human oversight.

"There are pitfalls that still require human designers to correct," Sengupta said. "The point is not to replace human designers with tools. The point is to enhance productivity with new tools. The human mind is best utilized to create or invent new things, and the more mundane, utilitarian work can be offloaded to these tools."

The researchers have used AI to discover and design complex electromagnetic structures that are-co-designed with circuits to create broadband amplifiers. Sengupta said future research will involve linking multiple structures and designing entire wireless chips with the AI system.

"Now that this has shown promise, there is a larger effort to think about more complicated systems and designs," he said. "This is just the tip of the iceberg in terms of what the future holds for the field."
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These 11 genes may help us better understand forever chemicals' effects on the brain | ScienceDaily
Per- and polyfluorinated alkyl substances (PFAS) earn their "forever chemical" moniker by persisting in water, soil and even the human brain.


						
This unique ability to cross the blood-brain barrier and accumulate in brain tissue makes PFAS particularly concerning, but the underlying mechanism of their neurotoxicity needs to be studied further.

To that end, a new study by University at Buffalo researchers has identified 11 genes that may hold the key to understanding the brain's response to these pervasive chemicals commonly found in everyday items.

These genes, some involved in processes vital for neuronal health, were found to be consistently affected by PFAS exposure, either expressing more or less, regardless of the type of PFAS compounds tested. For example, all compounds caused a gene key for neuronal cell survival to express less, and another gene linked to neuronal cell death to express more.

"Our findings indicate these genes may be markers to detect and monitor PFAS-induced neurotoxicity in the future," says lead co-corresponding author G. Ekin Atilla-Gokcumen, PhD, Dr. Marjorie E. Winkler Distinguished Professor in the Department of Chemistry, within the UB College of Arts and Sciences.

Still, the study, published in the Dec. 18 issue of ACS Chemical Neuroscience, found hundreds more genes whose expression changed in different directions based on the compound tested. Plus, there was no correlation between the level at which PFAS accumulates in a cell and the extent to which it causes differential gene expression.

Taken together, this suggests that distinct molecular structures within each type of PFAS drives changes in gene expression.




"PFAS, despite sharing certain chemical characteristics, come in different shapes and sizes, leading to variability in their biological effects. Thus, knowledge on how our own biology reacts to the different types of PFAS is of major biomedical relevance," says the study's other co-corresponding author, Diana Aga, PhD, SUNY Distinguished Professor and Henry M. Woodburn Chair in the Department of Chemistry, and director of the UB RENEW Institute.

"Depending on their chain length or headgroup, PFAS can have very different effects on cells," Atilla-Gokcumen adds. "We should not be viewing them as one large class of compounds, but really as compounds that we need to investigate individually."

Other authors include Omer Gokcumen, PhD, professor in the Department of Biological Sciences. The study was supported by the U.S. Environmental Protection Agency (EPA).

Ups and downs of gene expression

PFAS aren't immediately toxic. We're exposed to them practically every day, including through drinking water and food packaging, and don't notice.

"Therefore, researchers need to find points of assessment further upstream in the cellular process than just whether a cell lives or dies," Atilla-Gokcumen says.




The team decided to focus on how PFAS affects the gene expression of neuronal-like cells, as well as how PFAS affects lipids, which are molecules that help make up the cell membrane, among other important functions. Exposure to different PFAS for 24 hours resulted in modest but distinct changes in lipids, and over 700 genes to express differently.

Of the six types of PFAS tested, perfluorooctanoic acid (PFOA) -- once commonly used in nonstick pans and recently deemed hazardous by the EPA -- was by far the most impactful. Despite its small uptake, PFOA altered the expression of almost 600 genes -- no other compound altered more than 147. Specifically, PFOA decreased the expression of genes involved in synaptic growth and neural function.

Altogether, the six compounds caused changes in biological pathways involved in hypoxia signaling, oxidative stress, protein synthesis and amino acid metabolism, all of which are crucial for neuronal function and development.

Eleven of the genes were found to express the same way, either more or less, to all six compounds. One of the genes that was consistently downregulated was mesencephalic astrocyte derived neurotrophic factor, which is important for the survival of neuronal cells and has been shown to reverse symptoms of neurodegenerative diseases in rats. One of the genes consistently upregulated was thioredoxin interacting protein, which has been linked to neuronal cell death.

"Each of these 11 genes exhibited consistent regulation across all PFAS that we tested. This uniform response suggests that they may serve as promising markers for assessing PFAS exposure, but further research is needed to know how these genes respond to other types of PFAS," Atilla-Gokcumen says.

Identifying the least-worst options

As harmful as PFAS can be, the reality is that good substitutes have yet to be found.

The compounds can perhaps be replaced in applications like food packaging, but their effectiveness in firefighting and semiconductor manufacturing, for example, may need to continue long term.

That's why studies like this are crucial, Atilla-Gokcumen says. The varied reaction most genes had to different compounds, as well as the lack of correlation between PFAS uptake into cells and the extent of gene change expression they cause, underscores just how unique each of these compounds are.

"If we understand why some PFAS are more harmful than others, we can prioritize phasing out the worst offenders while seeking safer substitutes. For example, alternatives like short-chain PFAS are being explored, as they tend to persist less in the environment and accumulate less in biological systems. However, their reduced persistence may come at the cost of effectiveness in certain applications, and there are concerns about potential unknown health effects that require further investigation. Further research is needed to ensure these substitutes are genuinely safer and effective for specific applications," Atilla-Gokcumen explains. "This research is a major step towards achieving this goal."
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Beyond the 'Dragon Arc', a treasure trove of unseen stars | ScienceDaily
Looking halfway across the observable universe and expecting to see individual stars is considered a non-starter in astronomy, a bit like raising a pair of binoculars at the moon in hopes of making out individual grains of dust inside its craters. Thanks to a cosmic quirk of nature, however, an international team led by astronomers at the University of Arizona's Steward Observatory did just that.


						
Using NASA's James Webb Space Telescope, or JWST, the research group observed a galaxy nearly 6.5 billion light-years from Earth, at a time when the universe was half its current age. In this distant galaxy, the team identified a large number of individual stars, made visible thanks to an effect known as gravitational lensing and JWST's high light collecting power.

Published in the journal Nature Astronomy, the discovery marks a record-breaking achievement -- the largest number of individual stars detected in the distant universe. It also provides a way to investigate one of the universe's greatest mysteries -- dark matter.

Most galaxies, including the Milky Way, contain tens of billions of stars. In nearby galaxies such as the Andromeda galaxy, astronomers can observe stars one by one. However, in galaxies billions of light-years away, stars appear blended together as their light needs to travel for billions of light-years before it reaches us, presenting a long-standing challenge to scientists studying how galaxies form and evolve.

"To us, galaxies that are very far away usually look like a diffuse, fuzzy blob," said lead study author Yoshinobu Fudamoto, an assistant professor at Chiba University in Japan and a visiting scholar at Steward Observatory. "But actually, those blobs consist of many, many individual stars. We just can't resolve them with our telescopes."

Recent advances in astronomy have opened new possibilities by leveraging gravitational lensing -- a natural magnification effect caused by the strong gravitational fields of massive objects. As predicted by Albert Einstein, gravitational lenses can amplify the light of distant stars by factors of hundreds or even thousands, making them detectable with sensitive instruments like JWST.

"These findings have typically been limited to just one or two stars per galaxy," Fudamoto said. "To study stellar populations in a statistically meaningful way, we need many more observations of individual stars."

Fengwu Sun, a former U of A graduate student who is now a postdoctoral scholar at the Center for Astrophysics | Harvard & Smithsonian, stumbled on a treasure trove of such stars when he was inspecting JWST images of a galaxy known as the Dragon Arc, located along the line of sight from Earth behind a massive cluster of galaxies called Abell 370. Due to its gravitational lensing effect, Abell 370 stretches the Dragon Arc's signature spiral into an elongated shape -- like a hall of mirrors of cosmic proportions.




In December 2022 and 2023, JWST obtained two pictures of the Dragon Arc. Within these images, astronomers counted 44 individual stars whose brightness changed over time due to variations in the gravitational lensing landscape.

"This groundbreaking discovery demonstrates, for the first time, that studying large numbers of individual stars in a distant galaxy is possible," Sun said -- as long as nature is there to lend a helping hand.

However, even extremely strong gravitational magnification from a galaxy cluster is not sufficient to magnify individual stars in galaxies even farther away. In this case, the discovery was made possible by a serendipitous alignment of "lucky stars."

"Inside the galaxy cluster, there are many stars floating around that are not bound by any galaxy," said co-author Eiichi Egami, a research professor at Steward Observatory. "When one of them happens to pass in front of the background star in the distant galaxy along the line of sight with Earth, it acts as a microlens, in addition to the macrolensing effect of the galaxy cluster as a whole."

The combined effects of macrolensing and microlensing dramatically increase the magnification factor, allowing JWST to pick up individual stars that otherwise would be too far and faint to be detected at all.

Because the stars inside the magnifying cluster move relative to the target stars in the distant galaxy and Earth, the alignment of microlenses in this natural "telescope" changes slightly over short timeframes -- from a few days to a week. When they are perfectly aligned, the brightness and magnification of the distant stars increase dramatically, only to fade again shortly afterwards.




"By observing the same galaxy multiple times, we can spot stars in distant galaxies because they appear to pop in and out of existence," Fudamoto said. "This is a result of the varying effective magnifications from the macro- and microlensing effect as the microlensing stars move in and out of the line of sight."

The research team carefully analyzed colors of each of the stars inside the Dragon Arc and found that many are red supergiants, similar to Betelgeuse in the constellation of Orion, which is in the final stages of its life. This contrasts with earlier discoveries, which predominantly identified blue "supergiants" similar to Rigel and Deneb, which are among the brightest stars in the night sky. According to the researchers, this difference in stellar types also highlights the unique power of JWST observations at infrared wavelengths that could detect stars at lower temperatures.

Future JWST observations are expected to capture more magnified stars in the Dragon Arc galaxy. These efforts could lead to detailed studies of hundreds of stars in distant galaxies. Moreover, observations of individual stars could provide insight into the structure of gravitational lenses and even shed light on the elusive nature of dark matter.

This project was supported by multiple funders including NASA and NSF.
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Physicists explain a stellar stream's distinctive features | ScienceDaily
Physicists have proposed a solution to a long-standing puzzle surrounding the GD-1 stellar stream, one of the most well-studied streams within the galactic halo of the Milky Way, known for its long, thin structure, and unusual spur and gap features.


						
The team of researchers, led by Hai-Bo Yu at the University of California, Riverside, proposed that a core-collapsing self-interacting dark matter (SIDM) "subhalo" -- a smaller, satellite halo within the galactic halo -- is responsible for the peculiar spur and gap features observed in the GD-1 stellar stream.

Study results appear in The Astrophysical Journal Letters. The research could have significant implications for understanding the properties of dark matter in the universe.

A stellar stream is a group of stars moving collectively along a shared trajectory. A gap refers to a localized under-density of stars along the stream, while a spur is an over-density of stars extending outward from the main body of the stream. Since dark matter governs the motion of stellar streams, astronomers can use them to trace invisible dark matter in a galaxy.

The Milky Way's galactic halo, a roughly spherical region surrounding the galaxy, contains dark matter and extends beyond the galaxy's visible edge. Visualizations of well-known stellar streams in the Milky Way can be found here.

Astronomers discovered that the spur and gap features of the GD-1 stellar stream cannot be easily attributed to the gravitational influence of known globular clusters or satellite galaxies of the Milky Way. These features could be explained, however, by an unknown perturbing object, such as a subhalo. But the object's density would need to be significantly higher than what is predicted by traditional cold dark matter (CDM) subhalos.

"CDM subhalos typically lack the density needed to produce the distinctive features observed in the GD-1 stream," explained Yu, a professor of physics and astronomy. "However, our research demonstrates that a collapsing SIDM subhalo could achieve the necessary density. Such a compact subhalo would be dense enough to exert the gravitational influence required to account for the observed perturbations in the GD-1 stream."

Dark matter, which cannot be seen directly, is thought to make up 85% of matter in the universe. Its nature is not well understood. CDM, the prevailing dark matter theory, assumes dark matter particles are collisionless. SIDM, a theoretical form of dark matter, proposes dark matter particles self-interact through a new dark force.




In their study, Yu and his team used numerical simulations called N-body simulations to model the behavior of a collapsing SIDM subhalo.

"Our team's findings offer a new explanation for the observed spur and gap features in GD-1, which have long been thought to indicate a close encounter with a dense object," Yu said. "In our scenario, the perturber is the SIDM subhalo, which disrupts the spatial and velocity distributions of the stars in the stream and creates the distinctive features we see in the GD-1 stellar stream."

According to Yu, the discovery also provides insights into the nature of dark matter itself.

"This work opens a promising new avenue for investigating the self-interacting properties of dark matter through stellar streams," he said. "It marks an exciting step forward in our understanding of dark matter and the dynamics of the Milky Way."

Yu was joined in the research by Xingyu Zhang and Daneng Yang at UCR; and Ethan O. Nadler at the University of California, San Diego.

The work was supported by the U.S. Department of Energy and the John Templeton Foundation.
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A new way to determine whether a species will successfully invade an ecosystem | ScienceDaily
When a new species is introduced into an ecosystem, it may succeed in establishing itself, or it may fail to gain a foothold and die out. Physicists at MIT have now devised a formula that can predict which of those outcomes is most likely.


						
The researchers created their formula based on analysis of hundreds of different scenarios that they modeled using populations of soil bacteria grown in their laboratory. They now plan to test their formula in larger-scale ecosystems, including forests. This approach could also be helpful in predicting whether probiotics or fecal microbiota treatments (FMT) would successfully combat infections of the human GI tract.

"People eat a lot of probiotics, but many of them can never invade our gut microbiome at all, because if you introduce it, it does not necessarily mean that it can grow and colonize and benefit your health," says Jiliang Hu SM '19, PhD '24, the lead author of the study.

MIT professor of physics Jeff Gore is the senior author of the paper, which appears in the journal Nature Ecology and Evolution. Matthieu Barbier, a researcher at the Plant Health Institute Montpellier, and Guy Bunin, a professor of physics at Technion, are also authors of the paper.

Population fluctuations

Gore's lab specializes in using microbes to analyze interspecies interactions in a controlled way, in hopes of learning more about how natural ecosystems behave. In previous work, the team has used bacterial populations to demonstrate how changing the environment in which the microbes live affects the stability of the communities they form.

In this study, the researchers wanted to study what determines whether an invasion by a new species will succeed or fail. In natural communities, ecologists have hypothesized that the more diverse an ecosystem is, the more it will resist an invasion, because most of the ecological niches will already be occupied and few resources are left for an invader.




However, in both natural and experimental systems, scientists have observed that this is not consistently true: While some highly diverse populations are resistant to invasion, other highly diverse populations are more likely to be invaded.

To explore why both of those outcomes can occur, the researchers set up more than 400 communities of soil bacteria, which were all native to the soil around MIT. The researchers established communities of 12 to 20 species of bacteria, and six days later, they added one randomly chosen species as the invader. On the 12th day of the experiment, they sequenced the genomes of all the bacteria to determine if the invader had established itself in the ecosystem.

In each community, the researchers also varied the nutrient levels in the culture medium on which the bacteria were grown. When nutrient levels were high, the microbes displayed strong interactions, characterized by heightened competition for food and other resources, or mutual inhibition through mechanisms such as pH-mediated cross-toxin effects. Some of these populations formed stable states in which the fraction of each microbe did not vary much over time, while others formed communities in which most of the species fluctuated in number.

The researchers found that these fluctuations were the most important factor in the outcome of the invasion. Communities that had more fluctuations tended to be more diverse, but they were also more likely to be invaded successfully.

"The fluctuation is not driven by changes in the environment, but it is internal fluctuation driven by the species interaction. And what we found is that the fluctuating communities are more readily invaded and also more diverse than the stable ones," Hu says.

In some of the populations where the invader established itself, the other species remained, but in smaller numbers. In other populations, some of the resident species were outcompeted and disappeared completely. This displacement tended to happen more often in ecosystems when there were stronger competitive interactions between species.




In ecosystems that had more stable, less diverse populations, with stronger interactions between species, invasions were more likely to fail.

Regardless of whether the community was stable or fluctuating, the researchers found that the fraction of the original species that survived in the community before invasion predicts the probability of invasion success. This "survival fraction" could be estimated in natural communities by taking the ratio of the diversity within a local community (measured by the number of species in that area) to the regional diversity (number of species found in the entire region).

"It would be exciting to study whether the local and regional diversity could be used to predict susceptibility to invasion in natural communities," Gore says.

Predicting success

The researchers also found that under certain circumstances, the order in which species arrived in the ecosystem played a role in whether an invasion was successful. When the interactions between species were strong, the chances of a species becoming successfully incorporated went down when that species was introduced after other species have already become established.

When the interactions are weak, this "priority effect" disappears and the same stable equilibrium is reached no matter what order the microbes arrived in.

"Under a strong interaction regime, we found the invader has some disadvantage because it arrived later. This is of interest in ecology because people have always found that in some cases the order in which species arrived matters a lot, while in the other cases it doesn't matter," Hu says.

The researchers now plan to try to replicate their findings in ecosystems for which species diversity data is available, including the human gut microbiome. Their formula could allow them to predict the success of probiotic treatment, in which beneficial bacteria are consumed orally, or FMT, an experimental treatment for severe infections such as C. difficile, in which beneficial bacteria from a donor's stool are transplanted into a patient's colon.

"Invasions can be harmful or can be good depending on the context," Hu says. "In some cases, like probiotics, or FMT to treat C. difficile infection, we want the healthy species to invade successfully. Also for soil protection, people introduce probiotics or beneficial species to the soil. In that case people also want the invaders to succeed."
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Scientists develop technology to control cyborg insect swarms | ScienceDaily
Scientists from Nanyang Technological University, Singapore (NTU Singapore), Osaka University, and Hiroshima University have developed an advanced swarm navigation algorithm for cyborg insects that prevents them from becoming stuck while navigating challenging terrain.


						
Published in Nature Communications, the new algorithm represents a significant advance in swarm robotics. It could pave the way for applications in disaster relief, search-and-rescue missions, and infrastructure inspection.

Cyborg insects are real insects equipped with tiny electronic devices on their backs -- consisting of various sensors like optical and infrared cameras, a battery, and an antenna for communication -- that allow their movements to be remotely controlled for specific tasks.

The control of a single cyborg insect was first demonstrated by Professor Hirotaka Sato from NTU Singapore's School of Mechanical and Aerospace Engineering in 2008[1].

However, a single insect is insufficient for operations such as search-and-rescue missions, where earthquake survivors are spread out and there is an optimal 72-hour window for locating them.

In 2021[2] and 2024[3], Prof Sato and his partners from Singapore's Home Team Science & Technology Agency (HTX) and Klass Engineering and Solutions demonstrated how cyborg insects may be used for search and rescue operations in future.

This latest paper on the new swarm system uses a leader-follower dynamic, where one cyborg insect acts as a group leader guiding 19 others.




Co-corresponding authors of the paper, Professor Masaki Ogura[4] from Hiroshima University and Professor Wakamiya Naoki from Osaka University, developed the swarm control algorithm and computer programmes, while NTU Professor Hirotaka Sato and his team prepared the cyborg insect swarm, implemented the algorithm on the insects' electronic backpacks, and conducted the physical experiments in Singapore.

The scientists noted several benefits to their new swarm algorithm during lab experiments. Allowing the cyborg insects to move more freely reduced the risk of the cyborgs getting stuck in obstacles, and nearby cyborgs could also help free those stuck or flipped over.

How the cyborg insect swarm works

Earlier research demonstrated control of a single cyborg or a group that was controlled by algorithms that provided detailed and complex instructions for individual insects, an approach that would not coordinate movement for a big group.

With the new method, the leader insect is first appointed by the algorithm, then notified of the intended destination, and its control backpack will coordinate with the backpack of others in the group to guide the swarm.

This "tour leader" approach allows the swarm to adapt dynamically, as the insects can assist each other to overcome obstacles, adjusting their movements if one member becomes trapped.




The insects used are Madagascar hissing cockroaches equipped with a lightweight circuit board, sensors and a rechargeable battery on their backs -- which forms an autonomous navigation system that helps them navigate their surroundings and nudges them towards a target.

These cyborgs consume significantly less energy than traditional robots, which rely on power-intensive motors for movement. The insect's legs provide the locomotion needed to move the backpack, as the backpack nudges the insect by applying tiny electrical stimulations, guiding it towards a particular direction.

When combined with the swarm control algorithm, the insects' instincts enable them to navigate complex terrains and respond rapidly to environmental changes.

In experiments, the new algorithm reduced the need to nudge the insects by about 50 per cent compared to earlier approaches, thus allowing the insects to have more independent navigation over obstacles and resolving issues such as insects becoming stuck or trapped.

NTU Prof Hirotaka Sato said the technology is envisioned to be helpful in search and rescue missions, infrastructure inspection, and environmental monitoring, where narrow spaces and unpredictable conditions render conventional robots ineffective.

"To conduct search and inspection operations, large areas must be surveyed efficiently, often across challenging and obstacle-laden terrain. The concept involves deploying multiple swarms of cyborg insects to navigate and inspect these obstructed regions. Once the sensors on the backpack of a cyborg insect detect a target, such as humans in search-and-rescue missions or structural defects in infrastructure, they can wirelessly alert the control system." explains Prof Sato.

Prof Sato is renowned for his pioneering work in cyborg insects. He had previously received global recognition when his research was named one of TIME magazine's 50 Best Inventions of 2009 and one of the 10 Emerging Technologies of 2009 (TR10) by MIT Technology Review.

Co-corresponding author of the paper, Professor Masaki Ogura, Graduate School of Advanced Science and Engineering at Hiroshima University, said: "Our swarm control algorithm represents a significant breakthrough in coordinating groups of cyborg insects for complex search-and-rescue missions. This innovation has the potential to greatly enhance disaster response efficiency while also opening new avenues for research in swarm control. It underscores the importance of developing control methods that perform effectively in real-world scenarios, going beyond theoretical models and simulations."

Co-corresponding author, Professor Wakamiya Naoki, Graduate School of Information Science and Technology, Osaka University, explained: "Unlike robots, insects do not behave as we intend them to. However, instead of forcibly trying to control them precisely, we found that taking a more relaxed and rough approach not only worked better but also led to the natural emergence of complex behaviours, such as cooperative actions, which are challenging to design as algorithms. This was a remarkable discovery. While their actions may appear haphazard at first glance, there seems to be a great deal we can still learn from the sophisticated and intricate behaviours of living organisms."

Their latest advance underscores the practical potential of biohybrid systems in addressing real-world challenges and the importance of global interdisciplinary research collaborations.

Looking ahead, the joint team aims to develop algorithms that enable coordinated swarm actions beyond simple movements, such as collaboratively transporting large objects.

They also plan to conduct experiments in outdoor environments, including rubble piles commonly found in disaster zones, to validate the algorithm's effectiveness in more complex and real-world scenarios.

[1] Hirotaka Sato et al., "A cyborg beetle: Insect flight control through an implantable, tetherless microsystem," 2008 IEEE 21st International Conference on Micro Electro Mechanical Systems, Tucson, AZ, USA, 2008, pp. 164-167, doi: 10.1109/MEMSYS.2008.4443618.

[2] Chong, C. (2021, December 6). S'pore team turning cockroaches into life-saving cyborg bugs at disaster sites. The Straits Times.

[3] Sun, D. (2024, April 5). Singapore's cyborg cockroaches on display at homeland security event at MBS. The Straits Times.

[4] Masaki Ogura, Professor in the Graduate School of Advanced Science and Engineering, Hiroshima University
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Virtual chemistry speeds up drug discovery | ScienceDaily
Among the hundreds of thousands of chemical compounds produced by plants, some may hold the key to treating human ailments and diseases. But recreating these complex, naturally occurring molecules in the lab often requires a time-consuming and tedious trial-and-error process.


						
Now, chemists from Scripps Research have shown how new computational tools can help them create complex natural compounds in a faster and more streamlined way. They used their approach, described in Nature on December 23, 2024, to synthesize 25 different picrotoxanes, compounds which are originally found in plants and have the potential to alter pathways in the brain.

"It has been incredibly hard to manipulate these types of complex plant compounds for the benefit of drug design," says senior author Ryan Shenvi, PhD, professor at Scripps Research. "The ability to now combine virtual predictions with real-world experimentation marks a turning point in how we design and build molecules."

Picrotoxanes, found in the seeds of certain Asian and Indian shrubs, are known to affect the mammalian nervous system; they bind to the same brain receptors targeted by the anxiety and sleep medication Valium. They have been used in some cultures as pesticides or to kill fish. Because these compounds can be ingested orally and affect brain function, researchers like Shenvi have been interested in whether they might have therapeutic potential. However, scientists have only been able to make a few picrotoxanes in the lab, making it hard to manipulate and study them.

"Like many other plant metabolites, the atoms of picrotoxanes are arranged in a complex way that makes their behavior hard to predict," says Shenvi. "We could not assume that a reaction that worked to synthesize one picrotoxane would work on another, even if it looked almost identical."

Shenvi and Chunyu Li, a Scripps Research graduate student, were struggling to synthesize picrotoxanes and turned to advanced computer modeling to predict new ways to create picrotoxanes from basic chemical building blocks. They first generated a virtual library of possible intermediate compounds that could be formed during the synthesis of picrotoxanes. Then, they used a model known as Density Functional Theory (DFT) to analyze the behavior of these intermediates, flagging those that were likely to both succeed and quickly lead to neuroactive compounds.

When the group tested five picrotoxane synthesis pathways suggested by the modeling -- three that were predicted to succeed and two predicted to fail -- all five outcomes were correct.




"DFT is commonly used post-hoc, to explain experimental data and how a chemical reaction works, so I was skeptical that it would work in this predictive way," says Shenvi. "And I was shocked when it worked so well."

DFT, however, is still relatively time-consuming to use for each possible intermediate. Shenvi and Li wanted to scale their approach up and make it even faster to create more picrotoxanes. They used a pattern-recognition technology similar to the one underlying many modern artificial intelligence (AI) programs in order to find patterns in the DFT results. They were able to create a new statistical model that predicted reaction success in a fraction of the time. Using that model, they identified synthesis techniques for 25 picrotoxanes and showed in the lab that they worked.

"This approach didn't just let us create picrotoxanes," says Li. "It paves a way for chemists to solve other difficult synthesis problems."

Shenvi says the lab is already applying the approach to other problems. They are also planning to continue testing the 25 picrotoxanes they can now produce to see how they impact mammalian biology.

 This work was supported by funding from the National Institutes of Health (GM122606) and a Skaggs Graduate School of Chemical and Biological Sciences Dale Boger Endowed Graduate Fellowship. 
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The science behind the foldable molecular paths | ScienceDaily
The inspiration for this work stems from the elegant simplicity of folding paper -- a concept that led researchers to explore the possibility of replicating this flexibility at the molecular level. After extensive experimentation, they unveiled foldable molecular paths capable of react dynamically to their environment.


						
Led by Professor Wonyoung Choe in the Department of Chemistry at Ulsan National Institute of Science and Technology (UNIST), South Korea, the research team achieved a significant breakthrough in this field. They developed foldable molecular paths using zeolitic imidazolate frameworks (ZIFs), a type of highly porous material. These frameworks can adjust their size, shape, and alignment at the nanoscale in response to temperature, pressure, and gas interactions. This unique capability allows them to regulate gas flow in a manner similar to how valves control water flow in pipelines.

The team chose ZIFs due to their exceptional flexibility. Unlike traditional materials, the tetrahedral zinc centers within ZIFs function as hinges, enabling the structure to fold and adapt dynamically. Using advanced X-ray diffraction techniques, the researchers observed how the framework responded to various stimuli, showcasing its potential for real-world applications.

These materials are not just scientific curiosities -- they possess considerable practical potential. They could be employed to create filters that adapt in order to capture harmful gases more efficiently or to design purification systems capable of selectively removing contaminants. The study also highlighted a simplified version of the "Plumber's Nightmare," a complex pore network, suggesting that the foldable design holds the key to mastering such intricate structures.

"This work demonstrates that foldable mechanisms can be realized at the molecular level, paving the way for advanced molecular materials, such as smart adsorbents," said Professor Choe. "We anticipate transformative applications in energy, environmental science, and biomedicine."

The findings of this research have been published in Angewandte Chemie International Edition, on November 21, 2024. This study was supported by the National Research Foundation (NRF) of Korea through the Mid-Career Researcher Program and Hydrogen Energy Innovation Technology Development Project, and Ulsan National Institute of Science and Technology (UNIST).
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Citizen science reveals that Jupiter's colorful clouds are not made of ammonia ice | ScienceDaily
Collaborative work by amateur and professional astronomers has helped to resolve a long-standing misunderstanding about the composition of Jupiter's clouds. Instead of being formed of ammonia ice -- the conventional view -- it now appears they are likely to be composed of ammonium hydrosulphide mixed with smog.


						
The findings have been published in the Journal of Geophysical Research -- Planets.

The new discovery was triggered by amateur astronomer, Dr Steven Hill, based in Colorado. Recently, he demonstrated that the abundance of ammonia and cloud-top pressure in Jupiter's atmosphere could be mapped using commercially-available telescopes and a few specially coloured filters. Remarkably, these initial results not only showed that the abundance of ammonia in Jupiter's atmosphere could be mapped by amateur astronomers, they also showed that the clouds reside too deeply within Jupiter's warm atmosphere to be consistent with the clouds being ammonia ice.

In this new study, Professor Patrick Irwin from the University of Oxford's Department of Physics applied Dr Steven Hill's analytical method to observations of Jupiter made with the Multi Unit Spectroscopic Explorer (MUSE) instrument at the European Southern Observatory's Very Large Telescope (VLT) in Chile. MUSE uses the power of spectroscopy, where Jupiter's gases create telltale fingerprints in visible light at different wavelengths, to map the ammonia and cloud heights in the gas giant's atmosphere.

By simulating how the light interacts with the gases and clouds in a computer model, Professor Irwin and his team found that the primary clouds of Jupiter -- the ones we can see when looking through backyard telescopes -- had to be much deeper than previously thought, in a region of higher pressure and higher temperature. Too warm, in fact, for the condensation of ammonia. Instead, those clouds have to be made of something different: ammonium hydrosulphide.

Previous analyses of MUSE observations had hinted at a similar result. However, since these analyses were made with sophisticated, extremely complex methods that can only be conducted by a few groups around the world, this result was difficult to corroborate. In this new work, Irwin's team found that Dr Hill's method of simply comparing the brightnesses in adjacent, narrow coloured filters gave the identical results. And since this new method is much faster and very simple, it is far easier to verify. Hence, the team conclude that the clouds of Jupiter really are at deeper pressures than the expected ammonia clouds at 700 mb and so cannot be composed of pure ammonia ice.

Professor Irwin said: "I am astonished that such a simple method is able to probe so deep in the atmosphere and demonstrate so clearly that the main clouds cannot be pure ammonia ice! These results show that an innovative amateur using a modern camera and special filters can open a new window on Jupiter's atmosphere and contribute to understanding the nature of Jupiter's long-mysterious clouds and how the atmosphere circulates."

Dr Steven Hill, who has a PhD in Astrophysics from the University of Colorado and works in space weather forecasting, said, "I always like to push my observations to see what physical measurements I can make with modest, commercial equipment. The hope is that I can find new ways for amateurs to make useful contributions to professional work. But I certainly did not expect an outcome as productive as this project has been!"




The ammonia maps resulting from this simple analytical technique can be determined at a fraction of the computational cost of more sophisticated methods. This means they could be used by citizen scientists to track ammonia and cloud-top pressure variations across features in Jupiter's atmosphere including Jupiter's bands, small storms, and large vortices like the Great Red Spot.

John Rogers (British Astronomical Association), one of the study's co-authors adds: "A special advantage of this technique is that it could be used frequently by amateurs to link visible weather changes on Jupiter to ammonia variations, which could be important ingredients in the weather."

So why doesn't ammonia condense to form a thick cloud? Photochemistry (chemical reactions induced by sunlight) is very active in Jupiter's atmosphere and Professor Irwin and his colleagues suggest that in regions where moist, ammonia-rich air is raised upwards, the ammonia is destroyed and/or mixed with photochemical products faster than ammonia ice can form. Thus, the main cloud deck may actually be composed of ammonium hydrosulphide mixed with photochemical, smoggy products, which produce the red and brown colours seen in Jupiter images.

In small regions, where convection is especially strong, the updrafts may be fast enough to form fresh ammonia ice, and such regions have occasionally been seen by spacecraft such as NASA's Galileo, and more recently by NASA's Juno, where a few small high white clouds have been seen, casting their shadows down on the main cloud deck below.

Professor Irwin and his team also applied the method to VLT/MUSE observations of Saturn and have found similar agreement in the derived ammonia maps with other studies, including one determined from James Webb Space Telescope observations. Similarly, they have found the main level of reflection to be well below the expected ammonia condensation level, suggesting that similar photochemical processes are occurring in Saturn's atmosphere.
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New quantum sensing technology reveals sub-atomic signals | ScienceDaily
Since the 1950s, scientists have used radio waves to uncover the molecular "fingerprints" of unknown materials, aiding in tasks as varied as scanning the human body with MRI machines and detecting explosives at airports.


						
These methods, however, rely on signals averaged from trillions of atoms, making it impossible to detect tiny variations between individual molecules. Such limitations hinder applications in fields like protein research, where small differences in shape control functionality and can determine the difference between health and disease.

Sub-Atomic Insights

Now, engineers at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering) have utilized quantum sensors to realize a groundbreaking variation of nuclear quadrupolar resonance (NQR) spectroscopy, a technique traditionally used to detect drugs and explosives or analyze pharmaceuticals.

Described in Nano Letters, the new method is so precise that it can detect the NQR signals from individual atoms -- a feat once thought unattainable. This unprecedented sensitivity opens the door to breakthroughs in fields like drug development, where understanding molecular interactions at the atomic level is critical.

"This technique allows us to isolate individual nuclei and reveal tiny differences in what were thought to be identical molecules," says Lee Bassett, Associate Professor in Electrical and Systems Engineering (ESE), Director of Penn's Quantum Engineering Laboratory (QEL) and the paper's senior author. "By focusing on a single nucleus, we can uncover details about molecular structure and dynamics that were previously hidden. This capability allows us to study the building blocks of the natural world at an entirely new scale."

An Unexpected Discovery

The discovery stemmed from an unexpected observation during routine experiments. Alex Breitweiser, a recent doctoral graduate in Physics from Penn's School of Arts & Sciences and the paper's co-first author, who is now a researcher at IBM, was working with nitrogen-vacancy (NV) centers in diamonds -- atomic-scale defects often used in quantum sensing -- when he noticed unusual patterns in the data.




The periodic signals looked like an experimental artifact, but persisted after extensive troubleshooting. Returning to textbooks from the 1950s and '60s on nuclear magnetic resonance, Breitweiser identified a physical mechanism that explained what they were seeing, but that had previously been dismissed as experimentally insignificant.

Advances in technology allowed the team to detect and measure effects that were once beyond the reach of scientific instruments. "We realized we weren't just seeing an anomaly," Brietweiser says. "We were breaking into a new regime of physics that we can access with this technology."

Unprecedented Precision

Understanding of the effect was further developed through collaboration with researchers at Delft University of Technology in the Netherlands, where Breitweiser had spent time conducting research on related topics as part of an international fellowship. Combining expertise in experimental physics, quantum sensing and theoretical modeling, the team created a method capable of capturing single atomic signals with extraordinary precision.

"This is a bit like isolating a single row in a huge spreadsheet," explains Mathieu Ouellet, a recent ESE doctoral graduate and the paper's other co-first author. "Traditional NQR produces something like an average -- you get a sense of the data as a whole, but know nothing about the individual data points. With this method, it's as though we've uncovered all the data behind the average, isolating the signal from one nucleus and revealing its unique properties."

Deciphering the Signals

Determining the theoretical underpinnings of the unexpected experimental result took significant effort. Ouellet had to carefully test various hypotheses, running simulations and performing calculations to match the data with potential causes. "It's a bit like diagnosing a patient based on symptoms," he explains. "The data points to something unusual, but there are often multiple possible explanations. It took quite a while to arrive at the correct diagnosis."




Looking ahead, the researchers see vast potential for their method to address pressing scientific challenges. By characterizing phenomena that were previously hidden, the new method could help scientists better understand the molecular mechanisms that shape our world.

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science and supported by the National Science Foundation (ECCS-1842655, DMR-2019444). Additional support came from the Natural Sciences and Engineering Research Council of Canada, through a Ph.D. Fellowship awarded to Ouellet, and from IBM, through a Ph.D. Fellowship awarded to Breitweiser.

Additional co-authors include Tzu-Yung Huang, formerly a doctoral student in ESE within Penn Engineering, now of Nokia Bell Labs, and Tim H. Taminiau at Delft University of Technology.
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Lighting up cancer cells with biolasers | ScienceDaily
Researchers from the University of Michigan have developed a way of detecting circulating tumor cells in the bloodstream of pancreatic cancer and lung cancer patients.


						
The study was published in Biosensors and Bioelectronics.

As tumors develop, they shed cells into the bloodstream.

Although these circulating tumor cells are vastly outnumbered by millions of other blood cells, detecting them early can potentially improve treatment outcomes.

For instance, pancreatic cancer has a poor prognosis because by the time it has been detected, it is too late to treat.

Similarly, the detection rates of lung cancer, especially if it reoccurs after treatment, is also poor.

Current detection techniques for circulating tumor cells involve labeling specific proteins on the surface of tumor cells with fluorescent dyes.




These stained cells can then be easily detected in the blood samples.

However, there are some disadvantages.

Some of the cells may not have those proteins on their surface and can therefore be missed.

The techniques also miss valuable information about what's happening inside the cancer cells.

"These existing techniques usually involve methods that end up killing the cancer cells, thus preventing us from utilizing these cells for further investigation," said Sunitha Nagrath, professor of chemical engineering.

"We realized that we needed an alternative way to identify circulating tumor cells while they are alive."

To do so, the researchers turned to biolasers.




Although the method still involves staining the cancer cells with dyes, it does not kill them and instead of depending on proteins that are on the surface of the cells, the researchers can stain something that is integral to all cells -- their nucleus.

Using blood samples from patients with pancreatic cancer, the researchers first passed all the cells through a circular maze, called Labyrinth, that pre-separated out the circulating tumor cells, which are slightly larger than other white blood cells.

"It's like driving around a curve in a bicycle versus a truck -- the forces you experience are very different. As a result, the larger tumor cells get focused into different location compared to smaller white blood cells" Nagrath said.

They then sandwiched the tumor cells between two mirrors and shone an excitation laser at them one cell at a time.

When the excitation is strong enough, the cells have laser emissions and are referred to as cell lasers.

"The laser emission from a cell laser is much stronger than what we get from traditional fluorescent techniques," said Xudong (Sherman) Fan, professor of biomedical engineering.

"The laser emission images are also different; in fluorescence emission the cells look like glowing spheres. However, with a laser you can see different shapes that provide information on how the DNA is organized inside cancer cells."

These differences, however, are subtle.

The researchers therefore turned to machine learning for help.

Using the Deep Cell-Laser Classifier model, they were able to accurately pick out pancreatic cancer cells 99% of the time.

The model was so effective that even though it was trained using pancreatic cancer cells, it was able to identify lung cancer cells without requiring any additional training.

"Although there are a few research groups who are working with biolasers, we are the first to use it for clinical studies on cancers and circulating tumor cells," Fan said.

Moving forward, the group is interested in building a device that can isolate cancer cells after they have been detected.

"With our system, if you want to collect circulating tumor cells, you have to remove the top mirror, which can cause the cell to move and then you lose track of it," Fan said.

"We want to develop a system where cells move along one-by-one through the laser excitation spot and then go through a cell sorting device that helps us sort and collect cells for subsequent analysis."

The team also plans to use the light patterns generated by the cells to better understand which tumors are more aggressive or treatment resistant.

"All these circulating cells can be very different from each other," Nagrath said. "Identifying how aggressive cells change during treatment cycles would be helpful."

"This work would not have been possible without such an interdisciplinary team," Nagrath added.
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Research may boost next-generation space rockets | ScienceDaily
Go faster, farther, more efficiently.


						
That's the goal driving spacecraft propulsion engineers like Chen Cui, a new assistant professor at the University of Virginia School of Engineering and Applied Science. Cui is exploring ways to improve electric propulsion thrusters -- a key technology for future space missions.

"In order to ensure the technology remains viable for long-term missions, we need to optimize EP integration with spacecraft systems," Cui said.

Working with his former adviser, University of Southern California professor Joseph Wang, Cui published findings last month in Plasma Sources Science and Technology that provide fresh insights into electron kinetic behavior within plasma beams, perhaps revealing the "shape" of things to come.

The Future of Space Exploration

Cui, who joined the Department of Mechanical and Aerospace Engineering in the fall, focuses his research on understanding how electrons -- tiny, fast-moving charged particles -- behave in the plasma beams emitted by EP thrusters.

"These particles may be small, but their movement and energy play an important role in determining the macroscopic dynamics of the plume emitted from the electric propulsion thruster," he said.




By studying these microscopic interactions, Cui aims to better understand how the plume of plasma emitted interacts with the spacecraft itself.

Electric propulsion works by ionizing a neutral gas, usually xenon, and then using electric fields to accelerate the resulting ions. The ions, now forming a high-speed plasma beam, push the spacecraft forward.

Compared to chemical rockets, EP systems are much more fuel-efficient, enabling spacecraft to travel farther while carrying less fuel. These systems are often powered by solar panels or small nuclear reactors, making them ideal for long missions in space, such as NASA's Artemis program, which aims to return humans to the moon, and eventually send astronauts to Mars and beyond.

However, the plume emitted by the thrusters isn't just exhaust -- it's the lifeline of the entire propulsion system. If not well understood, the plume can cause unexpected problems. Some particles may flow backward toward the spacecraft, potentially damaging important components on the craft, such as solar panels or communication antennas.

"For missions that could last years, EP thrusters must operate smoothly and consistently over long periods of time," Cui said. This means scientists and engineers must have a deep understanding of how the plasma plume behaves in order to prevent any potential damage.

What the Research Found

Cui specializes in building advanced computer simulations to study how plasma behaves in EP thruster plasma flows. These aren't just any simulations. They're powered by modern supercomputers and use a method called Vlasov simulation, an advanced "noise-free" computational method.




The electrons in an EP beam don't behave exactly as predicted by simple models. They perform differently at different temperatures and speeds, creating distinct patterns.

Being able to precisely see the complexity of electron interactions, while factoring out data that confuse the bigger picture, is key.

"The electrons are a lot like marbles packed into a tube," Cui said. "Inside the beam, the electrons are hot and move fast. Their temperature doesn't change much if you go along the beam direction. However, if the 'marbles' roll out from the middle of the tube, they start to cool down. This cooling happens more in certain direction, the direction perpendicular the beam's direction."

In their most recent paper, they found the electron velocity distribution shows a near-Maxwellian [bell-curve-like] shape in the beam direction and what they describe as a "top-hat" profile in the transverse direction of the beam.

Additionally, Cui and Wang discovered that electron heat flux -- the major way thermal energy moves through the EP plasma beam -- primarily occurs along the beam's direction, with unique dynamics that had not been fully captured in previous models.
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The carbon in our bodies probably left the galaxy and came back on cosmic 'conveyer belt' | ScienceDaily
Life on Earth could not exist without carbon. But carbon itself could not exist without stars. Nearly all elements except hydrogen and helium -- including carbon, oxygen and iron -- only exist because they were forged in stellar furnaces and later flung into the cosmos when their stars died. In an ultimate act of galactic recycling, planets like ours are formed by incorporating these star-built atoms into their makeup, be it the iron in Earth's core, the oxygen in its atmosphere or the carbon in the bodies of Earthlings.


						
A team of scientists based in the U.S. and Canada recently confirmed that carbon and other star-formed atoms don't just drift idly through space until they are dragooned for new uses. For galaxies like ours, which are still actively forming new stars, these atoms take a circuitous journey. They circle their galaxy of origin on giant currents that extend into intergalactic space. These currents -- known as the circumgalactic medium -- resemble giant conveyer belts that push material out and draw it back into the galactic interior, where gravity and other forces can assemble these raw materials into planets, moons, asteroids, comets and even new stars.

"Think of the circumgalactic medium as a giant train station: It is constantly pushing material out and pulling it back in," said team member Samantha Garza, a University of Washington doctoral candidate. "The heavy elements that stars make get pushed out of their host galaxy and into the circumgalactic medium through their explosive supernovae deaths, where they can eventually get pulled back in and continue the cycle of star and planet formation."

Garza is lead author on a paper describing these findings that was published Dec. 27 in the Astrophysical Journal Letters.

"The implications for galaxy evolution, and for the nature of the reservoir of carbon available to galaxies for forming new stars, are exciting," said co-author Jessica Werk, UW professor and chair of the Department of Astronomy. "The same carbon in our bodies most likely spent a significant amount of time outside of the galaxy!"

In 2011, a team of scientists for the first time confirmed the long-held theory that star-forming galaxies like ours are surrounded by a circumgalactic medium -- and that this large, circulating cloud of material includes hot gases enriched in oxygen. Garza, Werk and their colleagues have discovered that the circumgalactic medium of star-forming galaxies also circulates lower-temperature material like carbon.

"We can now confirm that the circumgalactic medium acts like a giant reservoir for both carbon and oxygen," said Garza. "And, at least in star-forming galaxies, we suggest that this material then falls back onto the galaxy to continue the recycling process."

Studying the circumgalactic medium could help scientists understand how this recycling process subsides, which will happen eventually for all galaxies -- even ours. One theory is that a slowing or breakdown of the circumgalactic medium's contribution to the recycling process may explain why a galaxy's stellar populations decline over long periods of time.




"If you can keep the cycle going -- pushing material out and pulling it back in -- then theoretically you have enough fuel to keep star formation going," said Garza.

For this study, the researchers used the Cosmic Origins Spectrograph on the Hubble Space Telescope. The spectrograph measured how light from nine distant quasars -- ultra-bright sources of light in the cosmos -- is affected by the circumgalactic medium of 11 star-forming galaxies. The Hubble readings indicated that some of the light from the quasars was being absorbed by a specific component in the circumgalactic medium: carbon, and lots of it. In some cases, they detected carbon extending out almost 400,000 light years -- or four times the diameter of our own galaxy -- into intergalactic space.

Future research is needed to quantify the full extent of the other elements that make up the circumgalactic medium and to further compare how their compositions differ between galaxies that are still making large amounts of stars and galaxies that have largely ceased star formation. Those answers could illuminate not just when galaxies like ours transition into stellar deserts, but why.

Co-authors on the paper are Trystyn Berg, research fellow at the Herzberg Astronomy and Astrophysics Research Centre in British Columbia; Yakov Faerman, a UW postdoctoral researcher in astronomy; Benjamin Oppenheimer, a research fellow at the University of Colorado Boulder; Rongmon Bordoloi, assistant professor of physics at North Carolina State University; and Sara Ellison, professor of physics and astronomy at the University of Victoria. The research was funded by NASA and the National Science Foundation.
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New nanocrystal material a key step toward faster, more energy-efficient computing | ScienceDaily
Scientists including an Oregon State University chemistry researcher have taken a key step toward next-generation optical computing and memory with the discovery of luminescent nanocrystals that can be quickly toggled from light to dark and back again.


						
"The extraordinary switching and memory capabilities of these nanocrystals may one day become integral to optical computing -- a way to rapidly process and store information using light particles, which travel faster than anything in the universe," said Artiom Skripka, assistant professor in the OSU College of Science. "Our findings have the potential to advance artificial intelligence and information technologies generally."

Published in Nature Photonics, the study by Skripka and collaborators at Lawrence Berkeley National Laboratory, Columbia University and the Autonomous University of Madrid involves a type of material known as avalanching nanoparticles.

Nanomaterials are tiny bits of matter measuring between one-billionth and one-hundred-billionths of a meter, and avalanching nanoparticles feature extreme non-linearity in their light-emission properties -- they emit light whose intensity can increase massively with a small increase in the intensity of the laser that's exciting them.

The researchers studied nanocrystals composed of potassium, chlorine and lead and doped with neodymium. By themselves, the potassium lead chloride nanocrystals do not interact with light; however, as hosts, they enable their neodymium guest ions to handle light signals more efficiently, making them useful for optoelectronics, laser technology and other optical applications.

"Normally, luminescent materials give off light when they are excited by a laser and remain dark when they are not," Skripka said. "In contrast, we were surprised to find that our nanocrystals live parallel lives. Under certain conditions, they show a peculiar behavior: They can be either bright or dark under exactly the same laser excitation wavelength and power."

That behavior is referred to as intrinsic optical bistability.




"If the crystals are dark to start with, we need a higher laser power to switch them on and observe emission, but once they emit, they remain emitting and we can observe their emission at lower laser powers than we needed to switch them on initially," Skripka said. "It's like riding a bike -- to get it going, you have to push the pedals hard, but once it is in motion, you need less effort to keep it going. And their luminescence can be turned on and off really abruptly, as if by pushing a button."

The low-power switching capabilities of the nanocrystals align with the global effort to reduce the amount of energy consumed by the growing presence of artificial intelligence, data centers and electronic devices. And not only do AI applications require substantial computational power, they are often constrained by limitations associated with existing hardware, a situation this new research could also address.

"Integrating photonic materials with intrinsic optical bistability could mean faster and more efficient data processors, enhancing machine learning algorithms and data analysis," Skripka said. "It could also mean more-efficient light-based devices of the type used in fields like telecommunications, medical imaging, environmental sensing, and interconnects for optical and quantum computers."

Additionally, he said, the study complements existing efforts to develop powerful, general-purpose optical computers, which are based on the behavior of light and matter at the nanoscale, and underscores the importance of fundamental research in driving innovation and economic growth.

"Our findings are an exciting development, but more research is necessary to address challenges such as scalability and integration with existing technologies before our discovery finds a home in practical applications," Skripka said.

The U.S. Department of Energy, the National Science Foundation and the Defense Advanced Research Projects Agency supported the research, which was led by Bruce Cohen and Emory Chan of Lawrence Berkeley, P. James Schuck of Columbia University and Daniel Jaque of the Autonomous University of Madrid.
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Breakthrough for 'smart cell' design | ScienceDaily
Rice University bioengineers have developed a new construction kit for building custom sense-and-respond circuits in human cells. The research, published in the journal Science, represents a major breakthrough in the field of synthetic biology that could revolutionize therapies for complex conditions like autoimmune disease and cancer.


						
"Imagine tiny processors inside cells made of proteins that can 'decide' how to respond to specific signals like inflammation, tumor growth markers or blood sugar levels," said Xiaoyu Yang, a graduate student in the Systems, Synthetic and Physical Biology Ph.D. program at Rice who is the lead author on the study. "This work brings us a whole lot closer to being able to build 'smart cells' that can detect signs of disease and immediately release customizable treatments in response."

The new approach to artificial cellular circuit design relies on phosphorylation -- a natural process cells use to respond to their environment that features the addition of a phosphate group to a protein. Phosphorylation is involved in a wide range of cellular functions, including the conversion of extracellular signals into intracellular responses -- e.g., moving, secreting a substance, reacting to a pathogen or expressing a gene.

In multicellular organisms, phosphorylation-based signaling often involves a multistage, cascading effect like falling dominoes. Previous attempts at harnessing this mechanism for therapeutic purposes in human cells have focused on re-engineering native, existing signaling pathways. However, the complexity of the pathways makes them difficult to work with, so applications have remained fairly limited.

Thanks to Rice researchers' new findings, however, phosphorylation-based innovations in "smart cell" engineering could see a significant uptick in the coming years. What enabled this breakthrough was a shift in perspective:

Phosphorylation is a sequential process that unfolds as a series of interconnected cycles leading from cellular input (i.e. something the cell encounters or senses in its environment) to output (what the cell does in response). What the research team realized -- and set out to prove -- was that each cycle in a cascade can be treated as an elementary unit, and these units can be linked together in new ways to construct entirely novel pathways that link cellular inputs and outputs.

"This opens up the signaling circuit design space dramatically," said Caleb Bashor, an assistant professor of bioengineering and biosciences and corresponding author on the study. "It turns out, phosphorylation cycles are not just interconnected but interconnectable -- this is something that we were not sure could be done with this level of sophistication before.




"Our design strategy enabled us to engineer synthetic phosphorylation circuits that are not only highly tunable but that can also function in parallel with cells' own processes without impacting their viability or growth rate."

While this may sound straightforward, figuring out the rules for how to build, connect and tune the units -- including the design of intra- and extracellular outputs -- was anything but. Moreover, the fact that synthetic circuits could be built and implemented in living cells was not a given.

"We didn't necessarily expect that our synthetic signaling circuits, which are composed entirely of engineered protein parts, would perform with a similar speed and efficiency as natural signaling pathways found in human cells," Yang said. "Needless to say, we were pleasantly surprised to find that to be the case. It took a lot of effort and collaboration to pull it off."

The do-it-yourself, modular approach to cellular circuit design proved capable of reproducing an important systems-level ability of native phosphorylation cascades, namely amplifying weak input signals into macroscopic outputs. Experimental observations of this effect verified the team's quantitative modelling predictions, reinforcing the new framework's value as a foundational tool for synthetic biology.

Another distinct advantage of the new approach to sense-and-respond cellular circuit design is that phosphorylation occurs rapidly in only seconds or minutes, so the new synthetic phospho-signaling circuits could potentially be programmed to respond to physiological events that occur on a similar timescale. In contrast, many previous synthetic circuit designs were based on different molecular processes such as transcription, which can take many hours to activate.

The researchers also tested the circuits for sensitivity and ability to respond to external signals like inflammatory factors. To prove its translational potential, the team used the framework to engineer a cellular circuit that can detect these factors and could be used to control autoimmune flare-ups and reduce immunotherapy-associated toxicity.

"Our research proves that it is possible to build programmable circuits in human cells that respond to signals quickly and accurately, and it is the first report of a construction kit for engineering synthetic phosphorylation circuits," said Bashor, who also serves as deputy director for the Rice Synthetic Biology Institute, which was launched earlier this year in order to capitalize on Rice's deep expertise in the field and catalyze collaborative research.

Caroline Ajo-Franklin, who serves as institute director, said the study's findings are an example of the transformative work Rice researchers are doing in synthetic biology.

"If in the last 20 years synthetic biologists have learned how to manipulate the way bacteria gradually respond to environmental cues, the Bashor lab's work vaults us forward to a new frontier -- controlling mammalian cells' immediate response to change," said Ajo-Franklin, a professor of biosciences, bioengineering, chemical and biomolecular engineering and a Cancer Prevention and Research Institute of Texas Scholar.
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AI can improve ovarian cancer diagnoses | ScienceDaily
A new international study led by researchers at Karolinska Institutet in Sweden shows that AI-based models can outperform human experts at identifying ovarian cancer in ultrasound images. The study is published in Nature Medicine.


						
"Ovarian tumours are common and are often detected by chance," says Professor Elisabeth Epstein at the Department of Clinical Science and Education, Sodersjukhuset (Stockholm South General Hospital), at Karolinska Institutet and senior consultant at the hospital's Department of Obstetrics and Gynecology. "There is a serious shortage of ultrasound experts in many parts of the world, which has raised concerns of unnecessary interventions and delayed cancer diagnoses. We therefor wanted to find out if AI can complement human experts."

AI outperforms experts

The researchers have developed and validated neural network models able to differentiate between benign and malignant ovarian lesions, having trained and tested the AI on over 17,000 ultrasound images from 3,652 patients across 20 hospitals in eight countries. They then compared the models' diagnostic capacity with a large group of experts and less experienced ultrasound examiners.

The results showed that the AI models outperformed both expert and non-expert examiners at identifying ovarian cancer, achieving an accuracy rate of 86.3 per cent, compared to 82.6 per cent and 77.7 per cent for the expert and non-expert examiners respectively.

"This suggests that neural network models can offer valuable support in the diagnosis of ovarian cancer, especially in difficult-to-diagnose cases and in settings where there's a shortage of ultrasound experts," says Professor Epstein.

Reducing the need for expert referrals

The AI models can also reduce the need for expert referrals. In a simulated triage situation, the AI support cut the number of referrals by 63 per cent and the misdiagnosis rate by 18 per cent. This can lead to faster and more cost-effective care for patients with ovarian lesions.




Despite the promising results, the researchers stress that further studies are needed before the full potential of the neural network models and their clinical limitations are fully understood.

"With continued research and development, AI-based tools can be an integral part of tomorrow's healthcare, relieving experts and optimising hospital resources, but we need to make sure that they can be adapted to different clinical environments and patient groups," says Filip Christiansen, doctoral student in Professor Epstein's research group at Karolinska Institutet and joint first author with Emir Konuk at the KTH Royal Institute of Technology.

Evaluating the safety of the AI support

The researchers are now conducting prospective clinical studies at Sodersjukhuset to evaluate the everyday clinical safety and usefulness of the AI tool. Future research will also include a randomised multicentre study to examine its effect on patient management and healthcare costs.

The study was conducted in close collaboration with researchers at the KTH Royal Institute of Technology and was financed by grants from the Swedish Research Council, the Swedish Cancer Society, the Stockholm Regional Council, the Cancer Research Funds of Radiumhemmet and the Wallenberg AI, Autonomous Systems and Software Program (WASP).

Elisabeth Epstein, Filip Christiansen and three co-authors have applied for a patent through the company Intelligyn for methods of computer-supported diagnostics. Elisabeth Epstein, Filip Christiansen and Kevin Smith, researcher at the KTH Royal Institute of Technology, also own shares in Intelligyn, for which Professor Epstein is an unsalaried manager.
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How good are AI doctors at medical conversations? | ScienceDaily
Artificial intelligence tools such as ChatGPT have been touted for their promise to alleviate clinician workload by triaging patients, taking medical histories and even providing preliminary diagnoses.


						
These tools, known as large-language models, are already being used by patients to make sense of their symptoms and medical tests results.

But while these AI models perform impressively on standardized medical tests, how well do they fare in situations that more closely mimic the real world?

Not that great, according to the findings of a new study led by researchers at Harvard Medical School and Stanford University.

For their analysis, published Jan. 2 in Nature Medicine, the researchers designed an evaluation framework -- or a test -- called CRAFT-MD (Conversational Reasoning Assessment Framework for Testing in Medicine) and deployed it on four large-language models to see how well they performed in settings closely mimicking actual interactions with patients.

All four large-language models did well on medical exam-style questions, but their performance worsened when engaged in conversations more closely mimicking real-world interactions.

This gap, the researchers said, underscores a two-fold need: First, to create more realistic evaluations that better gauge the fitness of clinical AI models for use in the real world and, second, to improve the ability of these tools to make diagnosis based on more realistic interactions before they are deployed in the clinic.




Evaluation tools like CRAFT-MD, the research team said, can not only assess AI models more accurately for real-world fitness but could also help optimize their performance in clinic.

"Our work reveals a striking paradox -- while these AI models excel at medical board exams, they struggle with the basic back-and-forth of a doctor's visit," said study senior author Pranav Rajpurkar, assistant professor of biomedical informatics at Harvard Medical School. "The dynamic nature of medical conversations -- the need to ask the right questions at the right time, to piece together scattered information, and to reason through symptoms -- poses unique challenges that go far beyond answering multiple choice questions. When we switch from standardized tests to these natural conversations, even the most sophisticated AI models show significant drops in diagnostic accuracy."

A better test to check AI's real-world performance

Right now, developers test the performance of AI models by asking them to answer multiple choice medical questions, typically derived from the national exam for graduating medical students or from tests given to medical residents as part of their certification.

"This approach assumes that all relevant information is presented clearly and concisely, often with medical terminology or buzzwords that simplify the diagnostic process, but in the real world this process is far messier," said study co-first author Shreya Johri, a doctoral student in the Rajpurkar Lab at Harvard Medical School. "We need a testing framework that reflects reality better and is, therefore, better at predicting how well a model would perform."

CRAFT-MD was designed to be one such more realistic gauge.




To simulate real-world interactions, CRAFT-MD evaluates how well large-language models can collect information about symptoms, medications, and family history and then make a diagnosis. An AI agent is used to pose as a patient, answering questions in a conversational, natural style. Another AI agent grades the accuracy of final diagnosis rendered by the large-language model. Human experts then evaluate the outcomes of each encounter for ability to gather relevant patient information, diagnostic accuracy when presented with scattered information, and for adherence to prompts.

The researchers used CRAFT-MD to test four AI models -- both proprietary or commercial and open-source ones -- for performance in 2,000 clinical vignettes featuring conditions common in primary care and across 12 medical specialties.

All AI models showed limitations, particularly in their ability to conduct clinical conversations and reason based on information given by patients. That, in turn, compromised their ability to take medical histories and render appropriate diagnosis. For example, the models often struggled to ask the right questions to gather pertinent patient history, missed critical information during history taking, and had difficulty synthesizing scattered information. The accuracy of these models declined when they were presented with open-ended information rather than multiple choice answers. These models also performed worse when engaged in back-and-forth exchanges -- as most real-world conversations are -- rather than when engaged in summarized conversations.

Recommendations for optimizing AI's real-world performance 

Based on these findings, the team offers a set of recommendations both for AI developers who design AI models and for regulators charged with evaluating and approving these tools.

These include:
    	Use of conversational, open-ended questions that more accurately mirror unstructured doctor-patient interactions in the design, training, and testing of AI tools
    	Assessing models for their ability to ask the right questions and to extract the most essential information
    	Designing models capable of following multiple conversations and integrating information from them
    	Designing AI models capable of integrating textual (notes from conversations) with and non-textual data (images, EKGs)
    	Designing more sophisticated AI agents that can interpret non-verbal cues such as facial expressions, tone, and body language

Additionally, the evaluation should include both AI agents and human experts, the researchers recommend, because relying solely on human experts is labor-intensive and expensive. For example, CRAFT-MD outpaced human evaluators, processing 10,000 conversations in 48 to 72 hours, plus 15-16 hours of expert evaluation. In contrast, human-based approaches would require extensive recruitment and an estimated 500 hours for patient simulations (nearly 3 minutes per conversation) and about 650 hours for expert evaluations (nearly 4 minutes per conversation). Using AI evaluators as first line has the added advantage of eliminating the risk of exposing real patients to unverified AI tools.

The researchers said they expect that CRAFT-MD itself will also be updated and optimized periodically to integrate improved patient-AI models.

"As a physician scientist, I am interested in AI models that can augment clinical practice effectively and ethically," said study co-senior author Roxana Daneshjou, assistant professor of Biomedical Data Science and Dermatology at Stanford University. "CRAFT-MD creates a framework that more closely mirrors real-world interactions and thus it helps move the field forward when it comes to testing AI model performance in health care."
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How does a hula hoop master gravity? Mathematicians prove that shape matters | ScienceDaily
Hula hooping is so commonplace that we may overlook some interesting questions it raises: "What keeps a hula hoop up against gravity?" and "Are some body types better for hula hooping than others?" A team of mathematicians explored and answered these questions with findings that also point to new ways to better harness energy and improve robotic positioners.


						
The results are the first to explain the physics and mathematics of hula hooping.

"We were specifically interested in what kinds of body motions and shapes could successfully hold the hoop up and what physical requirements and restrictions are involved," explains Leif Ristroph, an associate professor at New York University's Courant Institute of Mathematical Sciences and the senior author of the paper, which appears in the Proceedings of the National Academy of Sciences.

To answer these questions, the researchers replicated, in miniature, hula hooping in NYU's Applied Mathematics Laboratory. They tested different shapes and motions in a series of experiments on robotic hula hoopers using 3D-printed bodies of different shapes (e.g., cylinders, cones, hourglass shapes) to represent human forms at one-tenth the size. These shapes were driven to gyrate by a motor, replicating the motions we take when hula hooping. Hoops approximately 6 inches in diameter were launched on these bodies, with high-speed video capturing the movements.

The results showed that the exact form of the gyration motion or the cross-section shape of the body (circle versus ellipse) wasn't a factor in hula hooping.

"In all cases, good twirling motions of the hoop around the body could be set up without any special effort," Ristroph explains.

However, keeping a hoop elevated against gravity for a significant period of time was more difficult, requiring a special "body type" -- one with a sloping surface as "hips" to provide the proper angle for pushing up the hoop and a curvy form as a "waist" to hold the hoop in place.




"People come in many different body types -- some who have these slope and curvature traits in their hips and waist and some who don't," notes Ristroph. "Our results might explain why some people are natural hoopers and others seem to have to work extra hard."

The paper's authors conducted mathematical modeling of these dynamics to derive formulas that explained the results -- calculations that could be used for other purposes.

"We were surprised that an activity as popular, fun, and healthy as hula hooping wasn't understood even at a basic physics level," says Ristroph. "As we made progress on the research, we realized that the math and physics involved are very subtle, and the knowledge gained could be useful in inspiring engineering innovations, harvesting energy from vibrations, and improving in robotic positioners and movers used in industrial processing and manufacturing."

The paper's other authors were Olivia Pomerenk, an NYU doctoral student, and Xintong Zhu, an NYU undergraduate at the time of the study.

The work was supported by a grant from the National Science Foundation (DMS-1847955).
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Water treatment: catching steroid hormones with nanotubes | ScienceDaily
Steroid hormones are among the most widespread aquatic micropollutants. They are harmful to human health, and they cause ecological imbalances in aquatic environments. At the Karlsruhe Institute of Technology (KIT), researchers have investigated how steroid hormones are degraded in an electrochemical membrane reactor with carbon nanotube membranes. They found that adsorption of steroid hormones on the carbon nanotubes did not limit the hormones' subsequent degradation. A report on their work has been published in Nature Communications.


						
Supplying clean water to people around the world is one of the great challenges of today and tomorrow. Various micropollutants (organic and inorganic substances) are present in low concentrations in wastewater but can still be harmful to humans and the environment. Considerable risks are posed by endocrine-disrupting substances, such as steroid hormones, which can affect the hormonal system. Such substances are present in pharmaceuticals, contraceptives and other products. Though difficult to detect in water, they can seriously harm human health and disrupt the ecological equilibrium of aquatic environments.

Oxidation Facilitates Micropollutant Degradation

Steroid hormones can be neither detected nor removed with conventional water treatment methods. Electrochemical oxidation (EO) is gaining recognition as a promising approach for their removal; EO systems consist of an anode and a cathode connected to an external power source. The electrical energy at the electrodes is varied (modulated), leading to the oxidation and degradation of pollutants at the anode's surface. EO can be exploited more effectively with electrochemical membrane reactors (EMR), in which a conductive membrane serves as a flow-through electrode, improving mass transfer and making active sites more accessible for the reacting molecules.

Unique Physical and Chemical Properties of Carbon Nanotubes

In collaboration with scientists from the University of California, Los Angeles, and Hebrew University of Jerusalem, researchers at KIT's Institute for Advanced Membrane Technology (IAMT) have announced progress in understanding the mysterious mechanisms at work in EMR. For a paper in "Water Treatment and Harvesting," a special issue of Nature Communications, they investigated the degradation of steroid hormone micropollutants in an EMR with carbon nanotube membranes. With diameters in the nanometer range, carbon nanotubes (CNT) have unique physical and chemical properties. "Their high electrical conductivity enables efficient electron transfer," said Andrea Iris Schafer, Professor of Water Process Engineering and head of the IAMT at KIT. "Thanks to their nanostructure, CNTs have an extremely large surface area, which gives them huge potential for adsorbing various organic compounds. That makes subsequent electrochemical reactions easier."

In their research, the scientists used state-of-the-art analytical methods to investigate the complex interactions of adsorption and desorption, electrochemical reactions, and byproduct formation in an EMR. "We found that pre-adsorption of steroid hormones, meaning their enrichment on the surface of the CNT, did not limit the later degradation of the hormones," said Dr. Siqi Liu, an IAMT postdoc. "We attribute this to rapid adsorption and effective mass transfer." The study's analytical approach facilitates the identification of factors limiting hormone degradation under varying conditions. "Our analysis explains some of the underlying mechanisms in electrochemical membrane reactors and provides valuable insights for the improvement of electrochemical strategies for eliminating micropollutants from water," concluded Schafer.
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Artificial intelligence: Algorithms improve medical image analysis | ScienceDaily
Artificial intelligence has the potential to improve the analysis of medical image data. For example, algorithms based on deep learning can determine the location and size of tumors. This is the result of AutoPET, an international competition in medical image analysis, where researchers of Karlsruhe Institute of Technology (KIT) were ranked fifth. The seven best autoPET teams report in the journal Nature Machine Intelligence on how algorithms can detect tumor lesions in positron emission tomography (PET) and computed tomography (CT).


						
Imaging techniques play a key role in the diagnosis of cancer. Precisely determining the location, size, and type of tumors is essential for choosing the right therapy. The most important imaging techniques include positron emission tomography (PET) and computer tomography (CT). PET uses radionuclides to visualize metabolic processes in the body. The metabolic rate of malign tumors is considerably higher than that of benign tissues. Radioactively labeled glucose, usually fluorine-18-deoxyglucose (FDG), is used for this purpose. In CT, the body is scanned layer by layer in an X-ray tube to visualize the anatomy and localize tumors.

Automation Can Save Time and Improve Evaluation 

Cancer patients sometimes have hundreds of lesions, i.e. pathological changes caused by the growth of tumors. To obtain a uniform picture, it is necessary to capture all lesions. Doctors determine the size of the tumor lesions by manually marking 2D slice images -- an extremely time-consuming task. "Automated evaluation using an algorithm would save an enormous amount of time and improve the results," explains Professor Rainer Stiefelhagen, Head of the Computer Vision for Human-Computer Interaction Lab (cv:hci) at KIT.

Rainer Stiefelhagen and Zdravko Marinov, a doctoral student at cv:hci, took part in the international autoPET competition in 2022 and came in fifth out of 27 teams involving 359 participants from all over the world. The Karlsruhe researchers formed a team with Professor Jens Kleesiek and Lars Heiliger from the Essen-based IKIM -- Institute for Artificial Intelligence in Medicine. Organized by the Tubingen University Hospital and the LMU Hospital Munich, autoPET combined imaging and machine learning. The task was to automatically segment metabolically active tumor lesions visualized on a whole-body PET/CT. For the algorithm training, the participating teams had access to a large annotated PET/CT dataset. All algorithms submitted for the final phase of the competition are based on deep learning methods. This is a variant of machine learning that uses multi-layered artificial neural networks to recognize complex patterns and correlations in large amounts of data. The seven best teams from the autoPET competition have now reported on the possibilities of automated analysis of medical image data in the Nature Machine Intelligence journal.

Algorithm Ensemble Excels in the Detection Tumor Lesions 

As the researchers explain in their publication, an ensemble of the top-rated algorithms proved to be superior to individual algorithms. The ensemble of algorithms is able to detect tumor lesions efficiently and precisely. "While the performance of the algorithms in image data evaluation partly depends indeed on the quantity and quality of the data, the algorithm design is another crucial factor, for example with regard to the decisions made in the post-processing of the predicted segmentation," explains Stiefelhagen. Further research is needed to improve the algorithms and make them more resistant to external influences so that they can be used in everyday clinical practice. The aim is to fully automate the analysis of medical PET and CT image data in the near future.
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Big leap forward for environmentally friendly 'e-textiles' technology | ScienceDaily
A research team led by the University of Southampton and UWE Bristol has shown wearable electronic textiles (e-textiles) can be both sustainable and biodegradable.


						
A new study, which also involved the universities of Exeter, Cambridge, Leeds and Bath, describes and tests a new sustainable approach for fully inkjet-printed, eco-friendly e-textiles named 'Smart, Wearable, and Eco-friendly Electronic Textiles', or 'SWEET'.

Findings are published in the journal Energy and Environmental Materials.

E-textiles are those with embedded electrical components, such as sensors, batteries or lights. They might be used in fashion, for performance sportwear, or for medical purposes as garments that monitor people's vital signs.

Such textiles need to be durable, safe to wear and comfortable, but also, in an industry which is increasingly concerned with clothing waste, they need to be kind to the environment when no longer required.

Professor Nazmul Karim at the University of Southampton's Winchester School of Art, who led the study, explains: "Integrating electrical components into conventional textiles complicates the recycling of the material because it often contains metals, such as silver, that don't easily biodegrade. Our potential ecofriendly approach for selecting sustainable materials and manufacturing overcomes this, enabling the fabric to decompose when it is disposed of."

The team's design has three layers, a sensing layer, a layer to interface with the sensors and a base fabric. It uses a textile called Tencel for the base, which is made from renewable wood and is biodegradable. The active electronics in the design are made from graphene, along with a polymer called PEDOT: PSS. These conductive materials are precision inkjet-printed onto the fabric.




The researchers tested samples of the material for continuous monitoring of human physiology using five volunteers. Swatches of the fabric, connected to monitoring equipment, were attached to gloves worn by the participants. Results confirmed the material can effectively and reliably measure both heart rate and temperature at the industry standard level.

Dr Shaila Afroj, an Associate Professor of Sustainable Materials from the University of Exeter and a co-author of the study, highlighted the importance of this performance: "Achieving reliable, industry-standard monitoring with eco-friendly materials is a significant milestone. It demonstrates that sustainability doesn't have to come at the cost of functionality, especially in critical applications like healthcare."

The project team then buried the e-textiles in soil to measure its biodegradable properties. After four months, the fabric had lost 48 percent of its weight and 98 percent of its strength, suggesting relatively rapid and also effective decomposition. Furthermore, a life cycle assessment revealed the graphene-based electrodes had up to 40 times less impact on the environment than standard electrodes.

Marzia Dulal from UWE Bristol, a Commonwealth PhD Scholar and the first author of the study, highlighted the environmental impact: "Our life cycle analysis shows that graphene-based e-textiles have a fraction of the environmental footprint compared to traditional electronics. This makes them a more responsible choice for industries looking to reduce their ecological impact."

The ink-jet printing process is also a more sustainable approach for e-textile fabrications, depositing exact numbers of functional materials on textiles as needed, with almost no material waste and less use of water and energy than conventional screen printing.

Professor Karim concludes: " Amid rising pollution from landfill sites, our study helps to address a lack of research in the area of biodegradation of e-textiles. These materials will become increasingly more important in our lives, particularly in the area of healthcare, so it's really important we consider how to make them more eco-friendly, both in their manufacturing and disposal."

The researchers hope they can now move forward with designing wearable garments made from SWEET for potential use in the healthcare sector, particularly in the area of early detection and prevention of heart-related diseases that 640 million people (source: BHF) suffer from worldwide.
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Chemists create eco-friendly method to make chlorine-based materials for drugs and chemicals | ScienceDaily
Chlorine plays an essential part in daily life, from keeping pools clean to preserving food. Now, a team of chemists at Rice University has developed a more environmentally friendly way to integrate chlorine into chemical building blocks for medications, plastics, pesticides and other essential products while reducing costs. This research was published in Nature Synthesis on Jan. 2.


						
Led by Julian West, assistant professor of chemistry and a Cancer Prevention and Research Institute of Texas (CPRIT) Scholar, the research team developed a photocatalytic process that uses iron and sulfur catalysts activated by mild blue light to add chlorine atoms to organic molecules. This innovation eliminates the need for harsh chemicals or high temperatures typically required in chlorination, which can generate difficult-to-purify byproducts.

"Our method uses sustainable, low-cost catalysts and operates at room temperature with gentle blue light," West said. "It provides a targeted, efficient way to chlorinate molecules without conventional approaches' environmental and purification challenges."

One advantage of the team's method is its precise targeting of chlorine placement on molecules, a process called anti-Markovnikov hydrochlorination. This precision creates highly pure products by selectively attaching chlorine atoms to less-reactive parts of the starting molecules. With this approach, chemists can avoid extra purification steps that are often time-consuming and costly.

The researchers also unveiled a novel addition to this process: using heavy water to incorporate deuterium, a stable hydrogen isotope. This step could make certain drugs last longer in the body by increasing their stability, potentially enhancing their effectiveness.

"It's exciting that this method could open new doors for modifying pharmaceuticals and natural products in ways that weren't possible with older techniques," West said.

Research collaborators include Rice students Kang-Jie Bian, Shih-Chieh Kao, Ying Chen, Yen-Chu Lu, David Nemoto Jr. and Xiaowei Chen.

Angel Marti, professor and chair of chemistry and professor of bioengineering and materials science and nanoengineering, also contributed to this study, which was supported by CPRIT, the Welch Foundation, the Research Corporation for Science Advancement and the American Chemical Society Petroleum Research Fund.
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Building better infrared sensors | ScienceDaily
Detecting infrared light is critical in an enormous range of technologies, from remote controls to autofocus systems to self-driving cars and virtual reality headsets. That means there would be major benefits from improving the efficiency of infrared sensors, such as photodiodes.


						
Researchers at Aalto University have developed a new type of infrared photodiode that is 35% more responsive at 1.55 mm, the key wavelength for telecommunications, compared to other germanium-based components. Importantly, this new device can be manufactured using current production techniques, making it highly practical for adoption.

'It took us eight years from the idea to proof-of-concept,' says Hele Savin, a professor at Aalto University.

The basic idea is to make the photodiodes using germanium instead of indium gallium arsenide. Germanium photodiodes are cheaper and already fully compatible with the semiconductor manufacturing process -- but so far, germanium photodiodes have performed poorly in terms of capturing infrared light.

Savin's team managed to make germanium photodiodes that capture nearly all the infrared light that hits them.

'The high performance was made possible by combining several novel approaches: eliminating optical losses using surface nanostructures and minimizing electrical losses in two different ways,' explains Hanchen Liu, the doctoral researcher who built the proof-of-concept device.

The team's tests showed that their proof-of-concept photodiode outperformed not only existing germanium photodiodes but also commercial indium gallium arsenide photodiodes in responsivity. The new technology captures infrared photons very efficiently and works well across a wide range of wavelengths. The new photodiodes can be readily fabricated by existing manufacturing facilities, and the researchers expect that they can be directly integrated into many technologies.

'The timing couldn't be better. So many fields nowadays rely on sensing infrared radiation that the technology has become part of our everyday lives,' says Savin.

Savin and the rest of the team are keen to see how their technology will affect existing applications and to discover what new applications become possible with the improved sensitivity.

The study was published on 1 Jan 2025 in the journal Light: Science & Applications.
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New method turns e-waste to gold | ScienceDaily
A Cornell University-led research team has developed a method for extracting gold from electronics waste, then using the recovered precious metal as a catalyst for converting carbon dioxide (CO2), a greenhouse gas, to organic materials.


						
The method could provide a sustainable use for some of the approximately 50 million tons of e-waste discarded each year, only 20% of which is recycled, according to Amin Zadehnazari, a postdoctoral researcher in the lab of Alireza Abbaspourrad, professor of food chemistry and ingredient technology.

Zadehnazari synthesized a pair of vinyl-linked covalent organic frameworks (VCOFs) to remove gold ions and nanoparticles from circuit boards in discarded electronic devices. One of his VCOFs was shown to selectively capture 99.9% of the gold and very little of other metals, including nickel and copper, from the devices.

"We can then use the gold-loaded COFs to convert CO2 into useful chemicals," Zadehnazari said. "By transforming CO2 into value-added materials, we not only reduce waste disposal demands, we also provide both environmental and practical benefits. It's kind of a win-win for the environment."

Abbaspourrad is corresponding author and Zadehnazari lead author of "Recycling E-waste Into Gold-loaded Covalent Organic Framework Catalysts for Terminal Alkyne Carboxylation," which published in Nature Communications.

Electronics waste is a literal gold mine: It's estimated that a ton of e-waste contains at least 10 times more gold than a ton of the ore from which gold is extracted. And with an anticipated 80 million metric tons of e-waste by 2030, it's increasingly important to find ways to recover that precious metal.

Traditional methods for recovering gold from e-waste involve harsh chemicals, including cyanide, which pose environmental risks. Zadehnazari's method is achieved without hazardous chemicals, using chemical adsorption -- the adhesion of particles to a surface.

The research made use of the Cornell Center for Materials Research and the Cornell NMR facilities, both of which are funded by the National Science Foundation.
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Detecting disease with only a single molecule | ScienceDaily
UC Riverside scientists have developed a nanopore-based tool that could help diagnose illnesses much faster and with greater precision than current tests allow, by capturing signals from individual molecules. 


						
Since the molecules scientists want to detect -- generally certain DNA or protein molecules -- are roughly one-billionth of a meter wide, the electrical signals they produce are very small and require specialized detection instruments. 

"Right now, you need millions of molecules to detect diseases. We're showing that it's possible to get useful data from just a single molecule," said Kevin Freedman, assistant professor of bioengineering at UCR and lead author of a paper about the tool in Nature Nanotechnology. "This level of sensitivity could make a real difference in disease diagnostics." 

Freedman's lab aims to build electronic detectors that behave like neurons in the brain and can retain memories: specifically, memories of which molecules previously passed through the sensor. To do this, the UCR scientists developed a new circuit model that accounts for small changes to the sensor's behavior.  

At the core of their circuit is a nanopore--a tiny opening through which molecules pass one at a time. Biological samples are loaded into the circuit along with salts, which dissociate into ions. 

If protein or DNA molecules from the sample pass through the pore, this reduces the flow of ions that can pass. "Our detector measures the reduction in flow caused by a protein or bit of DNA passing through and blocking the passage of ions," Freedman said. 

To analyze the electrical signals generated by the ions, Freedman suggests, the system needs to account for the likelihood that some molecules may not be detected as they pass through the nanopore.  

What distinguishes this discovery is that the nanopore is not just a sensor but itself acts as a filter, reducing background noise from other molecules in a sample that could obscure critical signals. 




Traditional sensors require external filters to remove unwanted signals, and these filters can accidentally remove valuable information from the samples. Freedman's approach ensures that each molecule's signal is preserved, boosting accuracy for diagnostic applications.

Freedman envisions the device being used to develop a small, portable diagnostic kit--no larger than a USB drive--that could detect infections in the earliest stages. While today's tests may not register infections for several days after exposure, nanopore sensors could detect infections within 24 to 48 hours. This capability would provide a significant advantage for fast-spreading diseases, enabling earlier intervention and treatment.

"Nanopores offer a way to catch infections sooner--before symptoms appear and before the disease spreads," Freedman said. "This kind of tool could make early diagnosis much more practical for both viral infections and chronic conditions."

In addition to diagnostics, the device holds promise for advancing protein research. Proteins perform essential roles in cells, and even slight changes in their structure can affect health. Current diagnostic tools struggle to tell the difference between healthy and disease-causing proteins because of their similarities. The nanopore device, however, can measure subtle differences between individual proteins, which could help doctors design more personalized treatments.

The research also brings scientists closer to achieving single molecule protein sequencing, a long-sought goal in biology. While DNA sequencing reveals genetic instructions, protein sequencing provides insight into how those instructions are expressed and modified in real time. This deeper understanding could lead to earlier detection of diseases and more precise therapies tailored to each patient.

"There's a lot of momentum toward developing protein sequencing because it will give us insights we can't get from DNA alone," Freedman said. "Nanopores allow us to study proteins in ways that weren't possible before." 

Nanopores are the focus of a funded research grant that Freedman was awarded by the National Human Genome Research Institute in which his team will attempt to sequence single proteins. This work builds on Freedman's previous research on refining the use of nanopores for sensing molecules, viruses, and other nanoscale entities. He sees these advances as a sign of how molecular diagnostics and biological research may shift in the future.




"There's still a lot to learn about the molecules driving health and disease," Freedman said. "This tool moves us one step closer to personalized medicine."

Freedman expects that nanopore technology will soon become a standard feature in both research and healthcare tools. As the devices become more affordable and accessible, they could find a place in everyday diagnostic kits used at home or in clinics.

"I'm confident that nanopores will become part of everyday life," Freedman said. "This discovery could change how we'll use them moving forward."
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        Mediterranean sharks continue to decline despite conservation progress
        New research has found more than 200 measures to protect sharks and rays across the 22 coastal states of the Mediterranean region. However, while elasmobranchs have made it onto many policy agendas, the study found considerable differences in how effectively any legislation was being monitored with no single source for tracking progress in the conservation and management of sharks at national levels.

      

      
        Rethinking population management in zoos
        Until now, contraception has been the method of choice for zoos to avoid surplus animals. Researchers are now calling for a paradigm shift: zoos could preserve their breeding populations, raise awareness of conservation challenges and improve animal welfare and their carbon footprint by allowing animals to reproduce naturally and culling surplus animals.

      

      
        Intermittent fasting is effective for weight loss and improves cardiovascular health in people with obesity problems
        Scientists have conducted a pioneering study on the benefits of intermittent fasting. Not eating anything from 5 p.m. until 9 a.m. the following day (early fasting) helps to a greater extent to improve blood sugar regulation and reduce abdominal subcutaneous fat, i.e. the fat just under the skin.

      

      
        When the past meets the future: Innovative drone mapping unlocks secrets of Bronze Age 'mega fortress' in the Caucasus
        An academic has used drone mapping to investigate a 3000-year-old 'mega fortress' in the Caucasus mountains, revealing details that re-shape understanding of the site and contribute to a global reassessment of ancient settlement growth and urbanism.

      

      
        Evolutionary biology: Ants can hold a grudge
        Evolutionary biologists are investigating the extent to which ants learn from past experiences. After being attacked by ants from a particular nest, ants behave more aggressively towards others from that same nest.

      

      
        Elderberry juice shows benefits for weight management, metabolic health
        Elderberry juice may be a potent tool for weight management and enhancing metabolic health, according to a recent study. A clinical trial found that drinking 12 ounces of elderberry juice daily for a week causes positive changes in the gut microbiome and improves glucose tolerance and fat oxidation.

      

      
        Scorching climate drove lampreys apart during cretaceous period
        A new study finds that one of the hottest periods in Earth's history may have driven lampreys apart -- genetically speaking. The work could have implications for how aquatic species respond to our current changing climate.

      

      
        Exposure to aircraft noise linked to worse heart function
        People who live close to airports and are exposed to high aircraft noise levels could be at greater risk of poor heart function, increasing the likelihood of heart attacks, life-threatening heart rhythms and strokes, according to a new study.

      

      
        New AI predicts inner workings of cells
        In the same way that ChatGPT understands human language, a new AI model developed by computational biologists captures the language of cells to accurately predict their activities.

      

      
        Scientists uncover key step in how diazotrophs 'fix' nitrogen
        Nitrogen is an essential component in the production of amino acids and nucleic acids -- both necessary for cell growth and function. Atmospheric nitrogen must first be converted, or 'fixed,' into a form that can be used by plants, often as ammonia. There are only two ways of fixing nitrogen, one industrial and one biological.

      

      
        Scientists leverage artificial intelligence to fast-track methane mitigation strategies in animal agriculture
        A new study reveals that generative Artificial Intelligence (AI) can help expedite the search for solutions to reduce enteric methane emissions caused by cows in animal agriculture, which accounts for about 33 percent of U.S. agriculture and 3 percent of total U.S. greenhouse gas emissions.

      

      
        Discovery of 'Punk' and 'Emo' fossils challenges our understanding of ancient molluscs
        Researchers have unearthed two fossils, named Punk and Emo, revealing that ancient molluscs were more complex and adaptable than previously known.

      

      
        Cell-based therapy improves outcomes in a pig model of heart attacks
        In a large-animal model study, researchers have found that heart attack recovery is aided by injection of heart muscle cell spheroids derived from human induced pluripotent stem cells, or hiPSCs, that overexpress cyclin D2 and are knocked out for human leukocyte antigen classes I and II. This research used a pig model of heart attacks.

      

      
        DNA adds new chapter to Indonesia's layered human history
        A new study has outlined the first genomic evidence of early migration from New Guinea into the Wallacea, an archipelago containing Timor-Leste and hundreds of inhabited eastern Indonesian islands.

      

      
        Dinosaurs roamed the northern hemisphere millions of years earlier than previously thought, according to new analysis of the oldest North American fossils
        A newly described dinosaur whose fossils were recently uncovered is challenging the existing narrative, with evidence that the reptiles were present in the northern hemisphere millions of years earlier than previously known.

      

      
        Fishy business: Male medaka mating limits revealed
        Researchers have uncovered a daily mating capacity for medaka, providing important insights into the relationship between the cost of gamete production and sexual selection.

      

      
        Morning coffee may protect the heart better than all-day coffee drinking
        People who drink coffee in the morning have a lower risk of dying from cardiovascular disease and a lower overall mortality risk compared to all-day coffee drinkers, according to new research.

      

      
        How our cells dispose of waste and ways to control it
        Cells degrade components that are no longer needed through autophagy. New results show that a weak molecular interaction is essential for this process. By modifying this interaction, it is possible to artificially trigger autophagy, which could then enable the degradation of deposits in neurodegenerative diseases such as Alzheimer's, or support cancer therapies.

      

      
        New research reveals groundwater pathways across continent
        Researchers have created a simulation that maps underground water on a continental scale. The result of three years' work studying groundwater from coast to coast, the findings plot the unseen path that each raindrop or melted snowflake takes before reemerging in freshwater streams, following water from land surface to depths far below and back up again, emerging up to 100 miles away, after spending from 10 to 100,000 years underground.

      

      
        Integrating historic data stands to improve climate models in the Global South
        Researchers have devised a way to improve the accuracy of climate change models for the Global South by integrating historical records kept by missionaries and other visitors.

      

      
        Earth's air war: Explaining the delayed rise of plants, animals on land
        If you like the smell of spring roses, the sounds of summer birdsong, and the colors of fall foliage, you have the stabilization of the ozone layer to thank for it. Located in the stratosphere, where it shields the Earth from harmful ultraviolet radiation, the ozone layer plays a key role in preserving the planet's biodiversity. And now we may have a better idea of why that took so long -- more than 2 billion years -- to happen. According to a new study, Earth's early atmosphere hosted a 'battle ...

      

      
        Smart food drying techniques with AI enhance product quality and efficiency
        Food drying is a common process for preserving many types of food, including fruits and meat; however, drying can alter the food's quality and nutritional value. In recent years, researchers have developed precision techniques that use optical sensors and AI to facilitate more efficient drying. A new study discusses three emerging smart drying techniques, providing practical information for the food industry.

      

      
        Trash to treasure: Leveraging industrial waste to store energy
        As more products begin to depend on battery-based energy storage systems, shifting away from metal-based solutions will be critical to facilitating the green energy transition. Now, a team has transformed an organic industrial-scale waste product into an efficient storage agent for sustainable energy solutions that can one day be applied at much larger scales.

      

      
        Pluto-Charon formation scenario mimics Earth-Moon system
        A researcher has used advanced models that indicate that the formation of Pluto and Charon may parallel that of the Earth-Moon system. Both systems include a moon that is a large fraction of the size of the main body, unlike other moons in the solar system. The scenario also could support Pluto's active geology and possible subsurface ocean, despite its location at the frozen edge of the solar system.

      

      
        Scientists advance nanobody technology to combat deadly Ebola virus
        Ebola virus, one of the deadliest pathogens, has a fatality rate of about 50%, posing a serious threat to global health and safety. To address this challenge, researchers have developed the first nanobody-based inhibitors targeting the Ebola virus.

      

      
        Canceling effect of genetics and environmental changes on bacterial growth
        Researchers conducted a high-throughput growth assay and machine learning to address the genetic and environmental interplay on bacterial growth. The findings indicated that the environmental chemicals affecting growth have varying impacts, depending on the amount of sugar present. Moreover, the research team demonstrated that the changes in growth caused by the genetic and environmental changes offset each other.

      

      
        Key and lock: How important proteins 'dock' to the centromere
        The centromere of chromosomes plays a crucial role in cell division. Using the model plant Arabidopsis thaliana, an international team of researchers has investigated how two crucial proteins -- KNL2 and CENP-C -- dock to the centromere -- components which play a central role in this process.

      

      
        Reducing irrigation for livestock feed crops is needed to save Great Salt Lake, study argues
        The Great Salt Lake has lost more than 15 billion cubic yards of water over the past three decades, is getting shallower at the rate of 4 inches a year, and an analysis of its water budget suggests reducing irrigation is necessary for saving it.

      

      
        Method can detect harmful salts forming in nuclear waste melters
        A new way to identify salts in nuclear waste melters could help improve clean-up technology, including at the Hanford Site, one of the largest, most complex nuclear waste clean-up sites in the world. Researchers used two detectors to find thin layers of sulfate, chloride and fluoride salts during vitrification, a nuclear waste storage process that involves converting the waste into glass. The formation of salts can be problematic for waste processing and storage.

      

      
        Exploring the eco-friendly future of antibiotic particles
        Goji berries are a ubiquitous superfood known for a multitude of health benefits, including their antibiotic properties. Researchers have now found an effective way to harvest silver nanoparticles from these berries. They created the nanoparticles by drying, grinding, and then filtering the goji berries to create an extract. Then, they added chemical silver nitrate (AgNO3) and reduced the solution. The silver nanoparticles were confirmed using visualization techniques and tested for their antimic...

      

      
        Drug-resistant hookworms put pets and people at risk
        Canine hookworms are becoming increasingly resistant to drugs across Australia, according to new research. Scientists have identified widespread resistance to benzimidazole-based dewormers which are commonly used to treat gastrointestinal parasites in dogs.

      

      
        Ice patches on Beartooth Plateau reveal how ancient landscape differed from today's
        Scientists say the frozen remnants of an ancient forest discovered 600 feet above the modern tree line on the Beartooth Plateau may portend possible changes for the alpine ecosystem if the climate continues to warm.

      

      
        These 11 genes may help us better understand forever chemicals' effects on the brain
        A new study has identified 11 genes that may hold the key to understanding the brain's response to these pervasive chemicals commonly found in everyday items.

      

      
        Microplastics widespread in seafood people eat
        The tiny particles that shed from clothing, packaging and other plastic products are winding up in the fish that people eat, highlighting a need for technologies and strategies to reduce microfiber pollution entering the environment.

      

      
        Lead pollution likely caused widespread IQ declines in ancient Rome, new study finds
        Lead exposure is responsible for a range of human health impacts, with even relatively low levels impacting the cognitive development of children. Scientists have previously used atmospheric pollution records preserved in Arctic ice cores to identify periods of lead pollution throughout the Roman Empire, and now new research expands on this finding to identify how this pollution may have affected the European population.

      

      
        Efforts to reduce kids' screen time weakened by unequal access to green space
        When children have a place to play outside, programs aimed at reducing their screen time use are more successful.

      

      
        How we classify flood risk may give developers, home buyers a false sense of security
        Traditional methods of communicating how likely an area is to flood focus on designating which zones are 'high risk.' This study suggests that this framing may give developers and homeowners a false sense of security when settling directly outside of 'high risk' zones, believing them to be safe. This phenomenon is known as the 'safe development paradox,' and results in an over-concentration of development right next to areas most likely to flood.

      

      
        Climate change is accelerating forest defoliation by helping invasive species spread
        Computer models predict that hotter, drier conditions in North America will limit the growth of a fungus that normally curbs the spread of the spongy moth, an invasive species that has caused millions of dollars in damage to forests.

      

      
        A new way to determine whether a species will successfully invade an ecosystem
        A formula can be used to predict what happens when a new species is introduced into an ecosystem -- whether it will establish itself in the community or fail to gain a foothold and die out.

      

      
        U.S. Corn Belt: Intensive farming and shallow groundwater affect precipitation patterns
        New research shows that the sweeping land use changes and irrigation of the U.S. Corn Belt, along with the influence of the area's shallow groundwater, have significantly altered precipitation patterns in that vital agricultural region.

      

      
        New strontium isotope map of Sub-Saharan Africa is a powerful tool for archaeology, forensics, and wildlife conservation
        A team of researchers has mapped predicted bioavailable strontium isotope ratios across all of Sub-Saharan Africa. Archaeologists, conservation scientists, and forensics experts will now be able to match values from the map against those observed in artifacts and plant, animal, and human remains of unknown origin to identify where they likely came from within the continent.

      

      
        Climate extremes in 2024 'wreaking havoc' on the global water cycle
        2024 was another year of record-breaking temperatures, driving the global water cycle to new climate extremes and contributing to ferocious floods and crippling droughts, a new report shows. The report found rising temperatures are changing the way water moves around the planet, 'wreaking havoc' on the water cycle.

      

      
        Floods linked to rise in US deaths from several major causes
        Over the last 20 years, large floods were associated with up to 24.9 percent higher death rates from major mortality causes in the U.S. compared to normal conditions. A new study demonstrates the sweeping and hidden effects of floods --including floods unrelated to hurricanes, such as those due to heavy rain, snowmelt, or ice jams.

      

      
        Marked decrease in Arctic pressure ridges
        In the Arctic, the old, multiyear ice is increasingly melting, dramatically reducing the frequency and size of pressure ridges. These ridges are created when ice floes press against each other and become stacked, and are a characteristic feature of Arctic sea ice, an obstacle for shipping, but also an essential component of the ecosystem. In a recently released study scientists report on this trend and analyze observational data from three decades of aerial surveys.

      

      
        Prime apple growing areas in US face increasing climate risks
        Some of the most productive apple regions in America are facing big challenges from a changing climate, according to a new study. Researchers analyzed over 40 years of climate conditions that impact the growth cycle of apple trees from bud break and flowering through fruit development, maturation and color development. While many growing areas are facing increased climate risks, the top three largest apple producing counties in the U.S. were among the most impacted: Yakima in Washington, Kent in ...

      

      
        Tiny plants reveal big potential for boosting crop efficiency
        Scientists have long sought ways to help plants turn more carbon dioxide (CO2) into biomass, which could boost crop yields and even combat climate change. Recent research suggests that a group of unique, often overlooked plants called hornworts may hold the key.

      

      
        Non-opioid pain relievers beat opioids after dental surgery
        Researchers find an over-the-counter combo is more effective for wisdom tooth extraction pain.

      

      
        Hornwort genomes provide clues on how plants conquered the land
        Over 450 million years ago, plants began the epic transition from water to dry land. Among the first pioneers were the ancestors of humble hornworts, a group of small, unassuming plants that have persisted to this day. New research reveals insights into the genetic blueprints of hornworts, uncovering fascinating details about plant evolution and the early days of life on land.

      

      
        Scientists unveil surprising human vs mouse differences in a major cancer immunotherapy target
        Much of our knowledge of the protein PD-1, a leading cancer treatment target, comes from studies in mice. In a comprehensive assessment of PD-1, researchers have found that PD-1 in mice is significantly weaker than the human version, providing new information on how cancer treatments are developed.

      

      
        Growing divide: Agricultural climate policies affect food prices differently in poor and wealthy countries
        Farmers are receiving less of what consumers spend on food, as modern food systems increasingly direct costs toward value-added components like processing, transport, and marketing. A study shows that this effect shapes how food prices respond to agricultural climate policies: While value-added components buffer consumer price changes in wealthier countries, low-income countries -- where farming costs dominate -- face greater challenges in managing food price increases due to climate policies.
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Mediterranean sharks continue to decline despite conservation progress | ScienceDaily
Overfishing, illegal fishing and increasing marketing of shark meat pose significant threats to the more than 80 species of sharks and rays that inhabit the Mediterranean Sea, according to a new study.


						
The research examined current levels of legislation in place to protect elasmobranch populations (which include sharks, rays and skates) within each of the 22 coastal states of the Mediterranean region.

Across those countries -- stretching from Spain and Morocco in the west to Israel, Lebanon and Syria in the east -- the researchers identified more than 200 measures that concern elasmobranchs in some way, ranging from national legislation to implemented conservation efforts by various non-governmental organisations (NGOs).

European Union countries generally led the implementation of more measures than non-EU ones, with Spain having the highest number of measures in place. Governments were responsible for leading 63% of measures, mainly relating to legal requirements.

However, while elasmobranchs have made it onto many policy agendas, the study found considerable differences in how effectively any legislation was being monitored with no single source for tracking progress in the conservation and management of sharks at national levels.

Experts and NGOs across the region also highlighted that sharks are increasingly being landed intentionally and unintentionally by fishers, often to meet the demand for shark products.

However, there is often little control in place where sharks are landed, leading researchers to call for increased monitoring to protect threatened species, in addition to more public education and incentives for fishers to use equipment that is less threatening to shark species.




The research, published in the journal Biological Conservation, represents the first region-wide assessment of actions being taken to protect shark populations through international law.

It was led by Dr Lydia Koehler and Jason Lowther, both experts in environmental law from the School of Society and Culture at the University of Plymouth.

Dr Koehler, Associate Lecturer and a member of the IUCN World Commission on Environmental Law (WCEL), said: "Sharks have been part of the marine ecosystem for millions of years with an evolutionary history that predates the dinosaurs. There are over 1,000 species of elasmobranchs worldwide, and they fulfil a variety of ecological roles, whether as apex predators that maintain healthy populations of prey species or a food source for other predators. However, many shark species in the Mediterranean have seen drastic declines in past few decades with over half of the species being threatened by extinction, largely due to overfishing and related pressures such as bycatch. Finding effective ways to conserve them is, therefore, of critical importance."

Mr Lowther, Associate Professor of Law, added: "This study has shown substantial differences in countries' efforts around shark conservation. That may be linked to access to resources, available expertise and capacities, and a general willingness to develop and implement measures in light of other competing pressures. Achieving positive outcomes for these species requires not only government support but also sustained political will across election periods and a steadfast long-term commitment to driving change. It also requires the integration of communities in the Mediterranean region, and our view is that this work presents a starting point in that process."

Recommendations to protect the Mediterranean's sharks

In the study, the authors have listed a number of recommendations which they feel could be used to better conserve and protect shark and ray species right across the Mediterranean Sea. They are:
    	Increase transparency throughout the system: Improve reporting templates to facilitate more detailed answers on actions taken, and account for specific contributions by other key actors, would facilitate increased transparency;
    	Expand cooperation and integration of the fishing community and use of social science: Shark governance issues are unlikely to be solved without the support of the fishing community, and community dependencies and structures must be considered for successful shark governance;
    	Extend spatial conservation measures: Amending the objectives and management for existing Marine Protected Areas that host sharks could be one way to approach better conservation for these species;
    	Increase compliance to reduce bycatch: Effectively applying existing legislation could significantly increase knowledge on incidental shark bycatch in the region;
    	Increase access to funding, especially for collaborative, cross-country actions: A review of existing and potential funding opportunities and priorities could help support the identification of conservation and management actions for threatened and endangered shark and ray species;
    	Tailor research to policy needs to establish better regulatory measures: Coordinated research efforts across the region are needed to enable stock assessments and a wider understanding of trends in pressures, populations, etc.
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Rethinking population management in zoos | ScienceDaily
Unlike animals in the wild, animals in zoos are not limited by food shortages or predators, allowing individuals to live much longer than they would in the wild. This poses a challenge for zoos, as it puts pressure on their finite holding capacities.


						
As a result, many zoos restrict animal breeding for both logistical and financial reasons. Other zoos have risked a public backlash by culling surplus animals: Ten years ago, the culling of Marius, a healthy two-year-old giraffe, sparked an international debate about what zoos should do with their surplus animals, with many people upset at the idea of euthanizing healthy animals.

Aging zoo populations 

In a recent policy statement led by the University of Zurich, researchers argue that the widespread use of contraception is changing the age profile and welfare of zoo populations -- and not for the better. "Without births, adult animals are deprived of one of their most basic evolutionary drives," says Marcus Clauss, lead author of the report. "Over time, zoo populations are also aging, jeopardizing one of the core principles of zoos: maintaining self-sustaining populations."

Often, surplus animals cannot be moved elsewhere, because zoos are filled to capacity and reintroducing animals to the wild requires dedicated release programs and availability of suitable habitats. Rather than limiting the reproductive ability of zoo animals, the authors advocate for the planned and respectful culling of surplus animals. "This is a rational and responsible approach to zoo population management. What's more, such an approach can help zoos fulfill their educational mission in addition to their conservation mission," adds Clauss.

Educating the public about the natural life cycle 

"Each year, more than 700 million people visit zoos around the world," says co-author Andrew Abraham from Aarhus University. "Zoos have an incredible opportunity to shape the public's understanding of animal mortality and natural processes. But by moving death to the margins, zoos perpetuate unrealistic expectations about life in the wild."

However, zoos are also critical for conservation. "Already today, numerous animal species are threatened with extinction, and many more are likely to follow in the coming decades. It is essential that zoos maintain reproductively active populations, along with zoo staff experienced in caring for young animals. What we don't need is a collection of geriatric animals and veterinarians preoccupied with palliative care," Abraham adds.




In-house meat supply improves carbon footprint 

As births increase, surplus zoo animals will have to be culled -- a practice that can also make zoos more environmentally sustainable. Thus, one zoo in Germany is able to feed its carnivores with up to 30% of meat from animals within its own institution, reducing its carbon footprint and the need for commercially slaughtered animals.

While the culling of charismatic mammals often sparks controversy, evidence suggests that public opinion is more balanced than portrayed in the media. "Zoos have a responsibility to educate visitors about the realities of life and death in animal population management," says Clauss. "Transparent communication can help shift public perceptions and align attitudes with long-term, sustainable approaches."
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Intermittent fasting is effective for weight loss and improves cardiovascular health in people with obesity problems | ScienceDaily
A team of scientists led by the University of Granada (UGR), the Public University of Navarra (UPNA) and the CIBER has shown that intermittent fasting (reducing the number of hours of intake and extending the hours of fasting each day) is an effective method for losing weight and improves cardiovascular health in people with obesity problems.


						
Their work, published in the journal Nature Medicine, reveals that eating the last meal before 5pm and then not eating dinner at night is a safe and effective strategy for reducing subcutaneous abdominal fat, i.e. the fat just under the skin, especially after periods of excess such as Christmas.

In Spain, the prevalence of overweight and obesity reaches 70% in men and 50% in women, which is associated with multiple metabolic disorders such as type 2 diabetes and exponentially increases the risk of developing cardiovascular diseases, hypertension and certain types of cancer. This alarming weight gain in the population not only impacts people's quality of life, but also represents a major challenge for the public health system. Scientific research is working hard to implement effective yet simple strategies to treat this problem, which is now considered a disease.

Calorie restriction diets help weight loss and improve cardiovascular health. However, they are not easy to maintain in the long term and often lead to most people eventually dropping out of treatment and thus regaining lost weight, or even gaining more than their starting weight.

Faced with the difficulties of maintaining adherence to traditional calorie restriction, new nutritional strategies are emerging. One of these is intermittent fasting, which consists of alternating periods of eating with periods of fasting ranging from hours to days. One type of intermittent fasting that has gained popularity in recent years is that which reduces the number of hours of intake and extends the hours of fasting each day. This is known as time-restricted eating. Normally, in Spain, people have their first breakfast at 7-8 a.m. and dinner at 21-22 p.m., so they have a 12-14 hour window of intake. In this type of intermittent fasting, the intake window is reduced from 12-14 hours to 6-8 hours, and people fast for 16-18 hours. This nutritional strategy helps to maintain a daily cycle of eating and fasting, which stabilises our body's biological rhythms. We know that eating irregularly or at night disrupts these rhythms and increases the risk of obesity, cardiovascular disease and type 2 diabetes.

The research group PROFITH CTS-977 of the Department of Physical Education and Sports, Faculty of Sports Sciences and the Sport and Health University Research Institute (iMUDS) led by Dr. Jonatan Ruiz, in collaboration with ibs.Granada, the University Hospital Clinico San Cecilio and the University Hospital Virgen de las Nieves of Granada, as well as the research group led by Dr. Idoia Labayen of the University of Granada, in collaboration with Dr. Idoia Labayen of the University of Granada and the University Hospital Virgen de las Nieves of Granada. Idoia Labayen from the Public University of Navarra and the University Hospital of Navarra, together with the CIBER on Obesity (CIBEROBN) and the CIBER on Frailty and Healthy Ageing (CIBERFES) have investigated the effects of a 12-week intervention with three different fasting strategies: early fasting (intake sale: approximately 9:00-17:00), late fasting (approximately 14:00-22:00), and self-selected fasting, where people could select the time slot in which they wanted to eat, and did so on average between 12am and 8pm.

Study with 197 participants

In addition, all people participating in the study also received the standard treatment, which consisted of a nutrition education programme on Mediterranean diet and healthy lifestyles. In this randomised, controlled, multicentre trial, conducted in Granada (southern Spain) and Pamplona (northern Spain) and one of the largest to date, a total of 197 people (50% women) aged 30-60 years participated. Participants were randomly assigned to one of the following groups: treatment as usual (49 participants), early fasting (49 participants), late fasting (52 participants), or self-selected fasting (47 participants).




This study was part of the doctoral thesis of Manuel Dote-Montero, who is currently a postdoctoral fellow at the National Institute of Diabetes and Digestive and Kidney Diseases (NIDDK) in the United States.

Manuel Dote-Montero, together with Antonio Clavero Jimeno, a predoctoral researcher at the UGR, and Elisa Merchan Ramirez, a postdoctoral researcher at the UGR, led this study in Granada, and indicate that it is unclear whether the timing of the intake window -- early, late or self-selected -- may have a different effect on weight loss, visceral fat (i.e. fat surrounding organs in the abdominal area) or overall cardiovascular health in people who are overweight or obese.

The results of the study, published in the journal Nature Medicine, reveal that intermittent fasting showed no additional benefits over a nutrition education programme in reducing visceral fat. However, the fasting groups, regardless of the timing of intake, achieved greater weight loss, on average 3-4 kg, compared to the usual treatment group who continued with their intake window of at least 12 hours. Notably, the early fasting group reduced abdominal subcutaneous fat, i.e. the fat just under the skin, to a greater extent.

The study also assessed fasting and 24-hour glucose levels using a continuous glucose monitor worn by participants for 14 days before and at the end of the intervention. The results show that the early fasting group significantly improved fasting glucose levels and overnight glucose compared to the other groups.

Regulating glucose

These findings suggest that early fasting may be especially beneficial in optimising glucose regulation, which may help prevent diabetes and improve metabolic health. By not eating at night allows the body more time to digest and process nutrients, better regulation of blood glucose is facilitated, thus reducing the risk of developing sugar problems and other metabolic disorders, says Dr Labayen, principal investigator of the study in Pamplona and member of CIBEROBN together with Dr Jonatan Ruiz and Dr Manuel Munoz (CIBERFES).

The researchers stress that all the fasting groups had a high adherence rate and no serious adverse events were recorded. Intermittent fasting is therefore presented as a safe and promising strategy for managing body weight and improving cardiovascular health in people who are overweight or obese. This information could be crucial for improving the efficacy of nutritional interventions in such populations.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250108144146.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



When the past meets the future: Innovative drone mapping unlocks secrets of Bronze Age 'mega fortress' in the Caucasus | ScienceDaily
A Cranfield University, UK, academic has used drone mapping to investigate a 3000-year-old 'mega fortress' in the Caucasus mountains. Dr Nathaniel Erb-Satullo, Senior Lecturer in Architectural Science at Cranfield Forensic Institute, has been researching the site since 2018 with Dimitri Jachvliani, his co-director from the Georgian National Museum, revealing details that re-shape our understanding of the site and contribute to a global reassessment of ancient settlement growth and urbanism.


						
Fortress settlements in the South Caucasus appeared between 1500-500 BCE, and represent an unprecedented development in the prehistory of the regions. Situated at the boundary between Europe, the Eurasian Steppe, and the Middle East, the Caucasus region has a long history as a cultural crossroads with distinctive local identities.

Research on the fortress -- named Dmanisis Gora -- began with test excavations on a fortified promontory between two deep gorges. A subsequent visit in Autumn, when the knee-high high summer grasses had died back, revealed that the site was much larger than originally thought. Scattered across a huge area outside the inner fortress were the remains of additional fortification walls and other stone structures. Because of its size, it was impossible to get a sense of the site as a whole from the ground.

"That was what sparked the idea of using a drone to assess the site from the air," commented Dr Erb-Satullo. "The drone took nearly 11,000 pictures which were knitted together using advanced software to produce high-resolution digital elevation models and orthophotos -- composite pictures that show every point as if you were looking straight down.

"These datasets enabled us to identify subtle topographic features and create accurate maps of all the fortification walls, graves, field systems, and other stone structures within the outer settlement. The results of this survey showed that the site was more than 40 times larger than originally thought, including a large outer settlement defended by a 1km long fortification wall."

The research team used a DJI Phantom 4 RTK drone which can provide relative positional accuracy of under 2cm as well as extremely high-resolution aerial imagery. In order to obtain a highly accurate map of human-made features, the team carefully checked each feature in the aerial imagery to confirm its identification.

To understand how the landscape of the site had evolved, the orthophotos were compared with 50-year-old photos taken by a Cold War-era spy satellite declassified in 2013. That gave researchers much needed insight into which features were recent, which were older. It also enabled researchers to assess what areas of the ancient settlement were damaged by modern agriculture. All of those data sets were merged in Geographic Information System (GIS) software, helping to identify patterns and changes in the landscape.

"The use of drones has allowed us to understand the significance of the site and document it in a way that simply wouldn't be possible on the ground" said Dr Erb-Satullo. "Dmanisis Gora isn't just a significant find for the Southern Caucasus region, but has a broader significance for the diversity in the structure of large scale settlements and their formation processes. We hypothesize that Dmanisis Gora expanded because of its interactions with mobile pastoral groups, and its large outer settlement may have expanded and contracted seasonally. With the site now extensively mapped, further study will start to provide insights into areas such as population density and intensity, livestock movements and agricultural practices, among others."

This data will give researchers new insights into Late Bronze Age and Early Iron Age societies, and how these communities functioned. Since the aerial survey was completed, Dr. Erb-Satullo has been carrying out further excavations at the site, uncovering tens of thousands of pottery shards, animal bones, and other artefacts that tell us more about the society that built this fortress.

This work has been funded by the Gerda Henkel Foundation, the Gerald Averay Wainwright Fund and the British Institute at Ankara.
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Evolutionary biology: Ants can hold a grudge | ScienceDaily
A team led by evolutionary biologist Volker Nehring is investigating the extent to which ants learn from past experiences.


						
Ants learn from experience. This has been demonstrated by a team of evolutionary biologists from the University of Freiburg, led by Dr Volker Nehring, research associate in the Evolutionary Biology and Animal Ecology group, and doctoral student Melanie Bey. The researchers repeatedly confronted ants with competitors from another nest. The test ants remembered the negative experiences they had during these encounters: when they encountered ants from a nest they had previously experienced as aggressive, they behaved more aggressively towards them than towards ants from nests unknown to them. Ants that encountered members of a nest from which they had previously only encountered passive ants were less aggressive. The biologists published their results in the journal Current Biology.

Ants are aggressive towards their neighbours

Ants use odours to distinguish between members of their own nest and those from other nests. Each nest has its own specific scent. Previous studies have already shown that ants behave aggressively towards their nearest neighbours in particular. They are especially likely to open their mandibles and bite, or spray acid and kill their competitors. They are less likely to carry out such aggressive manoeuvres against nests that are further away from their own. Until now, it was unclear why this is the case. Nehring's team has now discovered that ants remember the smell of attackers. This is why they are more aggressive when confronted with competitors from nests they are familiar with.

More aggressive behaviour towards competitors from familiar nests

The scientists conducted an experiment in two phases. In the first phase, ants gained various experiences: one group encountered ants from their own nest, the second group encountered aggressive ants from a rival nest A, and the third group encountered aggressive ants from rival nest B. A total of five encounters took place on consecutive days, with each encounter lasting one minute.

In the subsequent test phase, the researchers examined how the ants from the different groups behaved when they encountered competitors from nest A. The ants that had already been confronted with conspecifics from this nest in the first phase behaved significantly more aggressively than those from the other two groups.

To test the extent to which the higher aggression arises from the behaviour of ants from a particular nest, the scientists repeated the experiment in a slightly modified form. In the first phase, they now distinguished between encounters with aggressive and passive ants. They ensured that an ant behaved passively by cutting off its antennae. In phase two of the experiment, the ants that had previously only encountered passive competitors behaved significantly less aggressively.

"We often have the idea that insects function like pre-programmed robots," says Nehring. "Our study provides new evidence that, on the contrary, ants also learn from their experiences and can hold a grudge." Next, Nehring and his team will investigate whether and to what extent ants adapt their olfactory receptors to their experiences, thus reflecting what they have learned at this level as well.
    	Melanie Bey conducted her doctorate under Dr. Volker Nehring. Rebecca Endermann, Christina Raudies and Jonas Steinle are former bachelor's and master's students in the Evolutionary Biology and Animal Ecology working group.
    	The research was funded by the German Research Foundation (project number NE1969/6-1).
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Elderberry juice shows benefits for weight management, metabolic health | ScienceDaily
Elderberry juice may be a potent tool for weight management and enhancing metabolic health, according to a recent Washington State University-led study.


						
A clinical trial published in the journal Nutrients found that drinking 12 ounces of elderberry juice daily for a week causes positive changes in the gut microbiome and improves glucose tolerance and fat oxidation.

Elderberry, a small dark purple berry found on elder trees native to Europe, is commonly used as a medicinal plant and supplement to promote immune function. Its other potential health benefits are poorly understood, however.

"Elderberry is an underappreciated berry, commercially and nutritionally," said corresponding author Patrick Solverson, an assistant professor in the WSU Elson S. Floyd College of Medicine's Department of Nutrition and Exercise Physiology. "We're now starting to recognize its value for human health, and the results are very exciting."

The researchers tested the effects of elderberry on metabolic health in a randomized, placebo-controlled clinical trial with 18 overweight adults. Participants consumed either elderberry juice or a placebo with similar coloring and taste, specially designed by North Carolina State University's Food Innovation Lab, while maintaining a standardized diet.

Clinical testing following the intervention showed that participants who consumed elderberry juice had significantly increased amounts of beneficial gut bacteria, including firmicutes and actinobacteria, and decreased amounts of harmful bacteria, such as bacteroidetes. A healthy gut microbiome is essential for nutrient absorption and supports physical and mental health.

In addition to positive microbiota changes, the elderberry intervention resulted in improved metabolism. Results showed that the elderberry juice reduced participants' blood glucose levels by an average of 24%, indicating a significantly improved ability to process sugars following carbohydrate consumption. Results also showed a 9% decrease in insulin levels.




Additionally, results suggested that elderberry juice can enhance the body's ability to burn fat. Participants who received the elderberry juice showed significantly increased fat oxidation, or the breakdown of fatty acids, after a high carbohydrate meal and during exercise.

The researchers attribute these positive effects to elderberry's high concentration of anthocyanins, plant-based bioactive compounds that have a variety of health benefits, including anti-inflammatory, anti-diabetic and antimicrobial effects.

"Food is medicine, and science is catching up to that popular wisdom," Solverson said. "This study contributes to a growing body of evidence that elderberry, which has been used as a folk remedy for centuries, has numerous benefits for metabolic as well as prebiotic health."

Other berries contain anthocyanins, but typically in lower concentrations. A person would have to consume four cups of blackberries a day to achieve the same anthocyanin dose contained in 6 ounces of elderberry juice, Solverson said.

Although elderberry products are less popular in the U.S. than in Europe, demand exploded during the COVID-19 pandemic and elderberry continues to be a growing market.

The researchers have filed for a provisional patent for using the bioactive components of American black elderberry for weight management and gut health through supplements or other applications.
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Scorching climate drove lampreys apart during cretaceous period | ScienceDaily
A new study finds that one of the hottest periods in Earth's history may have driven lampreys apart -- genetically speaking. The work could have implications for how aquatic species respond to our current changing climate.


						
"Lampreys are simultaneously creepy and special -- even though people tend to think of them as just tubes with a freaky circle of teeth," says Lily Hughes, corresponding author of the study. Hughes is a research assistant professor at North Carolina State University and the curator of ichthyology at the North Carolina Museum of Natural Sciences.

"They are an ancient and amazing species, and their larvae play an important role in filtering nutrients and maintaining water quality in stream beds," Hughes says. "But very little is known about their evolutionary relationships, or tree of life."

There are only 48 currently recognized species of lampreys, and they are divided into three families: one that lives in the Northern Hemisphere, and two in the Southern Hemisphere. No lamprey species are found in the tropics near the equator.

Hughes, study co-first author Devin Bloom, and the research team set out to determine when these groups diverged from their common ancestor. Bloom is an associate professor at Western Michigan University.

Using a combination of DNA samples from living lampreys and information from the fossil record, the team constructed phylogenomic trees that revealed a split between the Northern and Southern Hemisphere lampreys around 93 million years ago, during the Cretaceous period.

"We do know that during this time period, average temperatures globally were about 82 F (28.1 C), and the average tropical temperature was 93.5 F (34.2 C)," Hughes says. "Lamprey larvae like to be cooler, which is why they burrow into stream beds. The tropical temperatures at this point were much hotter than larval lampreys can survive.




"A couple of things could have happened as a result of these temperatures to explain the split: maybe tropical lampreys went extinct and the groups lost a common genetic link that way, or maybe the lampreys just moved away from the equator to more temperate climes. While we don't know how the lampreys were distributed at the time, we do know that this is when they split."

The findings represent a new hypothesis for lamprey distribution.

"One appealing explanation for the highly disjunct distribution of lampreys was existence of the ancient super continent Pangea, which could have physically separated the groups," Bloom says. "But our study, which combines fossil and genomic information, shows divergence between Northern and Southern Hemisphere lampreys happened long after the breakup of Pangea."

The research appears in Proceedings of the Royal Society B: Biological Sciences and is supported by the National Science Foundation under grant DEB-1754627. Kyle Piller of Southeastern Louisiana University, Nicholas Lang of Lane Tech College Prep High School and Richard Mayden of St. Louis University also contributed to the work.
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Exposure to aircraft noise linked to worse heart function | ScienceDaily
People who live close to airports and are exposed to high aircraft noise levels could be at greater risk of poor heart function, increasing the likelihood of heart attacks, life-threatening heart rhythms and strokes, according to a new study led by UCL (University College London) researchers.


						
The study, published in the Journal of the American College of Cardiology (JACC), looked at detailed heart imaging data from 3,635 people who lived close to four major airports in England.

Within this group, the research team compared the hearts of those who lived in areas with higher aircraft noise with those who lived in lower aircraft noise areas.

They found that those who lived in areas with higher than recommended aircraft noise levels had stiffer and thicker heart muscles* that contracted and expanded less easily and were less efficient at pumping blood around the body.

This was especially the case for people exposed to higher aircraft noise at night, potentially due to factors such as impaired sleep and the fact that people are more likely to be at home at night and therefore exposed to the noise.

The researchers found in separate analyses of people not exposed to aircraft noise, that these types of heart abnormalities could result in two- to four-fold increased risks of a major cardiac event such as a heart attack, life-threatening heart rhythms, or stroke when compared to the risk of persons without any of these heart abnormalities.

Senior author Dr Gaby Captur (UCL Institute of Cardiovascular Science and consultant cardiologist at the Royal Free Hospital, London) said: "Our study is observational so we cannot say with certainty that high levels of aircraft noise caused these differences in heart structure and function.




"However, our findings add to a growing body of evidence that aircraft noise can adversely affect heart health and our health more generally.

"Concerted efforts from government and industry are needed to reduce our exposure to aircraft noise and mitigate its impact on the health of millions of people who live close to airports or under flight paths."

Professor Anna Hansell from the University of Leicester added: "We are concerned that the type of abnormalities we saw with night-time aircraft noise might result in increased risk of heart problems and stroke. Aircraft noise at night has been shown to affect sleep quality and this may be an important factor affecting health.

"The role of noise on heart health is currently under investigation. However, there are many established ways to look after your heart. These include eating a healthy and balanced diet, keeping physically active, maintaining a healthy weight, giving up smoking if you smoke, reducing alcohol consumption, keeping conditions such as high blood pressure and diabetes under control, and taking medication including cholesterol-lowering drugs if prescribed by your doctor."

As well as affecting sleep, noise from our environment can trigger stress responses and lead to an over-activation of the sympathetic nervous system (the network of nerves that controls our "fight or flight" response), causing blood pressure to rise, arteries to constrict or dilate, and slower digestion. It can also cause the release of cortisol, the stress hormone, which can increase the appetite and cause weight gain.

Aircraft noise may be more annoying than road or rail noise because of louder but intermittent noisy events and the unpredictability of the sound which makes it difficult to get used to.




It is already known that exposure to high levels of aircraft noise is linked to higher blood pressure and obesity. In the new study, both factors were found to account for a significant portion of the link between aircraft noise and differences in heart structure and function.

First author Dr Cristian Topriceanu (UCL Institute of Cardiovascular Science) explained: "Between a quarter and half of the link was attributed to a higher BMI (body mass index) among participants exposed to higher levels of aircraft noise, while between 9% to 36% of the link was attributed to these participants having higher blood pressure (this was among those exposed to day-time aircraft noise only).

"Other factors that could be triggered by the stress response to aircraft noise include impaired sleep, inflammation, and atherosclerosis (build-up of fats, cholesterol and other substances in our arteries)."

For the new study, researchers looked at data from the UK Biobank of 3,635 participants who had had detailed magnetic resonance imaging (MRI) of the heart and who lived near Heathrow, Gatwick, Birmingham or Manchester airports.

They used UK Civil Aviation Authority estimates of aircraft noise level for every 100 square metres within those areas. Higher aircraft noise was defined as over 50 decibels on average during the day and 45 decibels on average during the night (11pm-7am). This is louder than the aircraft noise limits of 45 decibels on average during the day and 40 decibels on average at night recommended by the World Health Organization.

Among the UK Biobank participants in these areas, 8% lived in an area with high day-time aircraft noise, with 3% in an area with high night-time noise.

Comparing the hearts of individuals in higher and lower aircraft noise areas, the researchers took into account a wide variety of factors that might have skewed the results, including age, sex, BMI, socioeconomic status, lifestyle factors such as whether participants smoked and exercised, as well as participants' exposure to road and rail noise and air pollution.

Heart MRIs were done at least three years after the estimates of aircraft noise in the participants' neighbourhoods.

Participants who stayed in a higher aircraft noise area, the researchers found, had about 10-20% worse heart structure and function than their counterparts in these areas who moved away.

The research team then looked at a separate sample of 21,360 people who had detailed MRI scans of the heart as part of the UK Biobank study to investigate how heart abnormalities comparable to those linked to higher aircraft noise might affect the risk of a major adverse cardiac event.

They concluded that a hypothetical individual with these heart abnormalities may have up to four times the risk of an event such as a heart attack, abnormal heart rhythm, or stroke.

Earlier research led by the University of Leicester estimated that about 5% of adults in England were exposed to aircraft noise exceeding 50 decibels either during the day or night.

Professor James Leiper, Associate Medical Director at the British Heart Foundation, said: "For most of us, a plane is seen as a ticket to some well-deserved rest and relaxation. But this innovative study reveals the potential invisible impact for those living close to some of our biggest travel hubs.

"While observational studies like this can't prove cause and effect, these findings add to previous research showing the damaging impact of noise pollution on our heart health. Further research will be needed to investigate the longer-term effects of aircraft noise on the health of those with the highest exposure."

The study received funding from the Medical Research Council, British Cardiovascular Society, British Heart Foundation, a UCL Charlotte and Yule Bogue Research Fellowship,and the National Institute for Health and Care Research (NIHR)

*Thickening of the heart is when the heart muscle cells enlarge and the walls of the heart chambers thicken. In this case, the thickening is not beneficial so rather than making the heart muscle pump more efficiently, it has the reverse effect as a maladaptively thickened heart becomes stiffer over time and less able to pump blood around the body.
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New AI predicts inner workings of cells | ScienceDaily
In the same way that ChatGPT understands human language, a new AI model developed by Columbia computational biologists captures the language of cells to accurately predict their activities.


						
Using a new artificial intelligence method, researchers at Columbia University Vagelos College of Physicians and Surgeons can accurately predict the activity of genes within any human cell, essentially revealing the cell's inner mechanisms. The system, described in the current issue of Nature, could transform the way scientists work to understand everything from cancer to genetic diseases.

"Predictive generalizable computational models allow to uncover biological processes in a fast and accurate way. These methods can effectively conduct large-scale computational experiments, boosting and guiding traditional experimental approaches," says Raul Rabadan, professor of systems biology and senior author of the new paper.

Traditional research methods in biology are good at revealing how cells perform their jobs or react to disturbances. But they cannot make predictions about how cells work or how cells will react to change, like a cancer-causing mutation.

"Having the ability to accurately predict a cell's activities would transform our understanding of fundamental biological processes," Rabadan says. "It would turn biology from a science that describes seemingly random processes into one that can predict the underlying systems that govern cell behavior."

In recent years, the accumulation of massive amounts of data from cells and more powerful AI models are starting to transform biology into a more predictive science. The 2024 Nobel Prize in Chemistry was awarded to researchers for their groundbreaking work in using AI to predict protein structures. But the use of AI methods to predict the activities of genes and proteins inside cells has proven more difficult.

New AI method predicts gene expression in any cell

In the new study, Rabadan and his colleagues tried to use AI to predict which genes are active within specific cells. Such information about gene expression can tell researchers the identity of the cell and how the cell performs its functions.




"Previous models have been trained on data in particular cell types, usually cancer cell lines or something else that has little resemblance to normal cells," Rabadan says. Xi Fu, a graduate student in Rabadan's lab, decided to take a different approach, training a machine learning model on gene expression data from millions of cells obtained from normal human tissues. The inputs consisted of genome sequences and data showing which parts of the genome are accessible and expressed.

The overall approach resembles the way ChatGPT and other popular "foundation" models work. These systems use a set of training data to identify underlying rules, the grammar of language, and then apply those inferred rules to new situations. "Here it's exactly the same thing: we learn the grammar in many different cellular states, and then we go into a particular condition -- it can be a diseased or it can be a normal cell type -- and we can try to see how well we predict patterns from this information," says Rabadan.

Fu and Rabadan soon enlisted a team of collaborators, including co-first authors Alejandro Buendia, now a Stanford PhD student formerly in the Rabadan lab, and Shentong Mo of Carnegie Mellon, to train and test the new model.

After training on data from more than 1.3 million human cells, the system became accurate enough to predict gene expression in cell types it had never seen, yielding results that agreed closely with experimental data.

New AI methods reveal drivers of a pediatric cancer

Next, the investigators showed the power of their AI system when they asked it to uncover still hidden biology of diseased cells, in this case, an inherited form of pediatric leukemia.




"These kids inherit a gene that is mutated, and it was unclear exactly what it is these mutations are doing," says Rabadan, who also co-directs the cancer genomics and epigenomics research program at Columbia's Herbert Irving Comprehensive Cancer Center.

With AI, the researchers predicted that the mutations disrupt the interaction between two different transcription factors that determine the fate of leukemic cells. Laboratory experiments confirmed AI's prediction. Understanding the effect of these mutations uncovers specific mechanisms that drive this disease.

AI could reveal "dark matter" in genome 

The new computational methods should also allow researchers to start exploring the role of genome's "dark matter" -- a term borrowed from cosmology that refers to the vast majority of the genome, which does not encode known genes -- in cancer and other diseases.

"The vast majority of mutations found in cancer patients are in so-called dark regions of the genome. These mutations do not affect the function of a protein and have remained mostly unexplored. says Rabadan. "The idea is that using these models, we can look at mutations and illuminate that part of the genome."

Already, Rabadan is working with researchers at Columbia and other universities, exploring different cancers, from brain to blood cancers, learning the grammar of regulation in normal cells, and how cells change in the process of cancer development.

The work also opens new avenues for understanding many diseases beyond cancer and potentially identifying targets for new treatments. By presenting novel mutations to the computer model, researchers can now gain deep insights and predictions about exactly how those mutations affect a cell.

Coming on the heels of other recent advances in artificial intelligence for biology, Rabadan sees the work as part of a major trend: "It's really a new era in biology that is extremely exciting; transforming biology into a predictive science."
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Scientists uncover key step in how diazotrophs 'fix' nitrogen | ScienceDaily
Nitrogen is an essential component in the production of amino acids and nucleic acids -- both necessary for cell growth and function. Although the atmosphere is composed of nearly 80% nitrogen, this nitrogen is in the form of dinitrogen (N2),which cannot be processed by most organisms. Atmospheric nitrogen must first be converted, or "fixed," into a form that can be used by plants, often as ammonia.


						
There are only two ways of fixing nitrogen, one industrial and one biological. To better understand a key component of the biological process, University of California San Diego Professor of Chemistry and Biochemistry Akif Tezcan and Assistant Professor of Chemistry and Biochemistry Mark Herzik took a multi-pronged approach. Their work appears in Nature.

Thriving in a hostile environment

The industrial method is through the Haber-Bosch process, the advent of which in the early 20th century enabled the large-scale production of synthetic fertilizers, increased agricultural yields and helped the world population skyrocket. However, this process is energy-intensive, operating at very high temperatures and pressures. It also requires vast amounts of hydrogen, generated by burning fossil fuels, and is responsible for immense amounts of greenhouse gas emissions.

The biological route to fixing nitrogen is done by diazotrophs, nitrogen-fixing bacteria that contain an enzyme called nitrogenase. In contrast to the Haber-Bosch process, nitrogenase can be catalyzed at ambient pressures and temperatures and does not cause greenhouse gas emissions.

However, nitrogenase also requires large amounts of biochemical fuel, in the form of energy-producing adenosine triphosphate (ATP). Most diazotrophs make large amounts of ATP through cellular respiration by "burning" oxygen -- even though nitrogenase is extremely sensitive to oxygen. Scientists have long wondered how a diazotroph, which needs to produce ATP by burning oxygen, also protects nitrogenase from being damaged by oxygen.

Diazotrophs have safety mechanisms in place; however, even with these protections in place, some oxygen penetration into the nitrogen-fixing cell is unavoidable. When this occurs, some diazotrophs employ a "method of last resort" to protect nitrogenase from destruction, called the conformational protection mechanism.




Here an iron-sulfur protein named FeSII senses increasing amounts of oxygen in the cell and binds to the nitrogenase enzyme complex, protecting it from damage and halting ammonia production. When the oxygen levels in the cell decrease, FeSII senses this again, disengages from the nitrogenase, and the ammonia production resumes.

Although scientists have long-known of the FeSII protein, the mechanism by which it protected nitrogenase from oxygen damage was not understood. To answer these questions, the researchers employed several techniques, which together provided detailed insight into how this mechanism worked.

A robust toolkit helps answer a longstanding question

First author Sarah Narehood is a joint graduate student who splits her time between the Tezcan and Herzik labs, learning both the behavior of nitrogenase while also capitalizing on developments in cryogenic electron microscopy (cryoEM) technology.

"This work truly highlights the interdisciplinary advances necessary to elucidate the structural dynamics of these complex natural systems," stated Narehood.

The team used a cryoEM method called single-particle reconstruction that enabled them to take near atomic-level snapshots of a mixture of nitrogenase proteins in the presence of FeSII. Doing this, they were able to visualize the structures, clearly revealing that FeSII sandwiches between two other nitrogenase proteins, gluing them together into filaments. This sandwiching blocked oxygen from accessing the sensitive metal cofactors of the nitrogenase proteins, while also inducing dormancy.




While this explained how nitrogenase was protected from oxygen exposure, it didn't explain how FeSII was able to sense oxygen levels in the first place. To uncover this, the team used another technique called small-angle X-ray scattering (SAXS), using instrumentation located at the Stanford Synchrotron Radiation Lightsource.

The SAXS experiments showed that FeSII changes shape in the presence and absence of oxygen. In the presence of oxygen, FeSII's shape fit perfectly between the other proteins, sandwiching them together into filaments. When oxygen levels drop, FeSII relaxes its structure, leading to dissociation of the filaments and re-activation of nitrogenase.

The researchers also employed an analytical ultracentrifuge, essentially the "Formula 1" of centrifuges because of how rapidly it spins. In an analytical ultracentrifuge, protein particles sediment to the bottom at varying speeds -- heavier particles sediment faster, while lighter ones fall more slowly. This method allowed the researchers to analyze the masses of the different proteins as further confirmation that when FeSII senses oxygen, it glues the other nitrogenase proteins into larger assemblies and filaments.

Now that they have uncovered the mechanism through which FeSII protects nitrogenase from oxygen harm, the team wants to catch it in action in living cells. To do this, they want to employ cryoEM tomography, which will allow for the 3D visualization of the whole diazotrophic cell while it is in the process of fixing nitrogen, as well as the in vivo mechanism of oxygen protection.

Despite the fact that nitrogenase is one of the most critical enzymes in the biosphere, the molecular details of how it functions are still largely unknown. Resolving the details of the conformational protection mechanism provides an important piece of the puzzle, with significant practical implications.

"If the nitrogenase machinery can be encoded into plant cells so they do not require artificial fertilizers, it could mean less greenhouse gas emissions without sacrificing agricultural yield," said Tezcan.

Something critically important for a growing population on a polluted planet.

Full list of authors: Sarah M. Narehood, Brian D. Cook, Suppachai Srisantitham, Vanessa H. Eng, Kelly L. McGuire, Mark A. Herzik and F. Akif Tezcan (all UC San Diego); Angela A. Shiau and R. David Britt (both UC Davis).

This research was supported, in part, by the National Institutes of Health (R01-GM148607, R35-GM138206 and R35-GM126961), NASA (80NSSC18M0093), the National Science Foundation (DGE-2038238), the Searle Scholars Program and the UC San Diego Interfaces Traineeship (T32 EB009380).
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Scientists leverage artificial intelligence to fast-track methane mitigation strategies in animal agriculture | ScienceDaily
A new study from USDA's Agricultural Research Service (ARS) and Iowa State University (ISU) reveals that generative Artificial Intelligence (AI) can help expedite the search for solutions to reduce enteric methane emissions caused by cows in animal agriculture, which accounts for about 33 percent of U.S. agriculture and 3 percent of total U.S. greenhouse gas emissions.


						
"Developing solutions to address methane emissions from animal agriculture is a critical priority. Our scientists continue to use innovative and data-driven strategies to help cattle producers achieve emission reduction goals that will safeguard the environment and promote a more sustainable future for agriculture," said ARS Administrator Simon Liu.

One of these innovative solutions starts in the cow's stomach, where microorganisms contribute to enteric fermentation and cause cows to belch methane as part of normal digestion processes. The team of scientists found a group of compound molecules capable of inhibiting methane production in the largest of the cow's four stomach compartments, the rumen, which can be tested to help mitigate methane emissions.

One molecule in particular, bromoform, which is naturally found in seaweed, has been identified by the scientific community to demonstrate properties that can result in reducing cattle enteric methane production by 80-98 percent when fed to cattle. Unfortunately, bromoform is known to be a carcinogen, limiting its potential use in cattle for food safety reasons. Therefore, scientists continue to search for molecules with similar potential to inhibit enteric methane. However, this type of research presents challenges of being especially time-consuming and expensive.

In response to these challenges, a team of scientists at the ARS Livestock Nutrient Management Research Unit and ISU's Department of Chemical and Biological Engineering combined generative AI with large computational models to jumpstart the quest for bromoform-like molecules that can do the same job without toxicity.

"We are using advanced molecular simulations and AI to identify novel methane inhibitors based on the properties of previously investigated inhibitors [like bromoform], but that are safe, scalable, and have a large potential to inhibit methane emissions," said Matthew Beck, a research animal scientist working with ARS at the time the study was completed and is now with Texas A&M University's Department of Animal Science. "Iowa State University is leading the computer simulation and AI work, while ARS is taking the lead in identifying compounds and truth testing them using a combination of in vitro [laboratory] and in vivo [live cattle] studies."

Publicly available databases that contained scientific data collected from previous studies on the cows' rumen were used to build large computational models. AI, along with these models, was used to predict the behavior of molecules and to identify those that can be further tested in a laboratory. The results from the laboratory tests feed the computer models for AI to make more accurate predictions, creating a feedback loop process known as a graph neural network.




"Our graph neural network is a machine learning model, which learns the properties of molecules, including details of the atoms and the chemical bonds that hold them, while retaining useful information about the molecules' properties to help us study how they are likely to behave in the cow's stomach," said ISU Assistant Professor Ratul Chowdhury. "We studied their biochemical fingerprint to identify what makes them do the job successfully as opposed to the other fifty thousand molecules that are lurking around in the cow's rumen but don't actively stop the production of methane."

"This study successfully demonstrated that fifteen molecules cluster very close to each other in what we call a 'functional methanogenesis inhibition space,' meaning they seem to contain the same enteric methane inhibition potential, chemical similarity, and cell permeability as bromoform," added Chowdhury.

Scientists believe AI can play a significant role in understanding how known molecules interact with both proteins and the microbial community of the rumen and thereby discover novel molecules and potentially key interactions within the rumen microbiome. This type of predictive modeling can be particularly helpful for animal nutritionists.

"There are other promising strategies currently available to mitigate enteric methane emissions, but the available solutions are relatively limited," said USDA-ARS Research Leader Jacek Koziel. "This is why combining AI with laboratory research, through iterative refinement, is a valuable scientific tool. AI can fast-forward the research and accelerate these several pathways that animal nutritionists, researchers, and companies can pursue to get us closer to a very ambitious goal of limiting greenhouse gas emissions and helping mitigate climate change."

The study also presents a total computational and monetary cost breakdown to conduct this research on a per molecule basis. This analysis was conducted to show an estimate of potential costs and foreseeable pitfalls of this research. This estimate can be used to guide decision-making on investments for this type of research to be done entirely in a laboratory.

Chowdhury, Beck, and Koziel are co-authors in the paper published in Animal Frontiers, along with Nathan Frazier (ARS) and Logan Thompson (Kansas State University). Mohammed Sakib Noor, an ISU graduate student, is working with Chowdhury to develop the graph neural networks.

The Agricultural Research Service is the U.S. Department of Agriculture's chief scientific in-house research agency. Daily, ARS focuses on solutions to agricultural problems affecting America. Each dollar invested in U.S. agricultural research results in $20 of economic impact.
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Discovery of 'Punk' and 'Emo' fossils challenges our understanding of ancient molluscs | ScienceDaily
Researchers have unearthed two fossils, named Punk and Emo, revealing that ancient molluscs were more complex and adaptable than previously known.


						
Molluscs are one of life's most diverse animal groups and analysis of the rare 430 million year old fossils is challenging long-held views on their early origins.

The fossils dating from the Silurian period were retrieved from Herefordshire and shed light on the molluscs' complex evolutionary history and how they moved.

The discovery challenges the longstanding view that early molluscs from the group known as Aculifera -- which include chitons and worm-like molluscs -- were basic and primitive.

Instead, the 'rebellious' fossils -- whose scientific names are Punk ferox and Emo vorticaudum -- show that early molluscs possessed some unique features and were, in fact, quite complex and adaptable in their forms and habitats.

Researchers drew these conclusions by recreating the fossils in 3D using advanced imaging techniques, including X-ray scanning. They found that Emo and Punk displayed a wider variety of forms and movement strategies than researchers knew existed in this group of early molluscs.

Fossils were exceptionally preserved

The study, published in Nature, was led by Dr Mark Sutton, from the Department of Earth Science and Engineering at Imperial College London, working with collaborators at the University of Leicester, the University of Oxford, the Senckenberg Research Institute and Natural History Museum Frankfurt, and Yale University. Dr Sutton said:




"Molluscs are one of the largest and most diverse animal groups on Earth. However, early Aculiferan molluscs are much less well-known than some of their relatives. We have limited information about this group, and for a very long time, we assumed they were rather basic, simple and primitive.

"Retrieving fossils that are so exceptionally well preserved and reveal details of the soft tissues is extremely rare. We have been able to create 'virtual fossils' -- 3D digital models -- providing us with a gold mine of information and helping us understand that the branch of molluscan evolution containing Emo and Punk was much more evolutionarily rich and diverse than we thought; as much as other mollusc groups."

Unique features and unusual ways of moving

The team used two different methods to get a clear picture of the fossils both inside and out. First, they used X-ray scanning to get a detailed look at the internal structures without causing any external damage. They then carefully ground the fossils down in very thin layers, taking photos at each step to create a 3D image of the external features.

Researchers found both fossils had smooth undersides, suggesting that they lived on the sea floor, and they both possessed some unique features and unconventional movement strategies.

The Emo fossil is preserved in a folded posture, suggesting that it moved like an inchworm, using its spines to grip and push forward. Meanwhile, how Punk was able to move remains unclear to researchers, but they found it had a ridge-like foot, unlike any existing mollusc today.




"The names Punk and Emo were actually our initial pet names for these ancient molluscs, inspired by some of their unique features and individuality. Punk in particular, with its spiky appearance, clearly resembles a rebellious punk rocker -- and we thought Emo complemented it well," said Dr Sutton.

While Punk resembles worm-like molluscs with long spines, it also has a broad foot and gills like chitons. Emo, similarly worm-like with a long body and spines, also features shells and a compressed body similar to chitons.

This mix of features helps researchers better understand the mollusc evolutionary tree -- pointing to a story that involves more complexity and diversity than previously thought.
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Cell-based therapy improves outcomes in a pig model of heart attacks | ScienceDaily
In a large-animal model study, researchers have found that heart attack recovery is aided by injection of heart muscle cell spheroids derived from human induced pluripotent stem cells, or hiPSCs, that overexpress cyclin D2 and are knocked out for human leukocyte antigen classes I and II. This research, published in the journal Circulation Research, used a pig model of heart attacks. Pig hearts more closely resemble the human heart in size and physiology, and thus have a higher clinical relevance to human disease, compared to studies in mice.


						
University of Alabama at Birmingham researchers, led by Jianyi "Jay" Zhang, M.D., Ph.D., and Lei Ye, M.D., Ph.D., generated the human leukocyte antigen-knockout and cyclin D2-overexpressing hiPSCs, called KO/OEhiPSCs. When KO/OEhiPSCs were differentiated into cardiomyocyte spheroids and implanted into the pig hearts that had undergone ischemia/reperfusion injury, the KO/OEhiPSC-cardiomyocyte implantation resulted in significantly improved cardiac function and reduced infarct size after four weeks.

"It is widely acknowledged that the infarct size is linearly related to the severity of post-infarction left ventricle remodeling and the occurrence of heart failure," Zhang said. "In our current study, at week 4 after ischemia/reperfusion, we observed a significant 35.8 percent decrease in the infarct area in the hearts treated with the KO/OEhiPSC-cardiomyocyte spheroids compared with those treated with basal medium, and a significant reduction compared with wildtype-hiPSC-cardiomyocyte spheroid-treated pigs."

These improvements were due to a surprising finding -- proliferation of endogenous heart muscle cells in the pig hearts. This is particularly noteworthy because shortly after birth mammalian heart muscle cells lose their ability to divide. Thus, a damaged heart after a heart attack cannot repair itself by growing new muscle cells in the scar area left by the heart attack. Many previous pig model preclinical trials to inject new heart muscle cells into the damaged heart have been blunted by general failure of the cells to engraft and grow.

In the current study, the spheroids that the UAB researchers injected failed to persist, despite finding significant improvement in heart function and infarct size in the damaged pig hearts. Engraftment was seen at week 1, but was nearly undetectable at week 4. Instead, the researchers found significant increases in the proliferation of endogenous pig cardiomyocytes, those preexisting heart muscle cells that are unable to divide in normal adult hearts. These proliferating cells showed elevated expression levels of cellular proliferation markers, and they expressed genes for DNA replication. The pig cardiomyocyte cells also showed upregulation of three signaling pathways -- the Mitogen-Activated Protein Kinase pathway, the HIPPO/YAP pathway and the Transforming Growth Factor B pathway.

Researchers analyzed the heart cells for cell-surface receptors that are associated with the three pathways, and they looked for differential extracellular protein expression of proteins that interact with those cell-surface markers receptors. They did not see differential expression of the extracellular proteins in the endogenous cardiomyocytes. This suggested that the enhanced proliferation of the endogenous heart muscle cells might instead be due to extracellular proteins produced by the injected KO/OEhiPSC-cardiomyocytes.

Cytokine arrays of the KO/OEhiPSC-cardiomyocytes identified follistatin, an autocrine glycoprotein, as the potential inducer of the heart muscle cell proliferation. Follistatin was found to be highly secreted by KO/OEhiPSC-cardiomyocytes. In cell culture, human cardiomyocytes significantly proliferate, and the total number cardiomyocytes increased by 30 percent when treated with follistatin as compared to the control groups. In an in vivo mouse model of heart attacks, the UAB researchers found that injected follistatin induced proliferation of adult mouse cardiomyocytes after myocardial infarction. Other experiments confirmed that follistatin targets the HIPPO/YAP signaling pathway to promote the growth of cardiomyocytes.




"To our knowledge, this is the first report demonstrating that follistatin promotes the proliferation of hiPSC-cardiomyocytes and cardiomyocytes from adult mammalian hearts," Zhang said. "The mechanisms by which follistatin activates cardiomyocyte proliferation have yet to be deciphered."

The need for a new therapy for heart attack patients is great. Heart failure is responsible for 13 percent of deaths worldwide, and half of patients with heart failure die within five years. Blockage of coronary arteries in a heart attack leads to death of the cardiomyocyte heart muscle cells. When that muscle tissue is replaced by dense scar tissue with little blood circulation, the infarcted heart loses contractile power, leading to heart enlargement, progressive loss of pumping ability, increased chance of ventricular arrhythmias and clinical end-stage heart failure.

The current study advances a 2021 study by Zhang and colleagues that showed heart attack recovery could be aided by injection of heart muscle cells that overexpress cyclin D2. However, these experiments were done in immunocompromised mice. The current study developed and tested hypoimmunogenic and cyclin D2-overexpressing hiPSC-cardiomyocytes in a large-animal model for possible clinical translation and enhanced therapeutic efficacy of this promising treatment approach.

"This highlights the significant potential of KO/OEhiPSC-cardiomyocytes to stimulate endogenous cardiomyocyte proliferation in the hearts of adult patients," Zhang said.

Co-authors with Ye and Zhang in the study, "Follistatin from hiPSC-cardiomyocytes promotes myocyte proliferation in pigs with postinfarction LV remodeling," are Yuhua Wei, Gregory Walcott, Thanh Nguyen, Xiaoxiao Geng, Bijay Guragain, Hanyu Zhang, Akazha Green, Manuel Rosa-Garrido and Jack M. Rogers, UAB Department of Biomedical Engineering; and Daniel J. Garry, UAB Department of Medicine, Division of Cardiovascular Disease.

Support came from National Institutes of Health grants HL114120, HL131017, HL134764, HL160476 and HL49137.

At UAB, Zhang holds the T. Michael and Gillian Goodrich Endowed Chair of Engineering Leadership. Biomedical Engineering is a joint department in the Marnix E. Heersink School of Medicine and the UAB School of Engineering. Medicine is a department in the Heersink School of Medicine.
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DNA adds new chapter to Indonesia's layered human history | ScienceDaily
A new study from the University of Adelaide and The Australian National University (ANU) has outlined the first genomic evidence of early migration from New Guinea into the Wallacea, an archipelago containing Timor-Leste and hundreds of inhabited eastern Indonesian islands.


						
The study, published in PNAS, addresses major gaps in the human genetic history of the Wallacean Archipelago and West Papuan regions of Indonesia -- a region with abundant genetic and linguistic diversity that is comparable to the Eurasian continent -- including the analysis of 254 newly sequenced genomes.

In combination with linguistic and archaeological evidence, the study shows that Wallacean societies were transformed by the spread of genes and languages from West Papua in the past 3,500 years -- the same period that Austronesian seafarers were actively mixing with Wallacean and Papuan groups.

"My colleagues at the Indonesian Genome Diversity Project have been studying Indonesia's complex genetic structure for more than a decade, but this comprehensive study provides confirmation that Papuan ancestry is widespread across Wallacea, pointing to historical migrations from New Guinea," says lead author Dr Gludhug Ariyo Purnomo, from the University of Adelaide's School of Biological Sciences.

"By connecting the dots between genetics, linguistics, and archaeology, we now recognise West Papua as an important bio-cultural hub and the launching place of historical Papuan seafarers that now contribute up to 60% of modern Wallacean ancestry."

Genomic research is also becoming increasingly important for developing new medicines tailored to specific genetic backgrounds.

"In the era of precision medicine, understanding the genetic structure of human groups is vital for developing treatments that are helpful rather than harmful, with Wallacea and New Guinea having been poorly represented in past genomic surveys," Dr Purnomo says.




Associate Professor Ray Tobler, from ANU, says Wallacea had been isolated for more than 45,000 years since the arrival of the first human groups, and the more recently arriving Papuan and Austronesian migrants reconfigured Wallacean culture by introducing new languages that diversified and intermingled to create its rich linguistic landscape.

"Our findings suggest that the Papuan and Austronesian migrations were so extensive that they have largely overwritten the ancestry of the first migrants, making the recovery of these ancient migrations from genetic data challenging," says Professor Tobler, who is also an Adjunct Fellow at the University of Adelaide's Australian Centre for Ancient DNA.

According to the researchers, there are challenges in reconstructing past movements of people using modern genetic data due to historical migrations and movements.

"There's also been so much movement in Wallacea in the past couple of thousand years, due to the spice trade and slavery, that it obscures the relationship between geography and genetics," Associate Professor Tobler says.

"What we know about Wallacea and New Guinea is just the tip of the iceberg, but the use of ancient DNA can help to overcome some of these challenges and help us to understand the origins and legacy of human journeys to the region stretching back tens of thousands of years."
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Dinosaurs roamed the northern hemisphere millions of years earlier than previously thought, according to new analysis of the oldest North American fossils | ScienceDaily
How and when did dinosaurs first emerge and spread across the planet more than 200 million years ago? That question has for decades been a source of debate among paleontologists faced with fragmented fossil records. The mainstream view has held that the reptiles emerged on the southern portion of the ancient supercontinent Pangea called Gondwana millions of years before spreading to the northern half named Laurasia.


						
But now, a newly described dinosaur whose fossils were uncovered by University of Wisconsin-Madison paleontologists is challenging that narrative, with evidence that the reptiles were present in the northern hemisphere millions of years earlier than previously known.

The UW-Madison team has been analyzing the fossil remains since they were first discovered in 2013 in present-day Wyoming, an area that was near the equator on Laurasia. The creature, named Ahvaytum bahndooiveche, is now the oldest known Laurasian dinosaur, and with fossils estimated to be around 230 million years old, it's comparable in age to the earliest known Gondwanan dinosaurs.

UW-Madison scientists and their research partners detail their discovery Jan. 8, 2025, in the Zoological Journal of the Linnean Society.

"We have, with these fossils, the oldest equatorial dinosaur in the world -- it's also North America's oldest dinosaur," says Dave Lovelace, a research scientist at the University of Wisconsin Geology Museum who co-led the work with graduate student Aaron Kufner.

Discovered in a layer of rock known as the Popo Agie Formation, it took years of careful work by Lovelace and his colleagues to analyze the fossils, establish them as a new dinosaur species and determine their estimated age.

While the team doesn't have a complete specimen -- that's an exceedingly rare occurrence for early dinosaurs -- they did find enough fossils, particularly parts of the species' legs, to positively identify Ahvaytum bahndooiveche as a dinosaur, and likely as a very early sauropod relative. Sauropods were a group of herbivorous dinosaurs that included some famously gigantic species like those in the aptly named group of titanosaurs. The distantly related Ahvaytum bahndooiveche lived millions of years earlier and was smaller -- much smaller.




"It was basically the size of a chicken but with a really long tail," says Lovelace. "We think of dinosaurs as these giant behemoths, but they didn't start out that way."

Indeed, the type specimen of Ahvaytum bahndooiveche, which was full-grown but could have been slightly bigger at its maximum age, stood a little over one foot tall and was around three feet long from head to tail. Although scientists haven't found its skull material, which could help illuminate what it ate, other closely related early sauropod-line dinosaurs were eating meat and would likely have been omnivorous.

The researchers found the few known bones of Ahvaytum in a layer of rock just a little bit above those of a newly described amphibian that they also discovered. The evidence suggests that Ahvaytum bahndooiveche lived in Laurasia during or soon after a period of immense climatic change known as the Carnian pluvial episode that has previously been connected to an early period of diversification of dinosaur species.

The climate during that period, lasting from about 234 to 232 million years ago, was much wetter than it had been previously, transforming large, hot stretches of desert into more hospitable habitats for early dinosaurs.

Lovelace and his colleagues performed high-precision radioisotopic dating of rocks in the formation that held Ahvaytum's fossils, which revealed that the dinosaur was present in the northern hemisphere around 230 million years ago. The researchers also found an early dinosaur-like track in slightly older rocks, demonstrating that dinosaurs or their cousins were already in the region a few million years prior to Ahvaytum.

"We're kind of filling in some of this story, and we're showing that the ideas that we've held for so long -- ideas that were supported by the fragmented evidence that we had -- weren't quite right," Lovelace says. "We now have this piece of evidence that shows dinosaurs were here in the northern hemisphere much earlier than we thought."

While the scientific team is confident they've discovered North America's oldest dinosaur, it's also the first dinosaur species to be named in the language of the Eastern Shoshone Tribe, whose ancestral lands include the site where the fossils were found. Eastern Shoshone tribal elders and middle school students were integral to the naming process. Ahvaytum bahndooiveche broadly translates to "long ago dinosaur" in the Shoshone language.




Several tribal members also partnered with Lovelace and his UW-Madison colleagues as the researchers sought to evolve their field practices and better respect the land by incorporating the knowledge and perspectives of the Indigenous peoples into their work.

"The continuous relationship developed between Dr. Lovelace, his team, our school district, and our community is one of the most important outcomes of the discovery and naming of Ahvaytum bahndooiveche," says Amanda LeClair-Diaz, a co-author on the paper and a member of the Eastern Shoshone and Northern Arapaho Tribes. LeClair-Diaz is the Indian education coordinator at Fort Washakie school and coordinated the naming process with students and tribal elders -- a process that started under her predecessor, Lynette St. Clair.

"Typically, the research process in communities, especially Indigenous communities, has been one sided, with the researchers fully benefiting from studies," says LeClair-Diaz. "The work we have done with Dr. Lovelace breaks this cycle and creates an opportunity for reciprocity in the research process."
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Fishy business: Male medaka mating limits revealed | ScienceDaily
Working out the kinks of mating in the animal kingdom helps to gain insights into the survival of species. Among animals that have multiple partners who deposit eggs outside their body, such as most fish, the males release sperm several times a day, but producing these gametes requires energy and time.


						
Osaka Metropolitan University experts on fish behavior have recently uncovered a daily mating capacity for medaka. In findings published in Royal Society Open Science, Graduate School of Science Specially Appointed Dr. Yuki Kondo, Specially Appointed Professor Masanori Kohda, and Professor Satoshi Awata detailed the effects of continuous mating by medaka on the number of sperm released, fertilization rates, and the behavior of both males and females.

"Medaka are among the fish that spawn, where fertilization occurs after the eggs and sperm are released in water. As these gametes are difficult to collect, the number of sperm released and the fertilization rate during successive matings had remained a mystery," Dr. Kondo explained. "Our research group previously developed an accurate method for measuring the sperm count of medaka, which is why we were able to successfully conduct this experiment."

The group's latest experiment showed that male medaka on average can mate 19 times a day. During the first three mating sessions, the medaka released more than 50% of their daily sperm output. While the fertilization rate was nearly 100% in the early matings, this decreased significantly after the 10th time, with some later cases where there was no fertilization confirmed.

Female medaka can produce eggs once per day, but they release all their eggs when mating. This means that many eggs go to waste when females mate with males who have already released most or all their sperm.

"This is the first study to quantitatively show the clear daily mating capacity of male medaka, as well as the volume of sperm released during each mating, fertilization rate, and the behavior of males and females during this process," Professor Awata proclaimed. "Our research provides important insights into the relationship between the cost of gamete production and sexual selection."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250107194048.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Morning coffee may protect the heart better than all-day coffee drinking | ScienceDaily
People who drink coffee in the morning have a lower risk of dying from cardiovascular disease and a lower overall mortality risk compared to all-day coffee drinkers, according to research published in the European Heart Journal today (Wednesday).


						
The research was led by Dr Lu Qi, HCA Regents Distinguished Chair and Professor at the Celia Scott Weatherhead School of Public Health and Tropical Medicine at Tulane University, New Orleans, USA. He said: "Research so far suggests that drinking coffee doesn't raise the risk of cardiovascular disease, and it seems to lower the risk of some chronic diseases, such as type 2 diabetes. Given the effects that caffeine has on our bodies, we wanted to see if the time of day when you drink coffee has any impact on heart health."

The study included 40,725 adults taking part in the US National Health and Nutrition Examination Survey (NHANES) between 1999 and 2018. As part of this study, participants were asked about all the food and drink they consumed on at least one day, including whether they drank coffee, how much and when. It also included a sub-group of 1,463 people who were asked to complete a detailed food and drink diary for a full week.

Researchers were able to link this information with records of deaths and cause of death over a period of nine to ten years.

Around 36% of people in the study were morning coffee drinkers (they primarily drank coffee before midday), 16% of people drank coffee throughout the day (morning, afternoon and evening) and 48% were not coffee drinkers.

Compared with people who did not drink coffee, morning coffee drinkers were 16% less likely to die of any cause and 31% less likely to die of cardiovascular disease. However, there was no reduction in risk for all-day coffee drinkers compared to non-coffee drinkers.

Morning coffee drinkers benefited from the lower risks whether they were moderate drinkers (two to three cups) or heavy drinkers (more than three cups). Light morning drinkers (one cup or less) benefited from a smaller decrease in risk.




Dr Qi said: "This is the first study testing coffee drinking timing patterns and health outcomes. Our findings indicate that it's not just whether you drink coffee or how much you drink, but the time of day when you drink coffee that's important. We don't typically give advice about timing in our dietary guidance, but perhaps we should be thinking about this in the future.

"This study doesn't tell us why drinking coffee in the morning reduces the risk of death from cardiovascular disease. A possible explanation is that consuming coffee in the afternoon or evening may disrupt circadian rhythms and levels of hormones such as melatonin. This, in turn, leads to changes in cardiovascular risk factors such as inflammation and blood pressure.

"Further studies are needed to validate our findings in other populations, and we need clinical trials to test the potential impact of changing the time of day when people drink coffee."

In an accompanying editorial Professor Thomas F. Luscher from Royal Brompton and Harefield Hospitals, London, UK said: "In their study published in this issue of the European Heart Journal, Wang et al analysed the time of the day when coffee is consumed in 40 725 adults from the NHANES and of 1463 adults from the Women's and Men's Lifestyle Validation Study.

"During a median follow-up of almost a decade, and after adjustment for caffeinated and decaffeinated coffee intake, the amounts of cups per day, sleep hours, and other confounders, the morning-type, rather than the all-day-type pattern, was significantly associated with lower risks of all-cause mortality with a hazard ratio of 0.84 and of cardiovascular mortality of even 0.69 as compared with non-coffee drinkers.

"Why would time of the day matter? In the morning hours there is commonly a marked increase in sympathetic activity as we wake up and get out of bed, an effect that fades away during the day and reaches its lowest level during sleep. Thus, it is possible, as the authors point out, that coffee drinking in the afternoon or evening disrupts the circadian rhythm of sympathetic activity. Indeed, many all-day drinkers suffer from sleep disturbances. In this context, it is of interest that coffee seems to suppress melatonin, an important sleep-inducing mediator in the brain.

"Overall, we must accept the now substantial evidence that coffee drinking, particularly in the morning hours, is likely to be healthy. Thus, drink your coffee, but do so in the morning!"
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How our cells dispose of waste and ways to control it | ScienceDaily
Recycling takes place in our cells at all times: in a process called autophagy, cell components that are no longer needed are enclosed by membranes and broken down into their basic building blocks. This vital process prevents the formation of harmful aggregates and makes nutrients available again.


						
A research team co-led by Prof. Dr. Claudine Kraft from the CIBSS Cluster of Excellence at the University of Freiburg and Dr. Florian Wilfling from the Max Planck Institute of Biophysics in Frankfurt has now discovered the conditions necessary for autophagy to start. They were also able to artificially create these conditions and thus trigger the degradation of otherwise non-degradable molecules in yeast cells. Targeting autophagy in this way is a promising approach for promoting the degradation of aggregates that can otherwise form plaques in neurodegenerative diseases such as Alzheimer's, as well as to improve the efficacy of cancer treatments. The study has been published in the scientific journal Nature Cell Biology.

Weak molecular interactions essential for autophagy to begin

In order for the degradation of cellular components through autophagy to occur, they must first be recognised as waste. This is done by receptor and other adapter molecules. However, it was previously unknown how exactly these molecules trigger the subsequent steps. "We have now been able to show that the receptors must bind weakly to the material to be disposed of for autophagy to start," explains Kraft. "If they bind too strongly, the process is not triggered."

What initially sounds counterintuitive could be explained by the researchers with the help of computer simulations and experiments on living yeast cells and human cells in cell culture: the weak binding causes the receptors to remain mobile and form random clusters. "When the point of critical concentration has been reached, phase separation occurs: the adapter molecules come together and form a droplet, similar to oil in water," explains Wilfling. "Such a liquid accumulation has different physical properties than the individual molecules serving as a flexible platform for all other molecules involved in autophagy."

The process can be controlled artificially 

To test their hypothesis, the researchers introduced virus particles into yeast cells that the cells are normally unable to break down. By modifying the virus particles so that autophagy receptors could weakly bind to them, the researchers were able to trigger the degradation of the viral protein. However, if they modified the surface so that the receptors bound strongly to it, no degradation took place. "This result is promising because it shows that we can specifically intervene in the autophagy of cargo molecules of living cells," summarise both Kraft and Wilfling.

The study was funded by the German Research Foundation (EXC-2189; SFB 1381; SFB 1177; 450216812; 409673687; GRK 2606;) by the European Research Council under the Horizon 2020 programme (ERC 769065), the Max Planck Society and by the European Union (ERC 101041982).
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New research reveals groundwater pathways across continent | ScienceDaily
Researchers from Princeton University and the University of Arizona have created a simulation that maps underground water on a continental scale. The result of three years' work studying groundwater from coast to coast, the findings plot the unseen path that each raindrop or melted snowflake takes before reemerging in freshwater streams, following water from land surface to depths far below and back up again, emerging up to 100 miles away, after spending from 10 to 100,000 years underground.


						
The simulation, published Jan. 6 in the journal Nature Water, shows that rainfall and snowmelt flow much farther underground than previously understood and that more than half the water in streams and rivers originates from aquifers once thought to be so deep as to be walled off from streams. These unexpected findings have major implications for tracking pollution and predicting the effects of climate change on groundwater, which supplies half of all drinking water in the United States.

Spanning the continental United States and parts of Canada and Mexico, the simulation tracks the flow of groundwater and measures the vast distances and depths it travels before discharging into streams across more than 3 million square miles (7.85 million square kilometers). The researchers accomplished this with a high-resolution hydrological simulation that allowed them to track the water moving through underground systems.

The research team included Reed Maxwell, Princeton's William and Edna Macaleer Professor of Engineering and Applied Science and a professor at Princeton's High Meadows Environmental Institute; Chen Yang, a former associate research scholar at Princeton (now at Sun Yat-sen University in China); and University of Arizona professor Laura Condon.

They found that groundwater can travel underground for hundreds of kilometers before emerging as streamflow. In the Midwest, groundwater flows long distances -- especially where the mountains meet the plains. One groundwater flow along the base of the Rocky Mountains spanned 148 miles (238 kilometers). The study also revealed groundwater's vast connection networks: Almost 90% of U.S. watersheds take in water from one neighbor and pass it to another.

The findings bear staggering implications. While out of sight, groundwater constitutes 99% of the world's unfrozen fresh water and provides drinking water to 145 million Americans. It is also essential to our food supply, irrigating 60% of agriculture worldwide. But groundwater is being depleted at an alarming rate -- and it's long been difficult to model. This study's new retrospective analyses and predictive simulations provide opportunities to track this vital resource and understand the far-reaching impacts of leakages from the likes of oil and gas well pads.

"Interconnections between the watersheds isn't just important for streamflow," said Maxwell. "This also tells us how long contamination will persist in groundwater. Widespread pollutants like nitrate and PFAS can take these long journeys to the stream, making them harder to manage and even longer-lived."

The second important new discovery is that groundwater from very deep aquifers contributes significantly to streamflow. Maxwell's team found that deep groundwater from aquifers 10 to 100 meters below the surface contributed more than half of the baseflow in 56% of the subbasins. The greatest depths occurred in regions with the steepest topography gradients, such as the Rocky and Appalachian mountain ranges.
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Integrating historic data stands to improve climate models in the Global South | ScienceDaily
An international team led by McGill University researchers has devised a way to improve the accuracy of climate change models for the Global South by integrating historical records kept by missionaries and other visitors.


						
To show how it could be done, a cross-disciplinary team of researchers that included climate scientists, data analysts and a historian integrated data from 19th century missionary archives in Tanzania with current data for the region provided by climate modellers. They devised a way to quantify the historic records, which tended to be anecdotal as opposed to scientifically recorded. The result was to provide a longer record of climate change in the region than had previously been available, which has the capacity to enhance the accuracy of climate change models. Their work was published recently in Climate of the Past.

"The general scientific neglect of the Global South is only now starting to be gradually corrected by institutions in these regions," explained Philip Gooding, a researcher at McGill's Indian Ocean World Centre and the lead author of the study. "Tanzania is typical of many tropical regions in the Global South, in that evidence of climatic changes before the mid-20th century has yet to be gathered or analyzed." Gooding said. "This is partly because climate change research is often more difficult in such regions. For example, it is difficult to conduct tree ring analysis in tropical regions because many tropical species do not provide annual rings, or they respond differently to climate variability. Meanwhile, analysis of lake sediments suggests multi-decadal trends, rather than annual or seasonal climatic conditions." So, he said, researchers looked to historical documents.

Missionaries and explorers track changing patterns of rainfall and drought

The researchers looked at historical climate records for the towns of Ujiji, Tabora and Mpwapwa in central Tanzania between 1856-1890. All are at a similar latitude, with rainy seasons of similar duration and in similar months.

European "explorers" and early imperialists passed through the region from the late 1850s. They noted their observations about the weather and gathered information about previous seasons and years from local people. Representatives of various missionary societies based in Europe came to stay for longer periods from the 1870s. Their records provide a more consistent and reliable source of information, according to the researchers.

A record of rainfall patterns over a 30-year period in the 19th century

Although their letters and diaries varied greatly in terms of what was noted, the Europeans were interested in documenting climate conditions, including variability in rain, periods of drought, floods and harvests, as well as the conditions of pastures and fields.




The information is sufficient, for the period from 1856 to 1890, to provide a picture of climate trends over the long term, especially when combined and integrated with modelled data.

Information with a complicated origin and legacy

The researchers are conscious the origin of the historic data is problematic and carries with it a complicated legacy.

"Missionary accounts of the hardships of droughts acted as one of the justifications for European intervention in African affairs, in ways that failed to increase drought resiliency. It was a heavily racialized, and problematic discourse that infantilized and brutalized those who soon became colonized peoples," Gooding said.

However, integrating this data into climate models stands to improve their accuracy, he said. He believes the methodology developed in his study can be applied more broadly in the Global South.

"Using climate model data alone is rather uncertain due to a lack of verification with observations over this region," said Melissa Lazenby, a climatologist from the University of Sussex and co-author of the article. "By adding and integrating the documentary data to the climate modelling data, this research provides a more robust and credible picture of what happened in such regions in the past. This therefore helps verify climate models over this data-sparse region and can help in providing more accurate and credible future projections."
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Earth's air war: Explaining the delayed rise of plants, animals on land | ScienceDaily
If you like the smell of spring roses, the sounds of summer birdsong, and the colors of fall foliage, you have the stabilization of the ozone layer to thank for it. Located in the stratosphere, where it shields the Earth from harmful ultraviolet radiation, the ozone layer plays a key role in preserving the planet's biodiversity.


						
And now we may have a better idea of why that took so long -- more than 2 billion years -- to happen.

According to a new, Yale-led study, Earth's early atmosphere hosted a battle royale between iodine and oxygen -- effectively delaying the creation of a stable ozone layer that would shield complex life from much of the sun's ultraviolet radiation (UVR).

The new theory, described in a study in the journal Proceedings of the National Academies of Science, may solve a mystery that has puzzled scientists for hundreds of years.

"The origin and diversification of complex life on Earth remains one of the most profound and enduring questions in natural science," said Jingjun Liu, a doctoral student in Earth and planetary sciences at Yale and first and corresponding author of the new study.

Indeed, scientists have long wondered why land plants did not emerge on Earth until 450 million years ago, even though their progenitors, cyanobacteria, had been in existence for 2.7 billion years. Likewise, there are no fossils for complex land animals or plants before the Cambrian era (541 to 485 million years ago) despite the evidence of much older microfossils.

"The only existing explanation states that this delay is an intrinsic characteristic of evolution -- that an enormous amount of time is required," said Noah Planavsky, a professor of Earth and planetary sciences, faculty member of the Yale Center for Natural Carbon Capture, and senior author of the new study. "Yet that notion fails to explain how and why complex life originated and diversified."

The new study suggests that something beyond the need for time was responsible: the delayed stabilization of Earth's ozone layer, caused by elevated marine iodine concentrations that prevented a protective UVR shield from forming in the atmosphere.




Ozone production depends on atmospheric oxygen and background UVR. It has been widely accepted by scientists that once Earth established a substantial concentration of atmospheric oxygen, the planet formed an ozone layer that allowed for biological evolution to proceed unimpeded.

"We challenge this paradigm by considering how Earth's evolving iodine cycle may have influenced ozone abundance and stability," Liu said.

For the study, a Yale-led research team analyzed multiple lines of independent geological evidence and developed an ocean-atmosphere model to reconstruct the iodine-ozone dynamics for the early Earth. The researchers found that elevated marine iodide content (formed when iodine combines with another element to form a salt) prevailed through most of Earth's history, which would have led to significant inorganic iodine emissions into the atmosphere after the rise of oxygen -- with the potential for disrupting ozone.

The mechanism of ozone destruction by iodine is similar to the process by which chlorofluorocarbons (CFCs) created the "ozone hole" over Antarctica. When CFCs undergo photolysis, they release reactive chlorine, which catalytically destroys ozone in the stratosphere, leading to as much as a 50% depletion over continental Antarctica at the peak of the problem.

"Iodine-driven catalytic cycles for ozone destruction follow a similar process and are kinetically much faster than those involving reactive chlorine," Planavsky said. "Our photochemical calculations indicate that even a moderate increase in marine inorganic iodine emission could result in a whole atmosphere ozone depletion by tens or even hundreds of times relative to modern levels."

Liu noted that at a global scale, unstable and low ozone levels likely persisted from 2.4 billion years ago until roughly half a billion years ago. "During this interval, even under high levels of oxygen production, atmospheric ozone could have been very low and was likely unstable, leading to periodic or persistent high fluxes of solar UVR at Earth's surface," Liu said.

Dalton Hardisty of Michigan State University, James Kasting of Pennsylvania State University, and Mojtaba Fakhraee of Yale are co-authors of the study.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250107161833.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Smart food drying techniques with AI enhance product quality and efficiency | ScienceDaily
Food drying is a common process for preserving many types of food, including fruits and meat; however, drying can alter the food's quality and nutritional value. In recent years, researchers have developed precision techniques that use optical sensors and AI to facilitate more efficient drying. A new study from the University of Illinois Urbana-Champaign discusses three emerging smart drying techniques, providing practical information for the food industry.


						
"With traditional drying systems, you need to remove samples to monitor the process. But with smart drying, or precision drying, you can continuously monitor the process in real time, enhancing accuracy and efficiency," said corresponding author Mohammed Kamruzzaman, assistant professor in the Department of Agricultural and Biological Engineering (ABE), part of the College of Agricultural, Consumer and Environmental Sciences and The Grainger College of Engineering at Illinois.

In the paper, the researchers review academic literature about different types of equipment that apply precision techniques to enhance smart drying capabilities in the food industry.

They focus on three optical sensing systems -- RGB imaging with computer vision, near-infrared (NIR) spectroscopy, and near-infrared hyperspectral imaging (NIR-HSI) -- discussing the mechanisms, applications, advantages, and limitations of each. They also provide an overview of standard industrial drying methods, such as freeze drying, spray, microwave, or hot-air oven drying, which can be combined with the precision monitoring techniques.

"You can use each of the three sensors separately or in combination. What you choose will depend on the particular drying system, your needs, and cost-effectiveness," said lead author Marcus Vinicius da Silva Ferreira, a postdoctoral fellow in ABE.

RGB with computer vision uses a regular camera that captures visible light with a RGB color spectrum. It can provide information about surface-level features, such as size, shape, color, and defects, but it is not capable of measuring moisture content.

NIR spectroscopy uses near-infrared light to measure the absorbance of different wavelengths, which can be correlated to unique chemical and physical product characteristics, and it can measure internal qualities such as moisture content. However, NIR scans one point at a time.




This can work for a single product, like an apple slice, at least initially, Kamruzzaman said.

"But as the drying progresses, the material will shrink and become heterogeneous, because of cracking and bending. If you use NIR at that stage, and if you only scan a single point, you cannot measure the drying rate," he noted.

NIR-HSI is the most comprehensive of the three techniques. It scans the whole surface of the product, so it provides much more precise information about the drying rate and other features than NIR alone, since it extracts three-dimensional spatial and spectral information. However, NIR-HSI is also much more expensive than the two other sensors. The equipment costs 10 to 20 times more than NIR sensors, and 100 times or more than RGB cameras. Additionally, maintenance and computing requirements for HSI are substantially higher, further increasing the total cost.

All three methodologies must be combined with AI and machine learning to process the information, and the models must be trained for each specific application. Again, HSI requires more computational power than the other two systems because of the large amount of data it collects.

The researchers also developed their own drying system to test the various methods. They built a convective heat oven and tested the techniques on the drying of apple slices. They first combined the system with RGB and NIR; later they also tested the NIR-HSI system, the findings of which they plan to discuss in a forthcoming paper.

"For real-time monitoring, the convergence of RGB imaging, NIR spectroscopic sensors, and NIR-HSI with AI represents a transformative future for food drying. Integrating these technologies overcomes conventional drying process monitoring limitations and propels real-time monitoring capabilities," they concluded in the paper.

Future development of portable, hand-held NIR-HSI devices will further enable continuous monitoring of drying systems, providing real-time quality control in a variety of operating environments, they noted.
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Trash to treasure: Leveraging industrial waste to store energy | ScienceDaily
The batteries used in our phones, devices and even cars rely on metals like lithium and cobalt, sourced through intensive and invasive mining. As more products begin to depend on battery-based energy storage systems, shifting away from metal-based solutions will be critical to facilitating the green energy transition.


						
Now, a team at Northwestern University has transformed an organic industrial-scale waste product into an efficient storage agent for sustainable energy solutions that can one day be applied at much larger scales. While many iterations of these batteries, called redox flow batteries, are in production or being researched for grid-scale applications, using a waste molecule -- triphenylphosphine oxide (TPPO) -- marked a first in the field.

Thousands of tons of the well-known chemical byproduct are produced each year by many organic industrial synthesis processes -- including the production of some vitamins, among other things -- but it is rendered useless and must be carefully discarded following production.

In a paper published today (Jan. 7) in the Journal of the American Chemical Society, a "one-pot" reaction allows chemists to turn TPPO into a usable product with powerful potential to store energy, opening the door for viability of waste-derived organic redox flow batteries, a long-imagined battery type.

"Battery research has traditionally been dominated by engineers and materials scientists," said Northwestern chemist and lead author Christian Malapit. "Synthetic chemists can contribute to the field by molecularly engineering an organic waste product into an energy-storing molecule. Our discovery showcases the potential of transforming waste compounds into valuable resources, offering a sustainable pathway for innovation in battery technology."

Malapit is an assistant professor in the department of chemistry at Northwestern's Weinberg College of Arts and Sciences.

A small part of the battery market at present, the market for redox flow batteries is expected to rise by 15% between 2023 and 2030 to reach a value of 700 million euros worldwide. Unlike lithium and other solid-state batteries which store energy in electrodes, redox flow batteries use a chemical reaction to pump energy back and forth between electrolytes, where their energy is stored. Though not as efficient at energy storage, redox flow batteries are thought to be much better solutions for energy storage at a grid scale.




"Not only can an organic molecule be used, but it can also achieve high-energy density -- getting closer to its metal-based competitors -- along with high stability," said Emily Mahoney, a Ph.D. candidate in the Malapit lab and the paper's first author. "These two parameters are traditionally challenging to optimize together, so being able to show this for a molecule that is waste-derived is particularly exciting."

To achieve both energy density and stability, the team needed to identify a strategy that allowed electrons to pack tightly together in the solution without losing storage capacity over time. They looked to the past and found a paper from 1968 describing the electrochemistry of phosphine oxides and, according to Mahoney, "ran with it."

Then, to evaluate the molecule's resilience as a potential energy-storage agent, the team ran tests using static electrochemical charge and discharge experiments similar to the process of charging a battery, using the battery, and then charging it again, over and over. After 350 cycles, the battery maintained remarkable health, losing negligible capacity over time.

"This is the first instance of utilizing phosphine oxides -- a functional group in organic chemistry -- as the redox-active component in battery research," Malapit said. "Traditionally, reduced phosphine oxides are highly unstable. Our molecular engineering approach addresses this instability, paving the way for their application in energy storage."

In the meantime, the group hopes other researchers will pick up the charge and begin to work with TPPO to further optimize and improve its potential.

The research was supported by a start-up grant from Northwestern, the Department of Energy's Office of Basic Energy Sciences (DE-FG02-99ER14999) and the National Science Foundation Graduate Research Fellowship.
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Pluto-Charon formation scenario mimics Earth-Moon system | ScienceDaily
A NASA postdoctoral researcher at Southwest Research Institute has used advanced models that indicate that the formation of Pluto and Charon may parallel that of the Earth-Moon system. Both systems include a moon that is a large fraction of the size of the main body, unlike other moons in the solar system. The scenario also could support Pluto's active geology and possible subsurface ocean, despite its location at the frozen edge of the solar system.


						
"We think the Earth-Moon system initiated when a Mars-sized object hit the Earth and led to the formation of our large Moon sometime later," said Dr. Adeene Denton, who led the research, published in Nature Geoscience. "In comparison, Mars has two tiny moons that look like potatoes, while the moons of the giant planets make up a small fraction of their total systems."

In 2005, SwRI Vice President Dr. Robin Canup performed simulations that first demonstrated that the Pluto-Charon pair could have originated with a giant collision. However, those simplified early models treated the colliding material as a strengthless fluid. In the last five years, advancements in impact formation models have included material strength properties. Integrating this information into the simulation results in Pluto behaving like it has a rocky core covered in ice, which changes the outcome significantly.

"In previous models, when proto-Charon hit proto-Pluto, you have a massive shearing effect of fluids that looks like two blobs in a lava lamp that bend and swirl around each other," she said. "Adding in structural properties allows friction to distribute the impact momentum, leading to a 'kiss-and-capture' regime."

When Pluto and Charon collide, they stick together in the shape of a snowman. They rotate as one body until Pluto pushes Charon out into a stable orbit.

"Most cosmic collisions are what we call a hit-and-run, when an impactor hits a planet and keeps going," Denton continued. "Or an impactor hits a planet, and they merge, which is called a graze and merge. For the Pluto-Charon system, we have a new paradigm where the two bodies hit and then stick together but do not merge because they are behaving like rock and ice."

Pluto and Charon likely exchanged some material between each other but didn't lose a lot of material to the solar system. Pluto is bigger and started and ended up with much more rock than ice, while Charon is smaller and about 50% rock and 50% ice. The bodies maintain their structural integrity and eventually separate, likely preserving the ancient structures of both bodies, which initially formed in the Kuiper Belt. The interior structures could be quite ancient.

"And this collision scenario supports the formation of other moons, such as Pluto's four other tiny, lumpy satellites," she said.

This new model tells us how the impact may have happened but not when, which is significant, particularly because Pluto is thought to be geologically active and may have a liquid ocean beneath its icy surface.

"Even if Pluto starts out really cold, which makes more sense from a solar system evolution perspective, the giant impact and the subsequent tidal forces following the separation could result in an ocean down the line," said Denton. "And that has pretty big implications for the Kuiper Belt as a whole, because eight of the 10 largest Kuiper Belt objects are similar to Pluto and Charon.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250107140904.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Scientists advance nanobody technology to combat deadly Ebola virus | ScienceDaily
Ebola virus, one of the deadliest pathogens, has a fatality rate of about 50%, posing a serious threat to global health and safety. To address this challenge, researchers at the University of Minnesota and the Midwest Antiviral Drug Discovery (AViDD) Center have developed the first nanobody-based inhibitors targeting the Ebola virus.


						
Nanobodies are tiny antibodies derived from animals like alpacas. Their small size allows them to access areas of the virus and human tissues that larger antibodies cannot. During the COVID-19 pandemic, the team created nine nanobodies to fight COVID-19. Now, they've used this technology to develop two new nanobody inhibitors for Ebola: Nanosota-EB1 and Nanosota-EB2.

The nanobodies work in different ways to stop Ebola. The virus hides the part it uses to attach to human cells under a protective layer. Nanosota-EB1 prevents this layer from opening, blocking the virus from attaching to cells. Nanosota-EB2 targets a part of the virus essential for breaking into cells, stopping its spread. In lab tests, Nanosota-EB2 was especially effective, greatly improving survival rates in Ebola-infected mice.

These nanobodies represent a major step toward treatments for other viruses in the same family, like Sudan and Marburg viruses. This adaptability comes from a new nanobody design method recently developed by the team.

The study, published in PLOS Pathogens, was led by Dr. Fang Li, co-director of the Midwest AViDD Center and a professor of Pharmacology. The research team included graduate student Fan Bu, research scientist Dr. Gang Ye, research assistants Alise Mendoza, Hailey Turner-Hubbard, and Morgan Herbst (Department of Pharmacology), Dr. Bin Liu (Hormel Institute), and Dr. Robert Davey (Boston University). The research was funded by NIH grant U19AI171954.
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Canceling effect of genetics and environmental changes on bacterial growth | ScienceDaily
Researchers at University of Tsukuba conducted a high-throughput growth assay and machine learning to address the genetic and environmental interplay on bacterial growth. The findings indicated that the environmental chemicals affecting growth have varying impacts, depending on the amount of sugar present. Moreover, the research team demonstrated that the changes in growth caused by the genetic and environmental changes offset each other.


						
Genetic and environmental factors influence cell growth. Although previous studies have evaluated the influence of these factors on growth, conducting studies that assess such factors in a cross-talk manner is necessary. The genetic and environmental interactions still need further investigation. In this study, high-throughput biological experiments and machine learning data analysis were conducted to investigate the impact of gene-chemical interactions on bacterial growth.

A total of 115 genetically distinct Escherichia coli strains were cultivated under 135 nutritional conditions, with combinations of 48 different chemicals. A substantial dataset comprising approximately 14,000 growth profiles was achieved by high-throughput growth assay. Machine learning was used to analyze the dataset and investigate the impact of chemical nutrients on growth. The research team discovered that the impact of the 48 chemicals on the 115 distinct bacterial strains vary depending on the presence of sugar. Moreover, the gene-chemical interaction was evaluated using a theoretical model, demonstrating that the growth alterations resulting from the genetic and environmental discrepancies offset one another. This countervailing effect likely represents a general strategy for bacterial survival in the natural environment.

This study provides valuable insights into the factors influencing cell growth, thereby enhancing our understanding of universal principles. These insights will improve the effectiveness of industrial applications such as cell culture optimization.

This work was supported by the JSPS KAKENHI Grant-in-Aid for Challenging Exploratory Research (grant number 21K19815).
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Key and lock: How important proteins 'dock' to the centromere | ScienceDaily
The centromere of chromosomes plays a crucial role in cell division. Using the model plant Arabidopsis thaliana, an international team of researchers led by the Leibniz Institute IPK has investigated how two crucial proteins -- KNL2 and CENP-C -- dock to the centromere -- components which play a central role in this process. The results were published in the journal Nucleic Acids Research. 


						
During mitotic and meiotic cell division, the spindle fibres bind the chromosomes via a special region, the so-called centromere, and pull the sister chromatids apart so that each daughter cell receives the same genetic material. The centromere consists of centromeric DNA and a multiprotein complex, the kinetochore. The kinetochore ensures the correct distribution of chromosomes between the two daughter cells and, thus, the stability of the genome, as well as the proper function of genes in eukaryotic organisms.

The two proteins, KNL2 and CENP-C, are crucial for correctly separating chromosomes during cell division. They dock precisely onto the centromeric DNA, analogous to the "lock and key principle." However, already-known sections of the two proteins, so-called CENPC-k/CENPC motifs, are insufficient to establish a connection to the centromere. In a first step, they can only recognise the centromere. "Using the model plant Arabidopsis thaliana, we have now been able to show that in addition, so-called DNA-binding regions, located next to the already known motifs of the proteins, are needed," explains Dr. Inna Lermontova, head of IPK's research group "Kinetochore Biology." "These binding regions are essential for a connection with the centromere and thus for the interaction of the proteins with the centromeric DNA," says Surya Prakash Yalagapati, first author of the study.

"These results deepen our understanding of centromere architecture and open up new possibilities in synthetic biology and chromosome engineering," says Dr. Inna Lermontova. Fragments with CENPC/CENPC-k motifs and DNA-binding regions can precisely target proteins that alter centromere chromatin structure to centromeres. This study provides new insights into the mechanisms of centromere formation and the function of the kinetochore complex. "In the long term, this approach could advance plant breeding by optimising the production of double-haploid lines and thus accelerating the breeding process," the IPK researcher says.
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Reducing irrigation for livestock feed crops is needed to save Great Salt Lake, study argues | ScienceDaily
The Great Salt Lake has lost more than 15 billion cubic yards of water over the past three decades, is getting shallower at the rate of 4 inches a year, and an analysis of its water budget suggests reducing irrigation is necessary for saving it.


						
The study published today in Environmental Challenges shows that 62% of the river water bound for the lake is diverted for human uses, with agricultural activities responsible for nearly three-quarters of that percentage.

"The research highlights the alarming role of water consumption for feeding livestock in driving the lake's rapid depletion," said co-author William Ripple, distinguished professor of ecology at Oregon State University, who notes that 80% of agricultural water use is for irrigating alfalfa and hay crops.

To stabilize the lake and begin refilling it, the authors propose cutting human water consumption in the Great Salt Lake watershed by 35%, including a reduction in irrigated alfalfa production, a fallowing of much of the region's irrigated grass hay fields and taxpayer-funded compensation for farmers and ranchers who lose income.

"The lake is of tremendous ecological, economic, cultural and spiritual significance in the region and beyond," said Ripple, a member of OSU's College of Forestry. "All of those values are in severe jeopardy because of the lake's dramatic depletion over the last few decades."

The authors used data from the Utah Division of Water Resources to build a detailed water budget for the Great Salt Lake basin for the years 1989 through 2022. On average, inputs to the lake -- river inflows and precipitation -- during the study period lagged behind consumption and evaporation at the rate of 500 million cubic yards per year.

The water budget has been in a deficit situation for much of the past 100 years and the numbers have worsened with climate change and drought, the authors say.




"Abnormally large snowmelt inflow during the 1980s and 1990s served to temporarily obscure the long-term decline in lake levels, and the lake actually reached its highest level in more than a century in 1987," Ripple said. "But it has been dropping by roughly 4 inches per year on average since then."

The Great Salt Lake, which has no outlet, is the largest saline lake in the Western Hemisphere and the eighth largest in the world. Its 21,000-square-mile drainage basin includes the Wasatch Mountains, whose snowfall accounts for much of the basin's water replenishment.

A biodiversity hotspot, the lake sustains more than 10 million migratory birds and 350 bird species. Declining lake levels threaten critical habitats and could disrupt food webs, Ripple said.

The lake directly supports 9,000 jobs and annually fuels $2.5 billion in economic activity in the form of recreation, mining and brine shrimp harvesting, the paper points out. It's the world's largest supplier of brine shrimp eggs, a food source that underpins global aquaculture, but as the lake shrinks and salinity increases, the shrimp become physiologically stressed and don't produce as well.

Also as the lake gets smaller, human health risk grows in the form of wind-carried dust from the exposed saline lakebed, or playa. Five percent of the Great Salt Lake playa is fine particulate matter that can enter the lungs and cause a range of pulmonary problems, and particularly troublesome, the scientists say, is the presence of toxic heavy metals, residues of the region's history of mining, smelting and oil refining.

Depending on which conservation measures are deployed -- including crop shifting, reducing municipal and industrial use, and leasing water rights from irrigators -- the authors propose that farmers and ranchers who lose income from using less water could be compensated at a cost ranging from $29 to $124 per Utah resident per year. The state's population is 3.4 million.




"Revenues from growing both irrigated alfalfa and grass hay cattle feed in the Great Salt Lake basin account for less than 0.1% of Utah's gross domestic product," Ripple said. "But our potential solutions would mean lifestyle changes for as many as 20,000 farmers and ranchers in the basin."

In that regard, he adds, the Great Salt Lake area exemplifies the socio-cultural changes facing many river basin communities in the West and around the world, where climate change is sending many water budgets into deficit status.

"The economic and cultural adjustments required are significant but not insurmountable," said Ripple. "With the right policies and public support, we can secure a sustainable future for the Great Salt Lake and set a precedent for addressing water scarcity globally."

Collaborating with Ripple on the paper was an interdisciplinary team of scientists from Northern Arizona University, Utah State University and Virginia Tech; the Utah Agricultural Experiment Station; and Sustainable Waters, a New Mexico-based nonprofit focusing on global water education.

The National Science Foundation and the Utah Agricultural Experiment Station provided funding.
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Method can detect harmful salts forming in nuclear waste melters | ScienceDaily
A new way to identify salts in nuclear waste melters could help improve clean-up technology, including at the Hanford Site, one of the largest, most complex nuclear waste clean-up sites in the world.


						
Reporting in the journal Measurement, Washington State University researchers used two detectors to find thin layers of sulfate, chloride and fluoride salts during vitrification, a nuclear waste storage process that involves converting the waste into glass. The formation of salts can be problematic for waste processing and storage.

"We were able to demonstrate a technique to see when the salts are forming," said John Bussey, a WSU undergraduate who is one of the paper's lead authors. "By doing that, the melters could be monitored to know if we should change what is being put in the melt."

Vitrification entails putting the nuclear waste into large melters that are then heated to high temperatures. The resulting glass is then poured into cylinders and solidified for long-term safe storage.

The U.S. Department of Energy is building a vitrification plant at the Hanford Site. Because Hanford was used to make plutonium for the very first nuclear bomb, the waste there is particularly complex, containing nearly all of the elements of the periodic table, said Bussey. A total of 55 million gallons of chemical and nuclear waste are stored in 177 tanks at the site.

In the processing of the nuclear waste, salts can form. They can be corrosive and ruin very expensive vitrification equipment. Furthermore, since they dissolve in water, salts in the final glass waste form could lead to leaks and contamination if the waste form becomes exposed to water during storage. The wide variety of waste components at Hanford makes salt formation more likely.

"Salt formation is very undesirable during the vitrification process," said Bussey.




With a system that was developed at Pacific Northwest National Laboratory and the Massachusetts Institute of Technology, the researchers used optical and electrical components to look at light between infrared and microwave wavelengths that are naturally emitted during the melting process. They looked at samples of glass melts that are similar to those found at the Hanford site. Using two types of detectors, they were able to study the thermal emissions of the samples as well as the change over time.

"The brightness is really interesting for identifying all of the melting, solidification and salt formation," said Ian Wells, co-lead author and a graduate student in the WSU School of Mechanical and Materials Engineering. "What is really unique about this is you don't have to add any additional lighting or additional systems -- Purely based on the heat that is coming off the melt, you are able to look at the brightness of one-pixel images, and you can tell what's happening."

The researchers were able to see when there's a large change in the melt. Whether because a salt is forming or if there's melting or solidification, there is also a sharp change in the intensity. The researchers compared different melts and were able to identify behavior indicative of salts.

"We can clearly identify what is happening based on that behavior," said Wells. "We were surprised by how sensitive a probe it was even with very small amounts of salt."

The system can discriminate between salt types. The sensors can also sense the salts remotely, without having to be dipped in the radioactive molten glass, thus avoiding additional challenges.

"This work takes this monitoring technology a good step of the way closer to being able to be used inside the vitrification plant," said Bussey. "This piece of equipment without too much modification could be put straight into the vitrification plant."

The researchers think the work has other potential applications in molten salt nuclear reactors or in different types of manufacturing processes, such as glass, epoxies or carbon fiber processing, in which manufacturers want to better understand phase changes and the formation of different compounds during those phases. They hope to next move from lab-scale testing to larger scale melt tests. This research was funded through the United States Department of Energy Office of Environmental Management.
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Exploring the eco-friendly future of antibiotic particles | ScienceDaily
As the search for sustainability permeates all fields, researchers are turning to a unique organic source for creating antibacterial silver nanoparticles (Ag-NPs) -- the humble goji berry.


						
Goji berries are a ubiquitous superfood known for a multitude of health benefits, including their antibiotic properties. In research published in AIP Advances, by AIP Publishing, researcher Kamran Alam from Sapienza University of Rome along with others from NED University of Engineering and Technology and King Saud University found an effective way to harvest silver nanoparticles from these berries.

"Silver nanoparticles are responsible for disrupting the cell membrane structure, which can generate reactive oxygen species used for inhibiting bacterial growth," explained Alam.

Silver nanoparticles can be generated using a number of chemical techniques, but green solutions that use biological sources like fruit or leaf extracts are preferred because they save on energy and are nontoxic, nonhazardous, and biologically compatible with humans.

In this interdisciplinary undertaking, Alam and researchers demonstrated a technique for the synthesis of silver nanoparticles using store-bought goji berries.

"Goji berries are easily and locally available in the botanic garden and are rich in bioactive compounds that have natural reducing and stabilizing agents, eliminating the need for additional capping agents during processing," Alam said.

Alam and the team created silver nanoparticles by drying, grinding, and then filtering the goji berries to create an extract. Then, they added chemical silver nitrate (AgNO3) and reduced the solution.

Using visualization techniques such as X-ray diffraction, Ultraviolet-Visible (UV-Vis) Spectroscopy, and Fourier Transform Infrared (FT-IR) Spectroscopy, the team confirmed the presence of silver nanoparticles. The nanoparticles were also viewed under a microscope and tested for their antimicrobial activity against Staphylococcus aureus, a gram-positive bacterium that causes staph infections among other diseases.

In the future, Alam plans to study the cellular toxicity and biocompatibility of the nanoparticles synthesized from these berries, which could positively contribute to biomedical research.

"This is a simple and straightforward synthesis method which does not need additional chemicals or complex equipment and can be scaled up for industrial applications," he said.
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Drug-resistant hookworms put pets and people at risk | ScienceDaily
Canine hookworms are becoming increasingly resistant to drugs across Australia, according to new research.


						
Scientists at The University of Queensland and The University of Sydney have identified widespread resistance to benzimidazole-based dewormers which are commonly used to treat gastrointestinal parasites in dogs.

Dr Swaid Abdullah from UQ's School of Veterinary Science said almost 70 per cent of the hookworm samples studied showed genetic mutations that can cause drug resistance.

"This is a big problem, as hookworm infections can be dangerous for both humans and animals," Dr Abdullah said.

"In dogs, hookworm infections primarily affect the small intestine leading to anaemia, diarrhea, and malnutrition.

"But worse still, the parasites can spread to humans through the skin.

"In people, hookworms from dogs can cause cutaneous larva migrans (CLM) disease -- or 'creeping eruption' -- which is a winding, snake-like rash with blisters and itching."

Dr Abdullah said the best weapons against canine hookworms have been benzimidazole-based dewormers, but they are starting to fail.




"This level of resistance is an urgent issue for pet and public health," he said.

The study team used advanced parasitological diagnostics to examine samples from more than 100 animals in Australia and New Zealand.

The results showed resistance was spreading through hookworm species including the northern hookworm, which had previously been thought to be unaffected.

Professor Jan Slapeta from The University of Sydney said routine reliance on deworming drugs is likely fuelling the development of resistance

"Responsible parasite management by veterinarians is going to be vital moving forward," Professor Slapeta said.

"We're calling for a shift toward targeted, risk-based treatment to curb the spread of resistant hookworm.




"Responsible doctors don't give blanket antibiotics to any and all of their patients, and deworming should be approached in the same way if we're to limit drug resistance.

"As resistance spreads, we need ongoing monitoring and the development of new control strategies to protect animal and human health.

"This study is a wake-up call for both pet owners and veterinarians alike -- the era of effortless parasite control may be coming to an end."
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Ice patches on Beartooth Plateau reveal how ancient landscape differed from today's | ScienceDaily
Montana State University scientists say the frozen remnants of an ancient forest discovered 600 feet above the modern tree line on the Beartooth Plateau may portend possible changes for the alpine ecosystem if the climate continues to warm.


						
A paper about the discovery was published this in the journal Proceedings of the National Academy of Sciences. It describes what scientists have learned by studying the remains of a mature whitebark pine forest that formed at 10,000 feet elevation about 6,000 years ago, when warm-season temperatures in the Greater Yellowstone Ecosystem were similar to those of the mid-to-late 20th century.

The forest thrived for centuries until the climate began to cool about 5,500 years ago due to declines in summer solar radiation, the researchers found. The cooler temperatures shifted the tree line downslope and transformed the high mountain landscape from forest to the alpine tundra that exists today.

One of the paper's authors, David McWethy, associate professor in the Department of Earth Sciences in MSU's College of Letters and Science, said subsequent volcanic activity in the Northern Hemisphere caused the region's already cooling temperatures to plunge. The pine forest was encased quickly in ice, where it remained preserved until the ice patch began to thaw in recent years. McWethy said its discovery yielded the first evidence from an alpine area of the ecosystem to indicate that mature forests had established upslope when temperatures were warmer.

"This is pretty dramatic evidence of ecosystem change due to temperature warming," he said. "It's an amazing story of how dynamic these systems are."

The paper states that ice patches, unlike glaciers, do not flow. And until recently, the authors wrote, the ice patches slowly and near-continuously accumulated ice, "allowing preservation of deposited materials such as pollen, charcoal and macrofossils within their frozen layers."

McWethy said the idea to explore Beartooth ice patches for at least 10,000 years of clues about past climate and environmental conditions grew out of work by Craig Lee, now an assistant professor in MSU's Department of Sociology and Anthropology. In 2007, Lee recovered a portion of a 10,300-year-old atlatl from an ice patch on the plateau, alerting scientists that several millennia worth of cultural materials and environmental data was preserved in nearby layers of ice.




"Most of our best long-term climate records come from Greenland and Antarctica. It's not a small thing to find ice patches that persisted for that long of a time period at lower latitudes in the interior continent," McWethy said. The ice patches on the plateau measure hundreds of square meters size, which is fairly small compared to persistent ice masses elsewhere.

In 2016, Lee, McWethy and Greg Pederson, paleoclimatologist for the U.S. Geological Survey's Northern Rocky Mountain Science Center and lead author of the just-published paper, were awarded a $100,000 Camp Monaco Prize to gather information about environmental change and past human activity from ice patches on the plateau. In 2018, they and others were awarded a grant from the National Science Foundation to study additional alpine ice patches in the area to reconstruct the ecosystem's long-term climate history and its influence on Indigenous North Americans. McWethy said the NSF-funded work has involved a broad collaboration between tribes, federal agencies, archaeologists and scientists at several universities. The tree line study covers one aspect of the work.

The scientists say it was necessary to study multiple elements of the ancient ecosystem to piece together the frozen forest's complete story. Members of the team, including MSU graduate and undergraduate students, analyzed layers of water isotopes and organic materials in ice cores taken from the patch, and Pederson harvested cross-sections of wood from the ancient trees for radiocarbon dating. Pederson said the work proved that tree line on the plateau shifted upward in response to regional warming and that the pine forest thrived for 500 years while climate conditions remained moderate and moist.

"The plateau seems to have been the perfect place to allow for ice patches to establish and persist for thousands of years, recording important information on past climate, human activity and environmental change," Pederson said.

The results of the study suggest current climate conditions could lead to trees moving upslope into areas of the plateau that are now tundra. Pederson stressed, however, that even though the results of the study are site specific, there are strong connections to climate controls on tree line elevations globally.

"Growing season temperatures are the primary control on tree line elevation and latitude," Pederson said. "However, at individual tree line locations, other factors such as moisture, wind, snowpack and human disturbance may play an important role in dictating forest structure and elevational limits."

For those reasons, it's impossible to predict exactly what future tree line forests on the Beartooth Plateau will look like in terms of density, distribution or tree species composition, which will vary depending on how much warming occurs, according to McWethy and Pederson. The tree line will likely rise as the climate warms, they say, but precipitation levels will determine the structure and extent of new forest.

Changes will have significant implications for the future ecosystem, say the study authors, including climate expert and MSU Regents Professor Emerita Cathy Whitlock, who has worked in the Greater Yellowstone Ecosystem for 40 years. She and Pederson said less high-elevation snowpack would affect downstream water supplies for irrigation and electricity generation. McWethy added that if forests begin to establish in tundra, fuel conditions could change dramatically, potentially increasing the risk of wildfires.

"That's the reason why studies of past ecological change are more than interesting pieces of science," Pederson said. "They have much larger implications for the resources we all depend on."
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These 11 genes may help us better understand forever chemicals' effects on the brain | ScienceDaily
Per- and polyfluorinated alkyl substances (PFAS) earn their "forever chemical" moniker by persisting in water, soil and even the human brain.


						
This unique ability to cross the blood-brain barrier and accumulate in brain tissue makes PFAS particularly concerning, but the underlying mechanism of their neurotoxicity needs to be studied further.

To that end, a new study by University at Buffalo researchers has identified 11 genes that may hold the key to understanding the brain's response to these pervasive chemicals commonly found in everyday items.

These genes, some involved in processes vital for neuronal health, were found to be consistently affected by PFAS exposure, either expressing more or less, regardless of the type of PFAS compounds tested. For example, all compounds caused a gene key for neuronal cell survival to express less, and another gene linked to neuronal cell death to express more.

"Our findings indicate these genes may be markers to detect and monitor PFAS-induced neurotoxicity in the future," says lead co-corresponding author G. Ekin Atilla-Gokcumen, PhD, Dr. Marjorie E. Winkler Distinguished Professor in the Department of Chemistry, within the UB College of Arts and Sciences.

Still, the study, published in the Dec. 18 issue of ACS Chemical Neuroscience, found hundreds more genes whose expression changed in different directions based on the compound tested. Plus, there was no correlation between the level at which PFAS accumulates in a cell and the extent to which it causes differential gene expression.

Taken together, this suggests that distinct molecular structures within each type of PFAS drives changes in gene expression.




"PFAS, despite sharing certain chemical characteristics, come in different shapes and sizes, leading to variability in their biological effects. Thus, knowledge on how our own biology reacts to the different types of PFAS is of major biomedical relevance," says the study's other co-corresponding author, Diana Aga, PhD, SUNY Distinguished Professor and Henry M. Woodburn Chair in the Department of Chemistry, and director of the UB RENEW Institute.

"Depending on their chain length or headgroup, PFAS can have very different effects on cells," Atilla-Gokcumen adds. "We should not be viewing them as one large class of compounds, but really as compounds that we need to investigate individually."

Other authors include Omer Gokcumen, PhD, professor in the Department of Biological Sciences. The study was supported by the U.S. Environmental Protection Agency (EPA).

Ups and downs of gene expression

PFAS aren't immediately toxic. We're exposed to them practically every day, including through drinking water and food packaging, and don't notice.

"Therefore, researchers need to find points of assessment further upstream in the cellular process than just whether a cell lives or dies," Atilla-Gokcumen says.




The team decided to focus on how PFAS affects the gene expression of neuronal-like cells, as well as how PFAS affects lipids, which are molecules that help make up the cell membrane, among other important functions. Exposure to different PFAS for 24 hours resulted in modest but distinct changes in lipids, and over 700 genes to express differently.

Of the six types of PFAS tested, perfluorooctanoic acid (PFOA) -- once commonly used in nonstick pans and recently deemed hazardous by the EPA -- was by far the most impactful. Despite its small uptake, PFOA altered the expression of almost 600 genes -- no other compound altered more than 147. Specifically, PFOA decreased the expression of genes involved in synaptic growth and neural function.

Altogether, the six compounds caused changes in biological pathways involved in hypoxia signaling, oxidative stress, protein synthesis and amino acid metabolism, all of which are crucial for neuronal function and development.

Eleven of the genes were found to express the same way, either more or less, to all six compounds. One of the genes that was consistently downregulated was mesencephalic astrocyte derived neurotrophic factor, which is important for the survival of neuronal cells and has been shown to reverse symptoms of neurodegenerative diseases in rats. One of the genes consistently upregulated was thioredoxin interacting protein, which has been linked to neuronal cell death.

"Each of these 11 genes exhibited consistent regulation across all PFAS that we tested. This uniform response suggests that they may serve as promising markers for assessing PFAS exposure, but further research is needed to know how these genes respond to other types of PFAS," Atilla-Gokcumen says.

Identifying the least-worst options

As harmful as PFAS can be, the reality is that good substitutes have yet to be found.

The compounds can perhaps be replaced in applications like food packaging, but their effectiveness in firefighting and semiconductor manufacturing, for example, may need to continue long term.

That's why studies like this are crucial, Atilla-Gokcumen says. The varied reaction most genes had to different compounds, as well as the lack of correlation between PFAS uptake into cells and the extent of gene change expression they cause, underscores just how unique each of these compounds are.

"If we understand why some PFAS are more harmful than others, we can prioritize phasing out the worst offenders while seeking safer substitutes. For example, alternatives like short-chain PFAS are being explored, as they tend to persist less in the environment and accumulate less in biological systems. However, their reduced persistence may come at the cost of effectiveness in certain applications, and there are concerns about potential unknown health effects that require further investigation. Further research is needed to ensure these substitutes are genuinely safer and effective for specific applications," Atilla-Gokcumen explains. "This research is a major step towards achieving this goal."
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Microplastics widespread in seafood people eat | ScienceDaily
The tiny particles that shed from clothing, packaging and other plastic products are winding up in the fish that people eat, according to a new study from Portland State researchers, highlighting a need for technologies and strategies to reduce microfiber pollution entering the environment.


						
Building on previous research exploring the prevalence of microplastics in bivalves like Pacific oysters and razor clams, researchers in PSU's Applied Coastal Ecology Lab -- led by Elise Granek, professor of environmental science and management -- turned their focus to commonly eaten finfish and crustaceans.

Summer Traylor, who graduated in 2022 with a master's in environmental management, led the project with assistance from undergraduate environmental science student Marilyn Duncan, who graduated in 2024. The team set out to fill in gaps about microplastic contamination in Oregon finfish and shellfish and better understand variations across trophic levels, which classify a fish's position in the food chain, and in pathways to consumers. Traylor's research helped her land a job working for the National Oceanic and Atmospheric Administration (NOAA) after graduating from PSU, and Duncan has plans to continue microplastics research in graduate school.

The team quantified anthropogenic particles, materials produced or modified by humans, that they found in the edible tissue of six species that are economically or culturally important in Oregon: black rockfish, lingcod, Chinook salmon, Pacific herring, Pacific lamprey, and pink shrimp.

They compared particle concentrations across trophic levels and whether their position in the food web affected what and how much was contaminating their edible tissue as well as whether there were differences in samples acquired directly from research fishing vessels versus those from supermarkets and seafood vendors. Susanne Brander, an ecotoxicologist and associate professor in Oregon State University's College of Agricultural Sciences, helped analyze and validate a subsample of suspected plastics in her lab.

The study, published in the journal Frontiers in Toxicology, found 1,806 suspected particles across 180 of 182 individual samples. Fibers were the most abundant, followed by fragments and films.

Among the species sampled, pink shrimp, which filter-feed right below the surface of the water, had the highest concentrations of particles in their edible tissues. Chinook salmon had the lowest concentrations, followed by black rockfish and lingcod.




"We found that the smaller organisms that we sampled seem to be ingesting more anthropogenic, non-nutritious particles," Granek said. "Shrimp and small fish, like herring, are eating smaller food items like zooplankton. Other studies have found high concentrations of plastics in the area in which zooplankton accumulate and these anthropogenic particles may resemble zooplankton and thus be taken up for animals that feed on zooplankton."

Though the group expected that the processing from catch to consumer would introduce additional contaminants from plastic packaging meant to preserve seafood, that wasn't universally true across the species. The researchers rinsed off the fish fillets and shrimp, replicating what most people do at home before preparing them, suggesting that in some cases, additional contamination that may land on the surface during processing can be removed with rinsing.

The study results, however, provide evidence of the widespread presence of particles in the edible tissues of Oregon's marine and freshwater species.

"It's very concerning that microfibers appear to move from the gut into other tissues such as muscle," Brander said. "This has wide implications for other organisms, potentially including humans too."

The researchers say the findings signal the need for both further studies to understand the mechanisms by which particles translocate into muscle tissue, which humans eat, as well as policy interventions to regulate anthropogenic particles.

"This project established critical baseline data for West Coast fisheries stakeholders and highlighted how much we still do not know about these pervasive microplastic pollutants," said Traylor, who now serves as a NOAA Corps Officer, helping collect baseline microplastic data in the Gulf of Mexico to further expand public knowledge and understanding.




The authors are not advocating for people to stay away from seafood because, as Granek likes to remind people, microplastics are everywhere: in bottled water, beer, honey, beef, chicken, veggie burgers and tofu.

"If we are disposing of and utilizing products that release microplastics, those microplastics make their way into the environment, and are taken up by things we eat," she said. "What we put out into the environment ends up back on our plates."

That's why Granek's lab group is beginning to focus more on solutions.

"We're continuing to do work to understand the effects of anthropogenic particles on animals, but we're also moving into experimental work to test what are effective solutions to reduce microplastics entering marine ecosystems," she said.

She's leading a $1.9 million NOAA-funded project that is developing and testing washing machine, dishwasher and clothes dryer filters that can serve as cost-effective filtration solutions. In another project funded by Oregon Sea Grant, six catch basin filters will be installed in stormwater drains in two coastal towns to determine their efficacy in trapping microplastics from road runoff before entering waterways. Brander's lab is collaborating on both projects as well.
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Lead pollution likely caused widespread IQ declines in ancient Rome, new study finds | ScienceDaily
Lead exposure is responsible for a range of human health impacts, with even relatively low levels impacting the cognitive development of children. DRI scientists have previously used atmospheric pollution records preserved in Arctic ice cores to identify periods of lead pollution throughout the Roman Empire, and now new research expands on this finding to identify how this pollution may have affected the European population.


						
The study, published Jan. 6th in Proceedings of the National Academy of Sciences (PNAS), examined three ice core records to identify lead pollution levels in the Arctic between 500 BCE through 600 CE. This era spans the rise of the Roman Republic through the fall of the Roman Empire, with the study focusing on the approximately 200-year height of the Empire called the Pax Romana. Lead isotopes allowed the research team to identify mining and smelting operations throughout Europe as the likely source of pollution during this period. Advanced computer modeling of atmospheric movement then produced maps of atmospheric lead pollution levels across Europe. Combined with research linking lead exposure to cognitive decline, the research team also identified likely reductions in IQ levels of at least 2 to 3 points among the European population.

"This is the first study to take a pollution record from an ice core and invert it to get atmospheric concentrations of pollution and then assess human impacts," says Joe McConnell, research professor of hydrology at DRI and lead author of the study. "The idea that we can do this for 2,000 years ago is pretty novel and exciting."

Records of the Past Preserved in Ice

McConnell's Ice Core Laboratory at DRI has spent decades examining ice cores from places like Greenland and Antarctica, where sheets of ice have built up over millennia. Using enormous drills, they painstakingly extract columns of ice as much as 11,000 feet (3,400 meters) long, reaching more distant depths of Earth's history with each inch. McConnell's team creates precise timelines using records of well-dated volcanic eruptions, which stamp the ice record like postcards from the past. Gas bubbles trapped in the ice offer insight into the atmosphere of past eras, while pollutants like lead can be used to interpret mining and industrial activity.

McConnell began developing methods to create very detailed lead records in ice more than twenty years ago, when he applied them to more recent history. When archeologists and historians learned of this work, they approached him hoping to apply these new techniques to the Roman period, seeking answers to lingering historical questions. "The resulting research changed our understanding of the era by finding precise linkages between the lead pollution records and historical events such as population declines associated with periodic plagues and pandemics," adds coauthor and ancient historian Andrew Wilson of Oxford University.

A Growing Understanding of the Harms of Lead Pollution

Ancient lead pollution stemmed largely from silver mining, whereby the lead-rich mineral galena was melted down to extract silver. For every ounce of silver obtained, this process produced thousands of ounces of lead -- much of which was released to the atmosphere.




In the 20th century, lead pollution predominantly came from the emissions of vehicles burning leaded gasoline. Following the passing of the Clean Air Act in the U.S. in 1970, which restricted the use of leaded gasoline, researchers have tracked the sharp decline of lead in human blood. However, the nationwide exposure, particularly for children born between 1950 and 1985, allowed scientists to track lead's impact on health and cognitive development.

"As lead pollution has declined during the last 30 years, it has become more and more apparent to epidemiologists and medical experts just how bad lead is for human development," McConnell says.

In adults, high levels of lead exposure are linked to infertility, anemia, memory loss, cardiovascular disease, cancer, and reduced immune response, among other impacts. In children, even low levels of exposure have been connected to reduced IQ, concentration challenges, and reduced academic success. While the U.S. Centers for Disease Control and Prevention (CDC) considers a blood lead level of 3.5 mg/dl the point for medical intervention for children, they have stated that there is no level of lead exposure without risk.

"Lead is known to have a wide range of human health impacts, but we chose to focus on cognitive decline because it's something we can put a number on," says study coauthor Nathan Chellman, assistant research professor of snow and ice hydrology at DRI. "An IQ reduction of 2 to 3 points doesn't sound like much, but when you apply that to essentially the entire European population, it's kind of a big deal."

The study found that atmospheric lead pollution began during the Iron Age and reached a peak during the late 2nd century BCE at the height of the Roman Republic. It then declined sharply during the 1st century BCE, during the crisis of the Roman Republic, before increasing around 15 BCE following the rise of the Roman Empire. Lead pollution remained high until the Antonine Plague from 165 to the 180s CE, which severely affected the Roman Empire. It wasn't until the High Middle Ages in the early 2nd millennium CE that lead pollution in the Arctic exceeded the sustained high levels of the Roman Empire. According to the research, more than 500 kilotons of lead were released to the atmosphere during the nearly 200-year height of the Roman Empire.

Although ice core records show that Arctic lead pollution was up to 40-fold higher during the highest historical peak in the early 1970s, the insight gained from this study demonstrates how "humans have been impacting their health for thousands of years through industrial activity," McConnell says.
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Efforts to reduce kids' screen time weakened by unequal access to green space | ScienceDaily
When children have a place to play outside, programs aimed at reducing their screen time use are more successful, according to a University of Michigan study.


						
The study also found that such programs are less successful in neighborhoods where children have less access to green spaces, which include areas such as forests, shrubland, open spaces and grassland, according to lead author Ian-Marshall Lang, a researcher at U-M's School of Kinesiology and first author of the study.

"Because prior studies have shown differences in the effectiveness of community programming and policies by race and ethnicity, we set out to show why this may be the case. We thought that access to green space might be a key factor, given that national research shows racial and ethnic inequities in green space availability," Lang said. "This raises the question of who has access to high green space. Both our study and national data show green space is less common in communities with higher Hispanic and Black populations.

"These unfair differences in green space access might explain why community programs and policies are less effective in reducing screen time among different racial groups. To address screen time inequities, we need solutions that create fair, just and healthy environments for all communities."

The study is published in the journal Health and Place.

Lang and colleagues drew upon data from the Healthy Communities Study, which examines the use of community programs and policies and obesity-related behaviors among racially and ethnically diverse children. The researchers also linked new information about the participants' communities and neighborhoods so they could better understand what the children's neighborhoods looked like.

About two-thirds of children ages 6 to 17 exceed the recommended limit of two hours of screen time each day. Community programs and policies aim to reduce children's screen use by providing community-based education and skill development programs for parents, or no-cost physical activity opportunities for children. But these programs and policies seem to fare better when children have a space to play outside of their homes.




"Neighborhood green spaces may draw children out of the house and give them an alternative space to engage in activities other than screen time. Thus, in neighborhoods where green space is sparser, the environment may be less encouraging and less successful at pulling children away from the screen," Lang said. "Simply increasing the intensity of screen-time reduction programs may not be effective in environments that do not support behavior change."

Children in neighborhoods composed of more than 30% Black residents were more likely to exceed daily screen time limits -- and neighborhoods with about 30% Black and Hispanic residents were more likely to lack green space.

"More intense programs were associated with lower screen time in places with plenty of green space nearby, but not places with low or moderate green space," Lang said. "This is important because not everyone in the United States has the same access to green space. We know there are racial and ethnic inequities in green space access in the U.S., and that those inequities are connected to population health outcomes. Our findings add to this research by showing that inequities in green space access may also affect the success of programs aimed at reducing kids' screen time."

The researchers say their study did not conclude a causal relationship but suggests that simply increasing the intensity of community programming may not be a universal solution to addressing childhood screen time in the absence of supportive environments.

"This work is particularly important for organizations that have the responsibility and power to make equitable investments in green spaces to support the health of children," Lang said. "Our findings provide evidence-based support for initiatives like the 10-Minute Walk Program that calls on city mayors to address inequities in green space access by ensuring that everyone in U.S. cities has access to a quality park within a 10-minute walk of their home."

Research reported in the publication was supported by the National Heart, Lung, and Blood Institute of the National Institutes of Health under award number R01HL137731.

The original Healthy Communities Study was funded by the NHLBI of NIH, in collaboration with the Eunice Kennedy Shriver National Institute of Child Health and Human Development, National Institute of Diabetes and Digestive and Kidney Diseases, National Cancer Institute, and NIH Office of Behavioral and Social Sciences Research, Department of Health and Human Services, under award number HHSN268201000041C.

University of Michigan co-authors included senior author Natalie Colabianchi, as well as Anna Fischer, Cathy Antonakos, Stephanie Miller and Rebecca Hasson. Other co-authors were Russell Pate of the University of South Carolina and Vicki Collie-Akers of the University of Kansas.
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How we classify flood risk may give developers, home buyers a false sense of security | ScienceDaily
Common methods of communicating flood risk may create a false sense of security, leading to increased development in areas threatened by flooding.


						
This phenomenon, called the "safe development paradox," is described in a new paper from North Carolina State University. Lead author Georgina Sanchez, a research scholar in NC State's Center for Geospatial Analytics, said this may be an unintended byproduct of how the Federal Emergency Management Agency classifies areas based on their probability of dangerous flooding.

Known as flood mapping, this classification system describes areas in terms of their likelihood of being flooded each year. These classifications are then used to determine all kinds of regulatory requirements, such as whether a developer or homeowner must purchase flood insurance. For example, an area with a 1% chance of flooding in any given year would be referred to as a 100-year floodplain -- and anything in the 100-year floodplain is designated "high risk."

However, by designating the 100-year floodplain as "high risk," regulators may unintentionally give the mistaken assumption that anything outside that zone carries no risk, Sanchez said.

"What our current methods do is draw a line between the 100-year floodplain, which is considered 'high risk,' and everything outside of it. We communicate flood risk in a way that says you are either on the 'at risk' side of that line, or the 'minimal risk' side," Sanchez said. "If you are on the 'safe' side, then you are not required to purchase flood insurance or meet strict structural requirements. It then becomes more affordable to live just outside the floodplain, where the perceived risk is lower, yet you are still close to the beautiful lakes, rivers and coastlines we love."

This, Sanchez said, creates a mechanism that clusters development just beyond the highest-risk flood areas, even though in reality the risk extends beyond the floodplain's edge.

Previous research on the safe development paradox has focused on the "levee effect," in which the creation of flood-prevention structures gives the false impression that an area is safe from flooding and thus attracts increased development. This in turn leads to concentrated losses if a flood event exceeds what the flood-prevention structure was designed to withstand.




In focusing on regulatory floodplain mapping instead of these structures, Sanchez and her collaborators uncovered another example of the paradox, where efforts to reduce flood risk paradoxically intensify it by promoting development immediately outside of designated "high-risk" zones.

By overlaying floodplain maps from over 2,300 counties with data on prior development trends and simulated future development, researchers found evidence for the safe development paradox from the national level down to the county level. The study found that as much as 24% of all development nationwide occurs within 250 meters of a 100-year floodplain, and projections indicate that this number will continue to grow through at least the year 2060 without new policies to prevent flood exposure.

While the study concluded in 2019, these findings are apparent in the recent destruction caused by Hurricane Helene in western North Carolina, Sanchez said.

"Because of the steep topography in places like western North Carolina, there is an even greater concentration of development compared to flatter areas," she said. "Developers tend to seek land that is flat enough to build on, which often happens to be along stream networks and closer to flood-prone areas.

"When I saw the news after Helene and looked at the images from the region, I could painfully see the findings of our study reflected in those scenes."
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Climate change is accelerating forest defoliation by helping invasive species spread | ScienceDaily
Computer models developed by the University of Chicago and Argonne National Laboratory predict that hotter, drier conditions in North America will limit the growth of a fungus that normally curbs the spread of the spongy moth, an invasive species that has caused millions of dollars in damage to forests.


						
The research, published in Nature Climate Change, emphasizes the importance of accounting for multiple organisms and their interactions when predicting the potential impacts of climate change, as warmer temperatures cause unexpected domino effects in ecosystems.

"The vast majority of previous climate change studies look at individual organisms, but a small amount of climate change can have a big effect when you compound it across multiple species," said Greg Dwyer, PhD, Professor of Ecology and Evolution at UChicago and senior author of the new study. "So, computer models are crucial for understanding the effects of climate change on species interactions."

Small changes lead to big impacts

The spongy moth (Lymantria dispar) was first introduced to the hardwood forests of New England in 1869. Native to Europe, female moths lay eggs on surfaces like branches, stacked firewood, and outdoor furniture. The eggs tend to come with these objects when people move them, so the insect has spread far from where it was first accidentally released in Massachusetts. Spongy moth caterpillars feed on the leaves of trees and shrubs, especially oak trees. For decades after their introduction, the caterpillars carved a path of destruction through forests, defoliating and killing trees by the acre.

In 1989, a lethal infection caused by the fungus Entomophaga maimaiga began spreading among spongy moths. This fungus is also not native to North America, but no one knows for sure how and when it arrived. It might have been introduced deliberately to control the moths, or it might have been accidentally brought into the US from Japan, where it originates. Nevertheless, it has managed to keep spongy moths in check ever since, sparing millions of trees.

Another pathogen, the nucleopolyhedrovirus (NPV), can also keep the insect in check, but it needs large populations to spread. The natural advantage of the fungus is that it can grow and infect moths in small numbers before too much damage has been done, but only if conditions are cool and moist.




"Even small reductions in mortality rate for the moths lead to big increases in defoliation," Dwyer said. "If they don't get killed off when they're at low density one year, then the next year they'll be back at higher density. You get this multiplication process going on."

Not pessimistic enough

Dwyer has spent his career modeling interactions among infectious diseases and various species, from wild rabbits to insects. In 2004, in one of his first publications at UChicago, he developed a model that accounted for the spongy moth, its predators like mice and squirrels, and NPV infection rates. In 2020, his lab designed more models to explore how the density of moth populations and weather conditions affect outbreaks of the E. maimaiga fungus. Those models showed that incorporating climate data produced much better predictions than models that don't account for climate, planting a seed for the new study.

Dwyer and his student Jiawei Liu worked with Jiali Wang, PhD, an atmospheric scientist in the Environmental Science Division at Argonne National Laboratory, and Rao Kotamarthi, PhD, Chief Scientist for the Environmental Science Division at Argonne, to incorporate more precise climate data into new models for spongy moth infestations. Wang and Kotamarthi specialize in taking large scale climate change models, say for all North America, and downscaling them to smaller regions, like one portion of a state. This allowed Dwyer's team to account for more nuanced differences in weather patterns and insect populations across multiple regions.

The resulting predictions were dispiriting. As climate change brings hotter and drier conditions to forests, fungal infection rates over the next few decades will drop sharply -- meaning that more moths will survive to destroy more trees. While that seems far in the future, below average rainfall and above average temperatures in recent years have already led to big spongy moth outbreaks, which Dwyer said he didn't expect to happen so soon.

"Our projections were pessimistic, but probably not pessimistic enough. It's very concerning," he said.
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A new way to determine whether a species will successfully invade an ecosystem | ScienceDaily
When a new species is introduced into an ecosystem, it may succeed in establishing itself, or it may fail to gain a foothold and die out. Physicists at MIT have now devised a formula that can predict which of those outcomes is most likely.


						
The researchers created their formula based on analysis of hundreds of different scenarios that they modeled using populations of soil bacteria grown in their laboratory. They now plan to test their formula in larger-scale ecosystems, including forests. This approach could also be helpful in predicting whether probiotics or fecal microbiota treatments (FMT) would successfully combat infections of the human GI tract.

"People eat a lot of probiotics, but many of them can never invade our gut microbiome at all, because if you introduce it, it does not necessarily mean that it can grow and colonize and benefit your health," says Jiliang Hu SM '19, PhD '24, the lead author of the study.

MIT professor of physics Jeff Gore is the senior author of the paper, which appears in the journal Nature Ecology and Evolution. Matthieu Barbier, a researcher at the Plant Health Institute Montpellier, and Guy Bunin, a professor of physics at Technion, are also authors of the paper.

Population fluctuations

Gore's lab specializes in using microbes to analyze interspecies interactions in a controlled way, in hopes of learning more about how natural ecosystems behave. In previous work, the team has used bacterial populations to demonstrate how changing the environment in which the microbes live affects the stability of the communities they form.

In this study, the researchers wanted to study what determines whether an invasion by a new species will succeed or fail. In natural communities, ecologists have hypothesized that the more diverse an ecosystem is, the more it will resist an invasion, because most of the ecological niches will already be occupied and few resources are left for an invader.




However, in both natural and experimental systems, scientists have observed that this is not consistently true: While some highly diverse populations are resistant to invasion, other highly diverse populations are more likely to be invaded.

To explore why both of those outcomes can occur, the researchers set up more than 400 communities of soil bacteria, which were all native to the soil around MIT. The researchers established communities of 12 to 20 species of bacteria, and six days later, they added one randomly chosen species as the invader. On the 12th day of the experiment, they sequenced the genomes of all the bacteria to determine if the invader had established itself in the ecosystem.

In each community, the researchers also varied the nutrient levels in the culture medium on which the bacteria were grown. When nutrient levels were high, the microbes displayed strong interactions, characterized by heightened competition for food and other resources, or mutual inhibition through mechanisms such as pH-mediated cross-toxin effects. Some of these populations formed stable states in which the fraction of each microbe did not vary much over time, while others formed communities in which most of the species fluctuated in number.

The researchers found that these fluctuations were the most important factor in the outcome of the invasion. Communities that had more fluctuations tended to be more diverse, but they were also more likely to be invaded successfully.

"The fluctuation is not driven by changes in the environment, but it is internal fluctuation driven by the species interaction. And what we found is that the fluctuating communities are more readily invaded and also more diverse than the stable ones," Hu says.

In some of the populations where the invader established itself, the other species remained, but in smaller numbers. In other populations, some of the resident species were outcompeted and disappeared completely. This displacement tended to happen more often in ecosystems when there were stronger competitive interactions between species.




In ecosystems that had more stable, less diverse populations, with stronger interactions between species, invasions were more likely to fail.

Regardless of whether the community was stable or fluctuating, the researchers found that the fraction of the original species that survived in the community before invasion predicts the probability of invasion success. This "survival fraction" could be estimated in natural communities by taking the ratio of the diversity within a local community (measured by the number of species in that area) to the regional diversity (number of species found in the entire region).

"It would be exciting to study whether the local and regional diversity could be used to predict susceptibility to invasion in natural communities," Gore says.

Predicting success

The researchers also found that under certain circumstances, the order in which species arrived in the ecosystem played a role in whether an invasion was successful. When the interactions between species were strong, the chances of a species becoming successfully incorporated went down when that species was introduced after other species have already become established.

When the interactions are weak, this "priority effect" disappears and the same stable equilibrium is reached no matter what order the microbes arrived in.

"Under a strong interaction regime, we found the invader has some disadvantage because it arrived later. This is of interest in ecology because people have always found that in some cases the order in which species arrived matters a lot, while in the other cases it doesn't matter," Hu says.

The researchers now plan to try to replicate their findings in ecosystems for which species diversity data is available, including the human gut microbiome. Their formula could allow them to predict the success of probiotic treatment, in which beneficial bacteria are consumed orally, or FMT, an experimental treatment for severe infections such as C. difficile, in which beneficial bacteria from a donor's stool are transplanted into a patient's colon.

"Invasions can be harmful or can be good depending on the context," Hu says. "In some cases, like probiotics, or FMT to treat C. difficile infection, we want the healthy species to invade successfully. Also for soil protection, people introduce probiotics or beneficial species to the soil. In that case people also want the invaders to succeed."
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U.S. Corn Belt: Intensive farming and shallow groundwater affect precipitation patterns | ScienceDaily
The sweeping land use changes and irrigation of the U.S. Corn Belt, along with the influence of the area's shallow groundwater, have significantly altered precipitation patterns in that vital agricultural region, new research shows.


						
The study, published in the Proceedings of the National Academy of Sciences, focuses on "precipitation recycling" -- a process in which the moisture released to the atmosphere by plants, soils, lakes, and other features of the landscape returns to the same area in the form of rain.

By using advanced computer modeling techniques, scientists were able to determine that the region's agriculture, combined with shallow groundwater, increases the precipitation recycling ratio by almost 30%. This provides a significant boost to rainfall during the growing season.

The role of precipitation recycling varies from month to month and year to year, the research found. It peaks in summer months with the maturing of the corn crop, and in dry years when little moisture arrives from other regions.

"This research shows how agricultural practices can modify regional climate, with implications for food and water security," said lead author Zhe Zhang, a scientist with the U.S. National Science Foundation National Center for Atmospheric Research (NSF NCAR). "In an agricultural region like the U.S. Corn Belt where rainfall is critical, it's important for both farmers and water resource managers to understand where the rain comes from."

Learning more about the extent of precipitation recycling can help improve future rainfall predictions for the Corn Belt and provide more information for planting strategies and water resource allocations.

The study was co-authored by other scientists at NSF NCAR, as well as scientists at the Hong Kong University of Science and Technology and the University of Santiago de Compostela in Spain. It was funded by NSF.




Altered land surface

The U.S. Corn Belt spans a dozen states in the Midwest and Great Plains, ranging from Ohio in the east to Nebraska in the west. The land surface, which had been a mix of tallgrass prairie and woodlands prior to European settlement, is now characterized by croplands with extensive irrigation.

Previous research has shown that the region has become increasingly humid, with more rainfall. But Zhang and his colleagues wanted to quantify the impact of precipitation recycling.

Taking advantage of advanced computer modeling techniques, the scientists turned to the NSF NCAR-based Weather Research and Forecasting (WRF) model, which can simulate the atmosphere at a very high resolution of four kilometers (about 2.5 miles). They also used another NSF NCAR-based computer model, known as Noah-MP, which allows specific analysis of the interactive system of groundwater, crop growth, and irrigation. They applied a physically realistic algorithm to trace the movement of water vapor in the simulations.

To tease out the roles of agriculture and the shallow groundwater that's a natural feature in the region, the scientists compared simulations that included crops, irrigation, and groundwater with other simulations that lacked one or more of those factors. They ran the models at the NSF NCAR-Wyoming Supercomputing Center.

The results showed the precipitation recycling ratio -- or fraction of precipitation that fell as a result of local processes -- reached 18% because of the combination of shallow groundwater that fed moisture to the surface, leafy corn plants that released moisture to the atmosphere, and evaporation from irrigation systems. Without such factors, the modeling showed the precipitation recycling ratio would be just 14%, or about 29% less.




The scientists focused their simulations on three years: 2010 (which was unusually wet), 2011 (average precipitation), and 2012 (a dry year). They found that the fraction of recycled precipitation was highest in 2012, when less moisture arrived from other regions such as the Gulf of Mexico.

"We were able to truly distinguish how different processes contribute to changes in precipitation," Zhang said. "Since agriculture relies on rainfall, this understanding can inform agricultural management as well as lead to better understanding of freshwater availability."

He and his collaborators are planning subsequent research to look into how the changing precipitation can affect agricultural productivity.

This material is based upon work supported by the NSF National Center for Atmospheric Research, a major facility sponsored by the U.S. National Science Foundation and managed by the University Corporation for Atmospheric Research. Any opinions, findings and conclusions or recommendations expressed in this material do not necessarily reflect the views of NSF.
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New strontium isotope map of Sub-Saharan Africa is a powerful tool for archaeology, forensics, and wildlife conservation | ScienceDaily
A team of researchers led by UC Santa Cruz recently released a sophisticated new map that reveals, for the first time, the unique "geologic fingerprints" for most of the African continent.


						
The map will help archaeologists, conservation scientists, and forensics experts match artifacts and plant, animal, and human remains found at locations around the world back to their most likely region of origin within Africa, offering new insights on issues ranging from the history of the transatlantic slave trade to modern wildlife trafficking and human migration patterns.

The research team's methods, and a few demonstrations of the map's capabilities, are published in the journal Nature Communications. The map is available for public use through open access. It is the first bioavailable strontium isotope map to show predicted strontium isotope ratios across all of Sub-Saharan Africa.

Strontium is an element present in bedrock and soil that comes in several different chemical forms, called isotopes. The ratio of these isotopes to one another indicates the age and chemical composition of the bedrock in a given region of the planet. Living organisms incorporate strontium from the environment into their tissues in ratios that reflect the local conditions of the place where they developed. This means researchers can perform isotope analysis on a sample of unknown origin, then use the new isotope map to see which parts of Sub-Saharan Africa are most likely to have produced the specific ratios observed in the sample.

To develop the map, researchers used computer modeling techniques that incorporated 11 predictive variables and strontium isotope data from more than 2,000 samples collected across the African continent. The project took more than a decade to complete and required international coordination among over 100 scientists.

UC Santa Cruz Anthropology Professor Vicky Oelze, who conceptualized the project and is senior author of the new paper, says that strontium isotope mapping of Sub-Saharan Africa has been a significant need for many years. Isotope analysis can significantly increase understanding of the global movement of people and wildlife, which is especially relevant for a region that was a center of human exploitation and trafficking during the transatlantic slave trade and is now home to numerous endangered and trafficked wildlife species.

But Oelze says the region has long faced "data marginalization," due to a lack of scientific equipment to perform local analysis and an overall lack of samples, resulting from logistical challenges and, in some cases, safety risks from armed conflicts.




"When we started this project, for all of Western Central Africa, there were only two data points, and they were both in Nigeria," she explained. "Basically, at that time, you couldn't use this type of analysis to investigate any big questions in all of western and western central Africa, because there was no baseline information available. That has long been both an inequity and a missed opportunity, because the geology of western central Africa is so diverse that it makes this a perfect landscape to use this method."

To develop the new map, Oelze and her team combined previously available strontium isotope data for parts of south and east Africa with data from Angola that the core team had published in 2023 and new data from 778 samples collected across 24 countries in western and western central Africa. The team's work provides the first known strontium isotope data for 16 of those countries.

New samples used in the project included wild plants, soils, bones, teeth, and snail shells, which were processed and analyzed primarily at UC Santa Cruz laboratories by postdoctoral fellow Xueye Wang and graduate and undergraduate students. Samples were provided through a partnership with the Pan African Programme, which had been collecting environmental samples for a chimpanzee research project, and a call for samples that went out to the Society of Africanist Archaeologists.

The new data allowed the team to build a powerful predictive model for their map. To explore its historical applications, researchers analyzed the strontium isotope ratios for samples taken from the remains of first-generation enslaved people buried at the Anson Street African Burial Ground in South Carolina and Pretos Novos cemetery in Rio de Janeiro, Brazil. By combining historical, genetic, and other lines of evidence with the new strontium isotope map, the team was able to predict likely regions of origin for each person with much more specificity than was previously possible.

"One of the main questions that descendants of enslaved people still have today is wanting to know more about where each individual ancestor came from, and our work is helping to provide some of those answers," Oelze said. "Sub-Saharan Africa is a big place with tremendous cultural diversity, so it's really important to be able to specify whether someone likely came from the Angolan Plateau or the southern coast of Ghana, for example. That tells us something about a person's life history to help us better understand these ancestors and how their legacies contribute to living populations today."

UC Santa Cruz postdoctoral fellow Xueye Wang, who previously studied under Oelze and is lead author of the new paper, said she hopes the team's efforts can help to restore the identities of trafficking victims whom the transatlantic slave trade sought to systematically dehumanize.




"Through this study, we aimed to go beyond academic inquiry, seeking to reclaim the voices of those silenced by history and to provide them with a rightful sense of belonging," she said. "We hope the results will inspire more researchers to utilize strontium isotopes and other methodologies to contribute to the restoration of the identities, cultures, and lives of individuals and communities whose rights and lives were stripped away during the colonial period."

In addition to shedding new light on history, the map also has important modern applications, like combating wildlife trafficking. Confiscated animal parts from the illegal wildlife trade can be analyzed for their strontium isotope ratios and then be matched against the map, helping conservationists and law enforcement agencies locate potential geographic hubs for the poaching and smuggling networks they're trying to shut down.

Researchers also hope the map could be used for forensic analysis on the remains of the thousands of people who tragically drown in the Mediterranean Sea each year trying to migrate to Europe. If their origins can be traced, then their bodies could potentially be repatriated for proper burial in their home lands.

For each of these applications, Oelze expects that the map will only become more useful with time, as more data becomes available.

"We continue to be very interested in getting more samples from the remaining data-poor regions of the African continent, like the Sahel region, Sudan, and Mozambique," she said. "We plan to continue our work on filling data gaps, working closely with local archaeologists. In the meantime, we hope this project can make a positive impact."
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Climate extremes in 2024 'wreaking havoc' on the global water cycle | ScienceDaily
2024 was another year of record-breaking temperatures, driving the global water cycle to new climate extremes and contributing to ferocious floods and crippling droughts, a new report led by The Australian National University (ANU) shows.


						
The 2024 Global Water Monitor Report, involving an international team of researchers and led by ANU Professor Albert van Dijk, found rising temperatures are changing the way water moves around the planet, "wreaking havoc" on the water cycle.

"Rising sea surface temperatures intensified tropical cyclones and droughts in the Amazon Basin and southern Africa. Global warming also contributed to heavier downpours and slower-moving storms, as evidenced by deadly flash floods in Europe, Asia and Brazil," Professor van Dijk said.

In 2024, about four billion people across 111 countries -- half of the world's population [?] experienced their warmest year yet. Professor van Dijk said air temperatures over land in 2024 were 1.2 degrees Celsius warmer than at the start of the century, and about 2.2 degrees Celsius higher than at the start of the Industrial Revolution.

"In 2024, Earth experienced its hottest year on record, for the fourth year in a row. Water systems across the globe bore the brunt," he said.

"2024 was a year of extremes but was not an isolated occurrence. It is part of a worsening trend of more intense floods, prolonged droughts, and record-breaking extremes."

The most damaging water-related disasters in 2024 included flash floods, river floods, droughts, tropical cyclones and landslides. Water-related disasters killed more than 8,700 people, displaced 40 million people and caused economic losses exceeding US $550 billion.




"From historic droughts to catastrophic floods, these extreme events impact lives, livelihoods, and entire ecosystems. Separate, heavy rainfall events caused widespread flash flooding in Afghanistan and Pakistan, killing more than 1,000 people," Professor van Dijk said.

"Catastrophic flooding in Brazil caused more than 80 deaths, with the region recording more than 300 millimetres of rainfall.

"We found rainfall records are being broken with increasing regularity. For example, record-high monthly rainfall totals were achieved 27 per cent more frequently in 2024 than at the start of this century, whereas daily rainfall records were achieved 52 per cent more frequently. Record-lows were 38 per cent more frequent, so we are seeing worse extremes on both sides.

"In southern China, the Yangtze and Pearl Rivers flooded cities and towns, displacing tens of thousands of people and causing hundreds of millions of dollars in crop damages.

"In Bangladesh in August, heavy monsoon rains and dam releases in August caused widespread river flooding. More than 5.8 million people were affected and at least one million tonnes of rice was destroyed. In Spain, more than 500 millimetres of rain fell within eight hours in late October, causing deadly flash floods."

While some parts of the world experienced major flooding in 2024, others endured crippling drought.




"In the Amazon Basin, one of the Earth's most important ecosystems, record low river levels cut off transport routes and disrupted hydropower generation. Wildfires driven by the hot and dry weather burned through more than 52,000 square kilometres in September alone, releasing vast amounts of greenhouse gases," Professor van Dijk said.

"In southern Africa, a severe drought reduced maize production by more than 50 per cent, leaving 30 million people facing food shortages. Farmers were forced to cull livestock as pastures dried up. The drought also reduced hydropower output, leading to widespread blackouts.

"We need to prepare and adapt to inevitably more severe extreme events. That can mean stronger flood defences, developing more drought-resilient food production and water supplies, and better early warning systems.

"Water is our most critical resource, and its extremes -- both floods and droughts -- are among the greatest threats we face."

The research team used data from thousands of ground stations and satellites orbiting the Earth to deliver near real-time insights into critical water variables such as rainfall, soil moisture, river flows, and flooding.

The Global Water Monitor is a collaboration between institutions across the world and involves various public and private organisations.

The 2024 report is available on the Global Water Monitor website.
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Floods linked to rise in US deaths from several major causes | ScienceDaily
Over the last 20 years, large floods were associated with up to 24.9 percent higher death rates from major mortality causes in the U.S. compared to normal conditions. A new study in the journal Nature Medicine demonstrates the sweeping and hidden effects of floods -- including floods unrelated to hurricanes, such as those due to heavy rain, snowmelt, or ice jams.


						
Scientists at Columbia University Mailman School of Public Health led the study in partnership with researchers at Arizona State University, Harvard University, and the University of Arizona.

Until now, there had been a critical knowledge gap about cause-specific flood mortality risks in the U.S. over time, and how risks may vary among groups within the population. The study's findings provide information that could help public health agencies allocate resources.

In the U.S., population growth alone is projected to result in an estimated 72 percent increase in the population exposed to floods annually by 2050, before accounting for the effect of climate change in leading to more frequent river, coastal, and flash floods.

"Flooding is an urgent public health concern as sea level rise, rapid snowpack melting, and increased storm severity will lead to more destructive and frequent events," says first author Victoria Lynch, PhD, post-doctoral research fellow at Columbia Mailman School. "Our results show that floods were associated with higher death rates for most major causes of death, even for rain- and snow-related floods that are less likely to generate rapid emergency responses."

"In the U.S., floods have a devastating effect on society, yet a comprehensive assessment of their continuing health impacts had been lacking,"says Robbie M. Parks, assistant professor in Environmental Health Sciences at Columbia Mailman School and senior author. "Our study is a first major step in better understanding how floods may affect deaths, which provides an essential foundation for improving resilience to climate-related disasters across the days, weeks, months, and years after they wreak destruction."

After collecting 35.6 million U.S. death records from 2001 to 2018, the researchers used a statistical model to calculate how death rates changed in three-month periods following large floods when compared to equivalent periods in normal conditions.




Residents of 2,711 counties, covering over 75 percent of the U.S. population, experienced at least one large flood during the study period. Heavy rain was the most common cause of large flood events with the next most common cause due to snowmelt in the Midwest and tropical cyclones in the southeast.

The researchers found the largest overall increases in injury death rates among older people (24.9 percent) and females (21.2 percent) during the month of tropical storm/hurricane-related flooding,with increases in death rates associated with heavy rain-related flooding for infectious diseases (3.2 percent) and cardiovascular diseases (2.1 percent). Snowmelt-related floods were associated with higher death rates for respiratory diseases (22.3 percent), neuropsychiatric conditions (15.9 percent), and cardiovascular diseases (8.9 percent).

The rise in infectious diseases is likely related to disruptions to drinking water and sewage infrastructure that can lead to waterborne disease transmission. Chronic and neuropsychiatric conditions may relate to stress from persistent flood-related disruptions. Socioeconomic factors that drive health outcomes in communities vulnerable to floods, as well as residents' ability to evacuate during emergencies and respond to their aftermath, may also play important roles.

"The majority of our understanding of flood-related health impacts comes from major events like Hurricane Katrina or Harvey that, despite their devastation, are a sample of a larger phenomenon," says Jonathan Sullivan, assistant professor in Geography, Development, and Environment at University of Arizona and co-author. "Our study shows that even floods caused by snowmelt or heavy rain, each uniquely driven by changes to climate and development, elevate mortality months after the fact providing critical knowledge of how to manage and adapt to floods."

Previous research on climate and health by the authors of this paper has found elevated death rates after tropical cyclones in the U.S., including disproportionate increases in excess deaths in socially vulnerable communities of color, and that tropical cyclones are associated with the spread of waterborne infectious diseases.

Additional co-authors are Aaron Flores, Arizona State University; Sarika Aggarwal and Rachel C. Nethery, Harvard Chan School of Public Health; and Marianthi-Anna Kioumourtzoglou, Anne E Nigra, and Xicheng Xie, Columbia Mailman School of Public Health.

The study was supported by the National Institute of Environmental Health Sciences (grants ES007322, ES033742, ES009089, AG093975, ES007142).
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Marked decrease in Arctic pressure ridges | ScienceDaily
In the Arctic, the old, multiyear ice is increasingly melting, dramatically reducing the frequency and size of pressure ridges. These ridges are created when ice floes press against each other and become stacked, and are a characteristic feature of Arctic sea ice, an obstacle for shipping, but also an essential component of the ecosystem. In a recently released study in the journal Nature Climate Change, experts from the Alfred Wegener Institute report on this trend and analyse observational data from three decades of aerial surveys.


						
Satellite data from the last three decades documents the dramatic changes in Arctic sea ice due to climate change: the area covered in ice in summer is declining steadily, the floes are becoming thinner and moving faster. Until recently, it was unclear how the characteristic pressure ridges had been affected, since it's only been possible to reliably monitor them from space for the past few years.

Pressure ridges are produced by lateral pressures on sea ice. Wind or ocean currents can stack floes up, forming metre-thick ridges. The part of the ridges -- which break up the otherwise smooth surface of the ice every few hundred metres -- extending above the water is called the sail and measures between one and two metres. Even more impressive is the keel below the water line, which can extend down to 30 metres and create an impassable obstacle for shipping. Pressure ridges affect not only the energy and mass balance of the sea ice, but also the biogeochemical cycle and the ecosystem: when their sails catch the wind, floes can be driven all across the Arctic. Polar bears use pressure ridges as a source of protection for overwintering or birthing their young. In addition, the structures offer ice-associated organisms at various trophic levels protection and promote the turbulent mixing of water, which increases nutrient availability.

A team of researchers from the Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research (AWI), has now reprocessed and analysed laser-based readings gathered in 30 years of research flights over the Arctic ice. The survey flights, which cover a total distance of roughly 76,000 kilometres, show for the first time that the frequency of pressure ridges north of Greenland and in Fram Strait is decreasing by 12.2%, and their height by 5%, per decade. Data from the Lincoln Sea, an area where particularly old ice is known to accumulate, paints a similar picture: here, the frequency is declining by 14.9% and the height by 10.4% per decade.

"Until now, it's remained unclear how pressure ridges were changing," says Dr Thomas Krumpen, a sea-ice expert at the AWI and the study's main author. "More and more of the Arctic consists of ice that melts in the summer and is no more than a year old. This young, thin ice can more readily be deformed and more rapidly forms new pressure ridges. So you might expect their frequency to increase. The fact that pressure ridges are nonetheless in decline is due to the dramatic melting of older floes. Ice that has survived several summers is characterised by a particularly high number of pressure ridges, since it has been subjected to high pressures over a longer timeframe. The loss of this multiyear ice is so severe that we're observing an overall decline in pressure-ridge frequency, even though the thin young ice is easier to deform."

In order to draw conclusions regarding Arctic-wide changes, the researchers combined all observational data to develop a metric. Then, with the aid of satellite data, they applied it to the Arctic as a whole: "We tend to see the greatest decline in pressure ridges in those places where the ice's age has decreased most," summarises Prof Christian Haas, Head of Sea-ice Physics at the AWI. "Major changes can be seen in the Beaufort Sea, but also in the Central Arctic. Both regions are now partly ice-free in summer, though they were once dominated by ice that was at least five years old."

For the study, individual pressure ridges and their heights were precisely measured and analysed during survey flights. This was possible thanks to the low-level flights (less than 100 metres above the surface) and the laser sensors' high scanning rate, which allowed terrain models to be created. The AWI began scientific flights over the sea ice in the early 1990s, launching from Svalbard. Back then, the institute relied on two Dornier DO228s, Polar 2 and Polar 4; they have since been succeeded by two Basler BT-67s, Polar 5 and Polar 6. Specially equipped for flights under the extreme conditions found in the polar regions, they can be fitted with a range of sensors. Using these aircraft, researchers survey the ice north of Greenland, Svalbard and Canada twice a year. But the icebreaker Polarstern's onboard helicopters are also part of the monitoring programme.

In order to estimate the direct effects of the observed changes on the Arctic ecosystem, models need to be developed that can reflect both physical and biological processes in sea ice of various ages. Although we know that pressure ridges are home to a range of organisms, we still lack a deeper understanding of the role of pressure-ridge age. Yet this aspect is especially important, as the percentage of ridges that don't survive their first summer is on the rise. Another riddle: although the size and frequency of ridge sails have decreased, the drift speed of Arctic ice has generally increased. As AWI sea-ice physicist Dr Luisa von Albedyll, who contributed to the study, explains: "Actually, the ice should drift more slowly when the sails shrink, since there's less area for the transfer of momentum. This indicates that there are other changes producing just the opposite effect. Stronger ocean currents or a smoother ice underside due to more intensive melting could be contributing factors. To answer these open questions and gain a better grasp of the complex interrelationships, we have made the entire dataset available in a public archive, (Link zu PANGAEA), ensuring that other researchers can use it and integrate it into their studies."

An expedition with the research vessel Polarstern is planned for next summer, with a focus on investigating the biological and biogeochemical differences between floes and pressure ridges of different ages and provenances. At the same time, there will be extensive aerial survey flights with the research aircraft. According to Thomas Krumpen: "By combining ship-based and aerial observations, we hope to gain better insights into the complex interactions between the sea ice, climate and ecosystem -- since we'll only be able to devise effective strategies for the preservation and sustainable use of the Arctic once we better understand the region's environmental system."
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Prime apple growing areas in US face increasing climate risks | ScienceDaily
Some of the most productive apple regions in America are facing big challenges from a changing climate, according to a Washington State University study.


						
Researchers analyzed over 40 years of climate conditions that impact the growth cycle of apple trees from bud break and flowering through fruit development, maturation and color development.

While many growing areas are facing increased climate risks, the top three largest apple producing counties in the U.S. were among the most impacted: Yakima in Washington, Kent in Michigan and Wayne in New York. In particular, Yakima County, the largest of the three with more than 48,800 acres of apple orchards, has seen harmful trends in five of the six metrics the researchers analyzed.

"We shouldn't take the delicious apples we love to consume for granted," said Deepti Singh, a WSU climate scientist and the study's corresponding author. "Changing climate conditions over multiple parts of the growth cycle pose potentially compounding threats to the production and quality of apples. Moving forward, it would be helpful to think about adaptations at different stages of apple growth that can minimize overall harmful impacts."

The team'simmediate next step is to look at projections, Singh added, to inform planning and management in the tree fruit industry.

For this study, published in the journal Environmental Research Letters, the researchers analyzed climate data from 1979-2022. They specifically looked at six metrics that impact the apple growth, including two metrics of extremes -- extreme heat days, defined as days with a maximum temperature greater than 34 degrees C (93 F) that can cause sunburn as well as other problems, and warm nights when the minimum temperatures were greater than 15 C (59 F) that can adversely affect coloration.

The researchers also looked at the number of cold days; "chill portions" or the number of colder hours an apple tree needs to be dormant; the last day of spring frost; and growing degree days, meaning the number of days above a certain temperature that are conducive for apples to grow.




Changes in these metrics can impact apple production, changing the time when apple flowers bloom, increasing the risk of sunburn on apples as well as affecting apple appearance and quality. The western U.S. has experienced the strongest trends in multiple metrics that are detrimental to apples.

The challenges are complex partly because apple trees are perennials, said co-author Lee Kalcsits, a WSU tree physiologist who leads programming at the Wenatchee Tree Fruit Research and Extension Center.

"What goes on in different seasons can affect long-term health as well as the performance and productivity of the apple tree during that specific season," he said. "So what goes on in the winter affects what happens in the spring, which affects the summer, and it just keeps going around in a cycle."

Growers are already adapting, he added, noting that in Washington state, producers are employing measures such as netting and evaporative cooling to fend off sunburn during the more frequent extreme heat.

With more climate risks likely, researchers are also taking steps to help the industry adapt. Kalcsits is leading a project funded by a $6.75 million grant from the U.S. Department of Agriculture to help mitigate the impact of extreme climate events on apple and pear crops. It is a multi-institution grant with work planned across the nation as well as in the apple growing regions of Washington state.

"Washington is a great place to start to talk about adaptation," said Kirti Rajagopalan, a WSU biological systems engineer and study co-author, who is also working on the grant project. "A lot of the commercial apple production happens in the northern U.S. There are also parts of Washington where the summers can get pretty hot, so this is a good place for a case study -- and if we can manage it here, then it's likely manageable elsewhere too."

Additional researchers on the current study include first author Shawn Preston and Matthew Yourek of WSU. This research was supported by the National Science Foundation and WSU's Emerging Research Initiative.
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Tiny plants reveal big potential for boosting crop efficiency | ScienceDaily

"Hornworts possess a remarkable ability that is unique among land plants: they have a natural turbocharger for photosynthesis," said Tanner Robison, a graduate student at the Boyce Thompson Institute (BTI) and first author of the paper recently published in Nature Plants. "This special feature, called a CO2-concentrating mechanism, helps them photosynthesize more efficiently than most other plants, including our vital food crops."

At the heart of this mechanism is a structure called a pyrenoid, which acts as a microscopic CO2 concentration chamber inside the plant's cells. The pyrenoid is a liquid-like compartment packed with the enzyme Rubisco, which captures CO2 and converts it into sugar during photosynthesis. Surrounding the pyrenoid are specialized channels and enzymes that pump in CO2, saturating Rubisco with its key raw material.

"This CO2-concentrating mechanism gives hornworts a significant advantage," said Laura Gunn, assistant professor at Cornell's School of Integrative Plant Science. "Rubisco is an infamously inefficient enzyme, so most plants waste a lot of energy dealing with its tendency to also react with oxygen. But by concentrating CO2 around Rubisco, hornworts can maximize its efficiency and minimize this wasteful 'photorespiration' process."

Using advanced imaging techniques and genetic analysis, the research team found that hornworts likely use a much simpler system to concentrate CO2. Unlike algae, which need complex machinery to pump CO2 into their cells, hornworts probably use a passive approach that requires fewer moving parts.

"It's like finding a simpler, more efficient engine design," explained Fay-Wei Li, associate professor at BTI and co-corresponding author of the study. "This simplicity could make it easier to engineer similar systems in other plants, like essential crops."

The potential impact is substantial. The research team estimates that installing a similar CO2-concentrating mechanism in crops could boost photosynthesis by up to 60%, leading to significant increases in yields without requiring more land or resources.

The research also provides new insights into plant evolution. The scientists found that the machinery for concentrating CO2 was likely present in the common ancestor of all land plants, but only hornworts retained and refined the ability over millions of years of evolution.

As we face the dual challenges of climate change and food security, this tiny plant might provide a blueprint for meaningful agricultural innovation. While much work remains before this natural technology can be utilized in other plants, the discovery offers a promising new direction for sustainable agriculture.

This research was supported by the National Science Foundation and the Triad Foundation.
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Non-opioid pain relievers beat opioids after dental surgery | ScienceDaily
A combination of acetaminophen (Tylenol) and ibuprofen (Advil, Motrin) controls pain after wisdom tooth removal better than opioids, according to a Rutgers Health study that could change how dentists treat post-surgical pain.


						
The trial in more than 1,800 patients found that those given a combination of ibuprofen and acetaminophen experienced less pain, better sleep and higher satisfaction compared with those receiving the opioid hydrocodone with acetaminophen.

"We think this is a landmark study," said Cecile Feldman, dean of Rutgers School of Dental Medicine and lead author of the study. "The results actually came in even stronger than we thought they would."

Dentists, who rank among the nation's leading prescribers of opioids, wrote more than 8.9 million opioid prescriptions in 2022. For many young adults, dental procedures such as wisdom tooth extraction are their first exposure to opioid medications.

"There are studies out there to show that when young people get introduced to opioids, there's an increased likelihood that they're going to eventually use them again, and then it can lead to addiction," said study co-investigator Janine Fredericks-Younger, adding that opioid overdoses kill more than 80,000 Americans each year.

To compare opioid and non-opioid pain relief, the researchers conducted a randomized trial on patients undergoing surgical removal of impacted wisdom teeth, a common procedure that typically causes moderate to severe pain.

Half the patients received hydrocodone with acetaminophen. The other half got a combination of acetaminophen and ibuprofen. Patients rated their pain levels and other outcomes, such as sleep quality, over the week following surgery.




Results in The Journal of American Dental Association showed the non-opioid combination provided superior pain relief during the peak-pain period in the two days after surgery. Patients taking the non-opioid medications also reported better sleep quality on the first night and less interference with daily activities throughout recovery.

Patients who received the over-the-counter combo were only half as likely as the opioid patients to require additional "rescue" pain medication. They also reported higher overall satisfaction with their pain treatment.

"We feel pretty confident in saying that opioids should not be prescribed routinely and that if dentists prescribe the non-opioid combination, their patients are going to be a lot better off," Feldman said.

The study's size and design make it particularly notable. With more than 1,800 participants across five clinical sites, it's one of the largest studies of its kind. It also aimed to reflect real-world medication use rather than the tightly controlled conditions of many smaller pain studies.

"We were looking at the effectiveness -- so how does it work in real life, taking into account what people really care about," said Feldman, referring to the study's focus on sleep quality and the ability to return to work.

The findings align with recent recommendations from the American Dental Association to avoid opioids as first-line pain treatment. Feldman said she hopes they will change prescribing practices.




"For a while, we've been talking about not needing to prescribe opioids," Feldman said. "This study's results are such that there is no reason to be prescribing opioids unless you've got those special situations, like medical conditions preventing the use of ibuprofen or acetaminophen."

Members of the research team said they hope to expand their work to other dental procedures and pain scenarios. Other researchers at the school are testing cannabinoids for managing dental pain.

"These studies not only guide us on how to improve current dental care," said Feldman, "but also on how we can better train future dentists here at Rutgers, where we constantly refine our curriculum the light of science."

The Opioid Analgesic Reduction Study was funded by the National Institutes of Health's National Institute of Dental and Craniofacial Research.
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Hornwort genomes provide clues on how plants conquered the land | ScienceDaily
Over 450 million years ago, plants began the epic transition from water to dry land. Among the first pioneers were the ancestors of humble hornworts, a group of small, unassuming plants that have persisted to this day. New research reveals insights into the genetic blueprints of hornworts, uncovering fascinating details about plant evolution and the early days of life on land.


						
"We began by decoding the genomes of ten hornwort species, representing all known families within this unique plant group," said Peter Schafran, a postdoctoral scientist at the Boyce Thompson Institute (BTI) and first author of the study. "What we found was unexpected: hornworts have maintained remarkably stable chromosomes despite evolving separately for over 300 million years."

Unlike many plants, hornworts have not experienced whole-genome duplication (where an organism's entire genetic material is duplicated). This absence of duplication has resulted in stable "autosomes" -- the chromosomes that hold most of an organism's genetic material -- which have remained relatively unchanged across hornworts despite their deep evolutionary history.

However, not all parts of the hornwort genome are so static. The study revealed the presence of "accessory chromosomes" -- extra genetic material that isn't essential for survival but can provide additional benefits. These accessory chromosomes are much more dynamic, evolving rapidly and varying even within individual plants. Additionally, the international team of researchers identified potential sex chromosomes in some species, shedding light on the evolution of plant reproductive strategies.

The study, recently published in Nature Plants, also provided insights into specific plant traits. For example, the researchers uncovered new information about genes involved in flavonoid production (pigments that protect against UV radiation), stomata formation (tiny pores that regulate gas exchange), and hormone signaling. These findings help refine our understanding of how early land plants adapted to their new, challenging environment.

The research project's extensive genetic investigation of hornworts makes them the most thoroughly sequenced plant group relative to their total number of species.

By creating a comprehensive "pan-phylum" dataset for hornworts, the research team has developed a resource to help scientists comprehend how life on Earth has evolved. It provides insights into how plants might adapt to future environmental challenges and could inform efforts to engineer more resilient crops.

"Our research demonstrates the importance of studying diverse organisms, not just well-known model species," said Fay-Wei Li, associate professor at BTI and lead author. "By expanding our knowledge of hornworts, we gain a more complete picture of plant evolution and the incredible diversity of life on our planet."

This research was supported in part by the National Science Foundation.
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Scientists unveil surprising human vs mouse differences in a major cancer immunotherapy target | ScienceDaily
Since its discovery in the 1990s, "programmed cell death protein 1," or PD-1, has been regarded as a leading target in cancer treatments. A "checkpoint" receptor that often resides on the surface of immune system cells, the PD-1 molecule works as a type of off switch that keeps immune cells from attacking other cells.


						
After its discovery, which revolutionized oncology and earned a 2018 Nobel Prize, researchers developed new drugs to block PD-1 and unleash the body's immune system to fight cancer. Yet treatments leveraging PD-1 are only effective in a small fraction of cancer patients, highlighting the need for a deeper understanding of how PD-1 works. Much of our current knowledge of PD-1's functions comes from studies in mice, grounded on the assumption that rodent and human biology operate similarly.

Researchers in UC San Diego's School of Biological Sciences and School of Medicine have now discovered that this assumption may be flawed. In a comprehensive assessment of PD-1 that featured novel biochemical analyses, animal modeling and a new evolutionary roadmap tracing PD-1 back millions of years, the UC San Diego scientists and their colleagues at the Chinese Academy of Sciences found that PD-1 in mice is significantly weaker than the human version.

The study, led by assistant project scientist Takeya Masubuchi, revealed several previously unknown PD-1 characteristics, including a "motif" -- a specific sequence of amino acids -- that is vastly different in rodents and humans.

"Our work uncovers unexpected species-specific features of PD-1 with implications for developing better pre-clinical models for PD-1," said Associate Professor Enfu Hui of the School of Biological Sciences, Department of Cell and Developmental Biology, and a senior author of the paper. "We found a motif in PD-1 that's present in most mammals, including humans, but is surprisingly missing in rodents, making rodent PD-1 uniquely weaker."

The results of the study are published January 3, 2025, in the journal Science Immunology.

"Although many proteins in mice and humans have similar sequences, receptors in the immune system often show greater differences," said Masubuchi. "Our study shows that these sequence differences can lead to functional variations of immune checkpoint receptors across species."

Furthering their analysis, the researchers tested the impact of PD-1 humanization in mice -- replacing mouse PD-1 with the human version -- through co-senior author Professor Jack Bui's laboratory in the Department of Pathology. They found that PD-1 humanization disrupted the ability of immune cells (T cells) to combat tumors.




"This study shows that as science progresses we need to have a rigorous understanding of the model systems that we use to develop medicines and drugs," said Bui. "Finding that rodents might be outliers in terms of PD-1 activity forces us to rethink how to deploy medicines to people. If we've been testing medicines in rodents and they're really outliers, we might need better model systems."

To trace the PD-1 human-rodent differences over time, the researchers collaborated with co-senior author Professor Zhengting Zou and his Chinese Academy of Sciences colleagues. They discovered evidence of a major dip in ancestral rodent PD-1 activity around 66 million years ago after the Cretaceous-Paleogene (K-Pg) mass extinction event, which wiped out the (non-avian) dinosaurs. The analysis showed that the rodent PD-1 is uniquely weak among all vertebrates. The weakening may be attributed to special ecological adaptations to escape the effects of rodent-specific pathogens.

"The rodent ancestors survived the extinction event but their immune receptor activities or landscape might have been altered as a consequence of adaptation to new environmental challenges," said Hui.

Future studies will assess the impact of PD-1 on the anti-tumor activity of T cells in a humanized context across various tumor types.
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Growing divide: Agricultural climate policies affect food prices differently in poor and wealthy countries | ScienceDaily
Farmers are receiving less of what consumers spend on food, as modern food systems increasingly direct costs toward value-added components like processing, transport, and marketing. A new study by the Potsdam Institute for Climate Impact Research PIK shows that this effect shapes how food prices respond to agricultural climate policies: While value-added components buffer consumer price changes in wealthier countries, low-income countries -- where farming costs dominate -- face greater challenges in managing food price increases due to climate policies.


						
"In high-income countries like the U.S. or Germany, farmers receive less than a quarter of food spending, compared to over 70 percent in Sub-Saharan Africa, where farming costs make up a larger portion of food prices," says David Meng-Chuen Chen, PIK scientist and lead author of the study published in Nature Food. "This gap underscores how differently food systems function across regions." The researchers project that as economies develop and food systems industrialise, farmers will increasingly receive a smaller share of consumer spending, a measure known as the 'farm share' of the food dollar.

"In wealthy countries, we increasingly buy processed products like bread, cheese or candy where raw ingredients make up just a small fraction of the cost," adds Benjamin Bodirsky, PIK scientist and author of the study. "The majority of the price is spent for processing, retail, marketing and transport. This also means that consumers are largely shielded from fluctuations in farm prices caused by climate policies such as taxes on pollution or restrictions on land expansion, but it also underscores how little farmers actually earn."

Examining the full food value chain to uncover climate policy impacts

To arrive at these conclusions, the team of scientists combined statistical and process-based modelling to assess food price components across 136 countries and 11 food groups. They studied prices of food both consumed at home and away from home. "Most models stop at farm costs, but we went all the way to the grocery store and even the restaurant or canteen," says Chen. By analysing the entire food value chain, the researchers also provide new insights into how greenhouse gas mitigation policies impact consumers: "Climate policies aimed at reducing emissions in agriculture often raise concerns about rising food prices, particularly for consumers. Our analysis shows that long supply chains of modern food systems buffer consumer prices from drastic increases, especially in wealthier countries," explains Chen.

Climate policies impact consumers differently in wealthy and poor countries

"Even under very ambitious climate policies with strong greenhouse gas pricing on farming activities the impact on consumer prices by the year 2050 would be far smaller in wealthier countries," Bodirsky says. Consumer food prices in richer countries would be 1.25 times higher with climate policies, even if producer prices are 2.73 times higher by 2050. In contrast, lower-income countries would see consumer food prices rise by a factor of 2.45 under ambitious climate policies by 2050, while producer prices would rise by a factor of 3.3. While even in lower-income countries consumer price rises are less pronounced than for farmers, it would still make it harder for people in lower-income countries to afford sufficient and healthy food.

Despite food price inflation, poor consumers do not necessarily need to suffer from climate mitigation policies. A previous study by PIK (Soergel et al 2021) showed that if revenues from carbon pricing were used to support low-income households, these households would be net better off despite food price inflation, due to their higher incomes.

"Climate policies might be challenging for consumers, farmers, and food producers in the short term, but they are essential for safeguarding agriculture and food systems in the long run," says Hermann Lotze-Campen, Head of Research Department "Climate Resilience" at PIK and author of the study. "Without ambitious climate policies and emission reductions, much larger impacts of unabated climate change, such as crop harvest failures and supply chain disruptions, are likely to drive food prices even higher. Climate policies should be designed to include mechanisms that help producers and consumers to transition smoothly, such as fair carbon pricing, financial support for vulnerable regions and population groups, and investments in sustainable farming practices."
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        What is the average wait time to see a neurologist in US?
        Older people wait an average of just over a month to see a neurologist for specialty care after being referred by their primary care physician or another physician, according to a new study. The study, which looked at people who have Medicare insurance, also found some people wait more than three months to see a neurologist.

      

      
        Mediterranean sharks continue to decline despite conservation progress
        New research has found more than 200 measures to protect sharks and rays across the 22 coastal states of the Mediterranean region. However, while elasmobranchs have made it onto many policy agendas, the study found considerable differences in how effectively any legislation was being monitored with no single source for tracking progress in the conservation and management of sharks at national levels.

      

      
        Rethinking population management in zoos
        Until now, contraception has been the method of choice for zoos to avoid surplus animals. Researchers are now calling for a paradigm shift: zoos could preserve their breeding populations, raise awareness of conservation challenges and improve animal welfare and their carbon footprint by allowing animals to reproduce naturally and culling surplus animals.

      

      
        The 'red advantage' is no longer true for Olympic combat sports
        Wearing a red outfit in combat sports has been believed to provide an advantage for athletes, but a new study suggests there is no longer any truth in the claim.

      

      
        Efforts to reduce kids' screen time weakened by unequal access to green space
        When children have a place to play outside, programs aimed at reducing their screen time use are more successful.

      

      
        How we classify flood risk may give developers, home buyers a false sense of security
        Traditional methods of communicating how likely an area is to flood focus on designating which zones are 'high risk.' This study suggests that this framing may give developers and homeowners a false sense of security when settling directly outside of 'high risk' zones, believing them to be safe. This phenomenon is known as the 'safe development paradox,' and results in an over-concentration of development right next to areas most likely to flood.

      

      
        Acoustic sensors find frequent gunfire on school walking routes
        A new study used acoustic sensors that detect the sound of gunfire to show how often children in one Chicago neighborhood are exposed to gunshots while walking to and from school. Results showed that nearly two-thirds of schools in the Englewood neighborhood of Chicago had at least one gun incident within 400 meters (about one-quarter mile) of where children were walking home during the 2021-22 school year.

      

      
        Multilingualism improves crucial cognitive functions in autistic children, study finds
        A new study adds to the growing body of evidence on the cognitive benefits of speaking multiple languages, finding that multilingualism not only enhances general cognitive abilities but also may help reduce certain symptoms and bolster control of daily thoughts and actions in children with and without autism.

      

      
        One of the world's largest social programs greatly reduced tuberculosis among the most vulnerable
        Brazil's Bolsa Fam lia Program, one of the world's largest conditional cash transfer programs, was responsible for the reduction of more than half the number of tuberculosis cases and deaths among those living in extreme poverty and indigenous groups.

      

      
        Growing divide: Agricultural climate policies affect food prices differently in poor and wealthy countries
        Farmers are receiving less of what consumers spend on food, as modern food systems increasingly direct costs toward value-added components like processing, transport, and marketing. A study shows that this effect shapes how food prices respond to agricultural climate policies: While value-added components buffer consumer price changes in wealthier countries, low-income countries -- where farming costs dominate -- face greater challenges in managing food price increases due to climate policies.

      

      
        People find medical test results hard to understand, increasing overall worry
        In April 2021, a provision in the 21st Century Cures act took effect which required that all medical test results be released to a patient's electronic medical record as soon as they become available. As a result of this newer law, many patients are seeing and reading their test results even before their doctor has. The problem is that many medical reports aren't written with patients in mind.

      

      
        Modeling tool affirms critical role of testing in pandemic response
        A study found public-private partnerships to develop, produce and distribute COVID-19 diagnostic tests saved approximately 1.4 million lives and prevented an estimated 7 million patient hospitalizations in the U.S. during the pandemic.

      

      
        How good are AI doctors at medical conversations?
        Researchers design a new way to more reliably evaluate AI models' ability to make clinical decisions in realistic scenarios that closely mimic real-life interactions. The analysis finds that large-language models excel at making diagnoses from exam-style questions but struggle to do so from conversational notes. The researchers propose set of guidelines to optimize AI tools' performance and align them with real-world practice before integrating them into the clinic.

      

      
        Africa: Better roads promote greater dietary diversity
        A balanced diet is important for reducing hunger and malnutrition. Researchers thus advocate that small farmers in low- and middle-income countries should try to produce as many different foods as possible for their own consumption. However, a study is now questioning this recommendation to some extent. It suggests that good access to regional markets is more important than farmers growing a large diversity of crops on their own smallholding. Better-functioning markets increase the variety of foo...

      

      
        Too many men or too few women? New study finds how the gender gap is framed affects perceptions of it
        Recognizing that news coverage may have influence in forming attitudes and in driving action, a team of psychology researchers examined whether reframing this gender gap in terms of 'men's overrepresentation' -- rather than as 'women's underrepresentation' -- would have an impact on perceptions of the issue and on motivations to address it. Its findings showed that framing the gap as 'men's overrepresentation' -- as opposed to 'women's underrepresentation' -- in political leadership elicited more...

      

      
        Study finds physical activity reduces chronic disease risk
        A study underscores the value of physical activity. Researchers found patients who responded in a survey that they are physically active have a statistically significant lower risk of having 19 chronic conditions.

      

      
        Expanding the agenda for more just genomics
        A special report outlines opportunities to enhance justice in genomics, toward a world in which genomic medicine promotes health equity, protects privacy, and respects the rights and values of individuals and communities.

      

      
        Addressing gender issues strengthens peace agreements
        When it comes to peace processes and negotiations, U.N. Women highlights a stark reality: All too often, women remain invisible and excluded. But a new study draws on evidence from Colombia to show that addressing gender-related issues helps peace agreements succeed.
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What is the average wait time to see a neurologist in US? | ScienceDaily
Older people wait an average of just over a month to see a neurologist for specialty care after being referred by their primary care physician or another physician, according to a study published in the January 8, 2025, online issue of Neurology(r), the medical journal of the American Academy of Neurology. The study, which looked at people who have Medicare insurance, also found some people wait more than three months to see a neurologist.


						
"Neurologists provide important and ongoing care for people with complex conditions like Alzheimer's disease, stroke, epilepsy, Parkinson's disease and headache," said author and Chair of the American Academy of Neurology's Health Services Research Subcommittee Brian C. Callaghan, MD, MS, FAAN, of University of Michigan Health in Ann Arbor. "With the current number of US neurologists, our study found it can take an average of a month or even more to see a neurologist to receive this specialized care."

For the study, researchers looked at two years of Medicare data to identify 163,313 people who were referred by a physician to see a neurologist. Participants had an average age of 74. Participants were referred by 84,975 physicians to 10,250 neurologists across the United States.

For each participant, researchers calculated the time between the physician referral and their first visit with a neurologist.

Researchers found the average wait time to see a neurologist was 34 days, with 18% of people waiting longer than 90 days. Researchers found no difference in wait times across race, ethnicity and sex. When compared to people seeing a neurologist for back pain with an average wait of 30 days, people with multiple sclerosis (MS) had an average wait that was 29 days longer, people with epilepsy had an average wait 10 days longer and people with Parkinson's disease, nine days longer.

Researchers found no difference in wait times based on how many neurologists were available in an area, ranging from as few as 10 to as many as 50 neurologists per 100,000 people. However, they did find differences among states due to different policies or regulations regarding health care access.

When people saw a neurologist outside of their physician's referral area, wait times were longer by an average of 11 days. The most common neurological conditions for people who saw a neurologist outside of their physician's referral area were MS, epilepsy and Parkinson's disease.




"In general, early referral to specialists has been shown to improve outcomes and increase patient satisfaction," said author Chun Chieh Lin, PhD, MBA, of The Ohio State University in Columbus and a member of the American Academy of Neurology. "Our findings underscore the need to develop new strategies to help people with neurological conditions see neurologists faster."

"The American Academy of Neurology actively works to reduce wait times by providing resources to neurology practices that help them more efficiently provide care," said American Academy of Neurology President Carlayne E. Jackson, MD, FAAN. "Increasing the number of neurologists has long been a focus of the AAN, and our work with policy makers and lawmakers has helped improve access to telemedicine for people with neurological conditions."

A limitation of the study was that it didn't include people referred to a neurologist who didn't follow through with the visit, so researchers may have missed potential disparities at the referral stage. Lin noted that future research should include people who were referred to a neurologist but who didn't receive this care.

The study was supported by the American Academy of Neurology.
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Mediterranean sharks continue to decline despite conservation progress | ScienceDaily
Overfishing, illegal fishing and increasing marketing of shark meat pose significant threats to the more than 80 species of sharks and rays that inhabit the Mediterranean Sea, according to a new study.


						
The research examined current levels of legislation in place to protect elasmobranch populations (which include sharks, rays and skates) within each of the 22 coastal states of the Mediterranean region.

Across those countries -- stretching from Spain and Morocco in the west to Israel, Lebanon and Syria in the east -- the researchers identified more than 200 measures that concern elasmobranchs in some way, ranging from national legislation to implemented conservation efforts by various non-governmental organisations (NGOs).

European Union countries generally led the implementation of more measures than non-EU ones, with Spain having the highest number of measures in place. Governments were responsible for leading 63% of measures, mainly relating to legal requirements.

However, while elasmobranchs have made it onto many policy agendas, the study found considerable differences in how effectively any legislation was being monitored with no single source for tracking progress in the conservation and management of sharks at national levels.

Experts and NGOs across the region also highlighted that sharks are increasingly being landed intentionally and unintentionally by fishers, often to meet the demand for shark products.

However, there is often little control in place where sharks are landed, leading researchers to call for increased monitoring to protect threatened species, in addition to more public education and incentives for fishers to use equipment that is less threatening to shark species.




The research, published in the journal Biological Conservation, represents the first region-wide assessment of actions being taken to protect shark populations through international law.

It was led by Dr Lydia Koehler and Jason Lowther, both experts in environmental law from the School of Society and Culture at the University of Plymouth.

Dr Koehler, Associate Lecturer and a member of the IUCN World Commission on Environmental Law (WCEL), said: "Sharks have been part of the marine ecosystem for millions of years with an evolutionary history that predates the dinosaurs. There are over 1,000 species of elasmobranchs worldwide, and they fulfil a variety of ecological roles, whether as apex predators that maintain healthy populations of prey species or a food source for other predators. However, many shark species in the Mediterranean have seen drastic declines in past few decades with over half of the species being threatened by extinction, largely due to overfishing and related pressures such as bycatch. Finding effective ways to conserve them is, therefore, of critical importance."

Mr Lowther, Associate Professor of Law, added: "This study has shown substantial differences in countries' efforts around shark conservation. That may be linked to access to resources, available expertise and capacities, and a general willingness to develop and implement measures in light of other competing pressures. Achieving positive outcomes for these species requires not only government support but also sustained political will across election periods and a steadfast long-term commitment to driving change. It also requires the integration of communities in the Mediterranean region, and our view is that this work presents a starting point in that process."

Recommendations to protect the Mediterranean's sharks

In the study, the authors have listed a number of recommendations which they feel could be used to better conserve and protect shark and ray species right across the Mediterranean Sea. They are:
    	Increase transparency throughout the system: Improve reporting templates to facilitate more detailed answers on actions taken, and account for specific contributions by other key actors, would facilitate increased transparency;
    	Expand cooperation and integration of the fishing community and use of social science: Shark governance issues are unlikely to be solved without the support of the fishing community, and community dependencies and structures must be considered for successful shark governance;
    	Extend spatial conservation measures: Amending the objectives and management for existing Marine Protected Areas that host sharks could be one way to approach better conservation for these species;
    	Increase compliance to reduce bycatch: Effectively applying existing legislation could significantly increase knowledge on incidental shark bycatch in the region;
    	Increase access to funding, especially for collaborative, cross-country actions: A review of existing and potential funding opportunities and priorities could help support the identification of conservation and management actions for threatened and endangered shark and ray species;
    	Tailor research to policy needs to establish better regulatory measures: Coordinated research efforts across the region are needed to enable stock assessments and a wider understanding of trends in pressures, populations, etc.
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Rethinking population management in zoos | ScienceDaily
Unlike animals in the wild, animals in zoos are not limited by food shortages or predators, allowing individuals to live much longer than they would in the wild. This poses a challenge for zoos, as it puts pressure on their finite holding capacities.


						
As a result, many zoos restrict animal breeding for both logistical and financial reasons. Other zoos have risked a public backlash by culling surplus animals: Ten years ago, the culling of Marius, a healthy two-year-old giraffe, sparked an international debate about what zoos should do with their surplus animals, with many people upset at the idea of euthanizing healthy animals.

Aging zoo populations 

In a recent policy statement led by the University of Zurich, researchers argue that the widespread use of contraception is changing the age profile and welfare of zoo populations -- and not for the better. "Without births, adult animals are deprived of one of their most basic evolutionary drives," says Marcus Clauss, lead author of the report. "Over time, zoo populations are also aging, jeopardizing one of the core principles of zoos: maintaining self-sustaining populations."

Often, surplus animals cannot be moved elsewhere, because zoos are filled to capacity and reintroducing animals to the wild requires dedicated release programs and availability of suitable habitats. Rather than limiting the reproductive ability of zoo animals, the authors advocate for the planned and respectful culling of surplus animals. "This is a rational and responsible approach to zoo population management. What's more, such an approach can help zoos fulfill their educational mission in addition to their conservation mission," adds Clauss.

Educating the public about the natural life cycle 

"Each year, more than 700 million people visit zoos around the world," says co-author Andrew Abraham from Aarhus University. "Zoos have an incredible opportunity to shape the public's understanding of animal mortality and natural processes. But by moving death to the margins, zoos perpetuate unrealistic expectations about life in the wild."

However, zoos are also critical for conservation. "Already today, numerous animal species are threatened with extinction, and many more are likely to follow in the coming decades. It is essential that zoos maintain reproductively active populations, along with zoo staff experienced in caring for young animals. What we don't need is a collection of geriatric animals and veterinarians preoccupied with palliative care," Abraham adds.




In-house meat supply improves carbon footprint 

As births increase, surplus zoo animals will have to be culled -- a practice that can also make zoos more environmentally sustainable. Thus, one zoo in Germany is able to feed its carnivores with up to 30% of meat from animals within its own institution, reducing its carbon footprint and the need for commercially slaughtered animals.

While the culling of charismatic mammals often sparks controversy, evidence suggests that public opinion is more balanced than portrayed in the media. "Zoos have a responsibility to educate visitors about the realities of life and death in animal population management," says Clauss. "Transparent communication can help shift public perceptions and align attitudes with long-term, sustainable approaches."
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The 'red advantage' is no longer true for Olympic combat sports | ScienceDaily
Wearing a red outfit in combat sports has been believed to provide an advantage for athletes, but a new study suggests there is no longer any truth in the claim.


						
In boxing, taekwondo and wrestling, athletes are randomly assigned either red or blue sports attire. Previous research in 2005 found that wearing red may be linked to a higher likelihood of winning in Olympic combat sports, particularly in closely contested bouts, but this had not been tested across multiple tournaments.

Psychologists from Vrije Universiteit Amsterdam and Northumbria University joined with researchers from Durham University who led the initial study on the red advantage to test the hypothesis across sixteen major international tournaments.

Using advanced data analysis techniques, they analysed the outcomes of over 6,500 contestants from seven summer Olympic Games and nine World Boxing Championships held between 1996 and 2020.

Their analysis revealed that athletes in red won 50.5% of the time, meaning the colour the athletes wore had no significant effect on their performance. In close contests with a narrow points difference, those wearing red won 51.5% of the time, but this is also not considered to be a statistically significant bias.

The researchers did, however, find that in competitions held pre-2005 there was an advantage for those athletes wearing red. In close contests, 56% of victories were won by those in red attire.

The researchers believe that the red advantage has faded since 2005 due to an increased use of technology in scoring points and changes in tournament rules.




Their findings have been published in Scientific Reports.

Leonard Peperkoorn, a social psychologist from VU Amsterdam explained: "The advantage has likely faded due to changes in tournament regulations. In the past, referees played a larger role in assigning points. Today, scoring is increasingly supported by technology, and the clarification of rules leaves less room for interpretation in awarding points. As a result, combat sports are increasingly able to offer a level playing field."

"This is an important synthesis going beyond single tournaments," said Professor Thomas Pollet, an expert in human behaviour and social relationships in Northumbria University's Department of Psychology, who co-authored the study. "When looking across many tournaments, the data suggest there is little evidence that the so-called red advantage currently plays an important role for combat sports at the elite level."

Professor Russell Hill and Professor Robert Barton from Durham University's Department of Anthropology led the initial 2005 study. They joined this new study to ensure there was consistency in the data collection and interpretation.

Professor Hill explained: "There has been enormous interest in the red advantage since our original study. While athletes wearing red once gained a potential benefit, this new and extensive analysis shows that the rule changes and awareness of the impact of clothing colour that have come since 2005 have helped remove its impact in combat sports."
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Efforts to reduce kids' screen time weakened by unequal access to green space | ScienceDaily
When children have a place to play outside, programs aimed at reducing their screen time use are more successful, according to a University of Michigan study.


						
The study also found that such programs are less successful in neighborhoods where children have less access to green spaces, which include areas such as forests, shrubland, open spaces and grassland, according to lead author Ian-Marshall Lang, a researcher at U-M's School of Kinesiology and first author of the study.

"Because prior studies have shown differences in the effectiveness of community programming and policies by race and ethnicity, we set out to show why this may be the case. We thought that access to green space might be a key factor, given that national research shows racial and ethnic inequities in green space availability," Lang said. "This raises the question of who has access to high green space. Both our study and national data show green space is less common in communities with higher Hispanic and Black populations.

"These unfair differences in green space access might explain why community programs and policies are less effective in reducing screen time among different racial groups. To address screen time inequities, we need solutions that create fair, just and healthy environments for all communities."

The study is published in the journal Health and Place.

Lang and colleagues drew upon data from the Healthy Communities Study, which examines the use of community programs and policies and obesity-related behaviors among racially and ethnically diverse children. The researchers also linked new information about the participants' communities and neighborhoods so they could better understand what the children's neighborhoods looked like.

About two-thirds of children ages 6 to 17 exceed the recommended limit of two hours of screen time each day. Community programs and policies aim to reduce children's screen use by providing community-based education and skill development programs for parents, or no-cost physical activity opportunities for children. But these programs and policies seem to fare better when children have a space to play outside of their homes.




"Neighborhood green spaces may draw children out of the house and give them an alternative space to engage in activities other than screen time. Thus, in neighborhoods where green space is sparser, the environment may be less encouraging and less successful at pulling children away from the screen," Lang said. "Simply increasing the intensity of screen-time reduction programs may not be effective in environments that do not support behavior change."

Children in neighborhoods composed of more than 30% Black residents were more likely to exceed daily screen time limits -- and neighborhoods with about 30% Black and Hispanic residents were more likely to lack green space.

"More intense programs were associated with lower screen time in places with plenty of green space nearby, but not places with low or moderate green space," Lang said. "This is important because not everyone in the United States has the same access to green space. We know there are racial and ethnic inequities in green space access in the U.S., and that those inequities are connected to population health outcomes. Our findings add to this research by showing that inequities in green space access may also affect the success of programs aimed at reducing kids' screen time."

The researchers say their study did not conclude a causal relationship but suggests that simply increasing the intensity of community programming may not be a universal solution to addressing childhood screen time in the absence of supportive environments.

"This work is particularly important for organizations that have the responsibility and power to make equitable investments in green spaces to support the health of children," Lang said. "Our findings provide evidence-based support for initiatives like the 10-Minute Walk Program that calls on city mayors to address inequities in green space access by ensuring that everyone in U.S. cities has access to a quality park within a 10-minute walk of their home."

Research reported in the publication was supported by the National Heart, Lung, and Blood Institute of the National Institutes of Health under award number R01HL137731.

The original Healthy Communities Study was funded by the NHLBI of NIH, in collaboration with the Eunice Kennedy Shriver National Institute of Child Health and Human Development, National Institute of Diabetes and Digestive and Kidney Diseases, National Cancer Institute, and NIH Office of Behavioral and Social Sciences Research, Department of Health and Human Services, under award number HHSN268201000041C.

University of Michigan co-authors included senior author Natalie Colabianchi, as well as Anna Fischer, Cathy Antonakos, Stephanie Miller and Rebecca Hasson. Other co-authors were Russell Pate of the University of South Carolina and Vicki Collie-Akers of the University of Kansas.
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How we classify flood risk may give developers, home buyers a false sense of security | ScienceDaily
Common methods of communicating flood risk may create a false sense of security, leading to increased development in areas threatened by flooding.


						
This phenomenon, called the "safe development paradox," is described in a new paper from North Carolina State University. Lead author Georgina Sanchez, a research scholar in NC State's Center for Geospatial Analytics, said this may be an unintended byproduct of how the Federal Emergency Management Agency classifies areas based on their probability of dangerous flooding.

Known as flood mapping, this classification system describes areas in terms of their likelihood of being flooded each year. These classifications are then used to determine all kinds of regulatory requirements, such as whether a developer or homeowner must purchase flood insurance. For example, an area with a 1% chance of flooding in any given year would be referred to as a 100-year floodplain -- and anything in the 100-year floodplain is designated "high risk."

However, by designating the 100-year floodplain as "high risk," regulators may unintentionally give the mistaken assumption that anything outside that zone carries no risk, Sanchez said.

"What our current methods do is draw a line between the 100-year floodplain, which is considered 'high risk,' and everything outside of it. We communicate flood risk in a way that says you are either on the 'at risk' side of that line, or the 'minimal risk' side," Sanchez said. "If you are on the 'safe' side, then you are not required to purchase flood insurance or meet strict structural requirements. It then becomes more affordable to live just outside the floodplain, where the perceived risk is lower, yet you are still close to the beautiful lakes, rivers and coastlines we love."

This, Sanchez said, creates a mechanism that clusters development just beyond the highest-risk flood areas, even though in reality the risk extends beyond the floodplain's edge.

Previous research on the safe development paradox has focused on the "levee effect," in which the creation of flood-prevention structures gives the false impression that an area is safe from flooding and thus attracts increased development. This in turn leads to concentrated losses if a flood event exceeds what the flood-prevention structure was designed to withstand.




In focusing on regulatory floodplain mapping instead of these structures, Sanchez and her collaborators uncovered another example of the paradox, where efforts to reduce flood risk paradoxically intensify it by promoting development immediately outside of designated "high-risk" zones.

By overlaying floodplain maps from over 2,300 counties with data on prior development trends and simulated future development, researchers found evidence for the safe development paradox from the national level down to the county level. The study found that as much as 24% of all development nationwide occurs within 250 meters of a 100-year floodplain, and projections indicate that this number will continue to grow through at least the year 2060 without new policies to prevent flood exposure.

While the study concluded in 2019, these findings are apparent in the recent destruction caused by Hurricane Helene in western North Carolina, Sanchez said.

"Because of the steep topography in places like western North Carolina, there is an even greater concentration of development compared to flatter areas," she said. "Developers tend to seek land that is flat enough to build on, which often happens to be along stream networks and closer to flood-prone areas.

"When I saw the news after Helene and looked at the images from the region, I could painfully see the findings of our study reflected in those scenes."
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Acoustic sensors find frequent gunfire on school walking routes | ScienceDaily
A new study used acoustic sensors that detect the sound of gunfire to show how often children in one Chicago neighborhood are exposed to gunshots while walking to and from school.


						
Results showed that nearly two-thirds of schools in the Englewood neighborhood of Chicago had at least one gun incident within 400 meters (about one-quarter mile) of where children were walking home during the 2021-22 school year.

These findings suggest a need to redefine federal definitions of school gun violence to include indirect forms of violence that take place near schools, not only on school grounds, in order to more appropriately capture the burden on communities of color, said Gia Barboza-Salerno, lead author of the study and assistant professor of public health and social work at The Ohio State University.

"Not all the violence children are exposed to is direct violence or happens on school grounds," Barboza-Salerno said.

"But that doesn't mean it doesn't have an impact. Hearing gunshots on the way to and from school is terrifying and will affect how kids perform in school."

The study was published recently in the journal SSM-Population Health.

The findings are important because research shows that exposure to gun violence in schools is linked to poor outcomes for students, including diminished performance on standardized assessments in mathematics and English, elevated rates of absenteeism, decreased student enrollment, and lower graduation rates.




In this new study, the researchers found that 4.5 times more gunshots were detected using the acoustic sensors compared to what police recorded in investigative reports.

This sensor data shows how staggering the amount of indirect violence is for children in Englewood, and potentially other areas, said study co-author Sharefa Duhaney, a graduate student in public health at Ohio State.

"You can't just put metal detectors in schools to deal with violence," Duhaney said. "Children are exposed to violence on the way to and from school, and we need to recognize that."

Englewood, a community on the south side of Chicago, is one of the most violent in the United States. In 2022, the Englewood area accounted for about 10% of all gun violence that occurred in Chicago. The community is 94% Black and one of the most socioeconomically vulnerable neighborhoods in the city.

The researchers used computational spatial network methods to analyze data on gunshots detected by acoustic sensors operated along Safe Passage Routes for each school in the Englewood School District. These routes are designated routes created to ensure safer travel for students walking to and from school.

The study analyzed gunshots detected during the morning (6-9 a.m.) and afternoon (3-6 p.m.) commutes of children during the 2021-22 school year.




Acoustic detectors showed 610 gunshots fired in Englewood on days when schools were in session during the school year. Of, those 52% occurred during afternoon commutes and 12% during the morning commutes.

Results showed that 40% of Englewood schools had at least one gunshot fired within 400 meters of the routes to school during the morning commute, and 62% had at least one during the afternoon commute.

"Hearing gunshots during school has not typically been considered 'school gun violence,' but it should be," Barboza-Salerno said. "Imagine what that is like for children to hear gunshots while walking to school and how scared they must be."

Analysis of the data showed that shooting incidents cluster along city streets, including safe passage routes, near schools. The configurations of streets that support walking for students also attract other types of foot traffic, and increase the likelihood of violent incidents, Duhaney said.

"Youth in violence-prone areas are not safe along Safe Passage Program Routes," she said.

One issue in Englewood is that almost half of residents live in households without access to vehicles, meaning that residents are heavily dependent on public transit and walking. Other studies have shown that students feel safer going to school via car rather than walking, but that is not an option for many in the community.

The researchers noted that the U.S. Department of Education is directed to collect and report on data on school safety, including violence. But they said the definition of gun violence doesn't currently include witnessing and hearing gun violence.

In addition, the focus on student safety should go beyond what happens on school grounds and beyond direct violence: Hardening schools and using metal detectors and police officers there won't solve the problem, the researchers said. They emphasized the need for policymakers to focus on violence prevention in the communities at large.

"We are failing to address the underlying issues in the community that lead to violence," Barboza-Salerno said. "We need to focus on the root causes."

Hexin Yang, a graduate student in social work and public health at Ohio State, was also a co-author of the study.
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Multilingualism improves crucial cognitive functions in autistic children, study finds | ScienceDaily
A new study from UCLA Health adds to the growing body of evidence on the cognitive benefits of speaking multiple languages, finding that multilingualism not only enhances general cognitive abilities but also may help reduce certain symptoms and bolster control of daily thoughts and actions in children with and without autism.


						
The study, published in the journal Autism Research, found parents of autistic and non-autistic children in multilingual households reported their children had stronger overall executive function, including the ability to focus, understand other people's perspectives, communication and reduced levels of repetitive behaviors, compared to children in mono-lingual households.

"It turns out that speaking multiple languages, whether or not you have a diagnosis of autism, is associated with better inhibition, better shifting or flexibility, and also better perspective taking ability," said study lead author Dr. Lucina Uddin, a UCLA Health Psychiatry and Biobehavioral Sciences Professor and Director of the UCLA Brain Connectivity and Cognition Laboratory.

Conducted initially at the University of Miami, the study recruited more than 100 autistic and non-autistic children ages 7 to 12 from both monolingual and multilingual households. Most of the multilingual households spoke Spanish and English at home. Parents were asked to score their child's executive function skills, which are often affected by autism spectrum disorder. Skills assessed included:
    	Inhibition: the ability to suppress doing something irrelevant or get distracted.
    	Working memory: the ability to keep something in mind, such as remembering a phone number.
    	Shifting: the ability to switch between two or more different tasks, such as playing with toys and cleaning up after.

Parents were also asked to score some of the core abilities affected by autism such as the ability to understand different perspectives, social communication and repetitive behaviors.

Results from the survey found multilingualism is associated with better inhibition, shifting and perspective taking skills in children both with and without autism.

"If you have to juggle two languages, you have to suppress one in order to use the other. That's the idea, that inhibition might be bolstered by knowing two languages," Uddin said.




Speaking multiple languages also positively affected some of the core symptoms of autism, resulting in improved communication, reduced repetitive behaviors and improved perspective taking skills, Uddin said.

Uddin said there can be a concern among parents of autistic children that speaking multiple languages could contribute to delays in their child's development relating to language learning. However, she said the evidence so far has suggested no negative impacts and possible long-term benefits.

"The big takeaway is we don't see any negative effects of speaking multiple languages in the home," Uddin said. "It's actually beneficial to celebrate all the languages associated with your culture."

From these findings, Uddin is expanding the study and addressing limitations. The new study will recruit about 150 children with autism and will include more executive function and language tests as well as brain imaging.

For information about the study and to participate, visit: https://www.semel.ucla.edu/bccl
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One of the world's largest social programs greatly reduced tuberculosis among the most vulnerable | ScienceDaily
Brazil's Bolsa Familia Program (BFP) is one of the largest conditional cash transfer programmes implemented worldwide. Since 2004, the BFP has provided financial support to the poorest families in Brazil, on the condition that they fulfil certain conditions such as taking their children to the doctor and ensuring school attendance. While these programmes are well-known for reducing economic and social inequalities, they have also been shown to improve health outcomes such as child mortality, maternal deaths, and HIV cases and deaths.


						
Tuberculosis (TB), one of the leading infectious killers in Brazil and other low- and middle-income countries, is closely linked to poverty. "We know that TB is driven by poverty, but until now, the effects of cash transfers on disease outcomes among the most vulnerable populations had not been fully analysed," says the coordinator of the study, Davide Rasella, head of the Health Impact Assessment and Evaluation group at ISGlobal and collaborating professor of the Institute of Collective Health.

Rasella and his colleagues in Brazil analysed data, including ethnic and socioeconomic conditions, from 54.5 million low-income Brazilians between 2004 and 2015. They compared TB incidence (number of new cases), mortality (number of deaths in the population) and case fatality rate (how many people who have the disease die) among people who received BFP support (23.9 million) or not (30.6 million). In total, there were 159,777 new TB diagnoses and 7,993 TB deaths in the cohort under study.

Stronger effects among indigenous and extremely poor people

The results show a large decrease in TB cases and deaths among those benefiting from cash transfers. The decrease was of over 50% in extremely poor people and more than 60% among the indigenous populations. Although the program reduced TB cases across all groups, its effect was smaller in those who were less poor, and there was no significant reduction in TB deaths in that group. The TB case fatality rate (i.e. how deadly the disease is in those affected) was also lower among Bolsa Familia beneficiaries compared to non-beneficiaries, although the difference between the two groups was not statistically significant.

The reason behind the BFP's effect on TB outcomes is not a mystery. "We know that the program improves access to food, both in quantity and quality, which reduces food insecurity and malnutrition- a major risk factor for TB- and strengthens people's immune defences as a result. It also reduces barriers to accessing healthcare," says Gabriela Jesus, co-first author of the study along with Priscila Pinto, both from FIOCRUZ.

Global implications

Expanding the BFP can help Brazil address the worrying increase in TB cases among vulnerable populations following the COVID-19 pandemic. But the implications of these findings extend beyond Brazil.

"Our study has far-reaching implications for policy-making in all countries with a high burden of TB," says Rasella. The message is clear: social protection programmes not only help reduce poverty and malnutrition, but can also play a crucial role in achieving the targets of the END-TB strategy and those of the Sustainable Development Goals.
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Growing divide: Agricultural climate policies affect food prices differently in poor and wealthy countries | ScienceDaily
Farmers are receiving less of what consumers spend on food, as modern food systems increasingly direct costs toward value-added components like processing, transport, and marketing. A new study by the Potsdam Institute for Climate Impact Research PIK shows that this effect shapes how food prices respond to agricultural climate policies: While value-added components buffer consumer price changes in wealthier countries, low-income countries -- where farming costs dominate -- face greater challenges in managing food price increases due to climate policies.


						
"In high-income countries like the U.S. or Germany, farmers receive less than a quarter of food spending, compared to over 70 percent in Sub-Saharan Africa, where farming costs make up a larger portion of food prices," says David Meng-Chuen Chen, PIK scientist and lead author of the study published in Nature Food. "This gap underscores how differently food systems function across regions." The researchers project that as economies develop and food systems industrialise, farmers will increasingly receive a smaller share of consumer spending, a measure known as the 'farm share' of the food dollar.

"In wealthy countries, we increasingly buy processed products like bread, cheese or candy where raw ingredients make up just a small fraction of the cost," adds Benjamin Bodirsky, PIK scientist and author of the study. "The majority of the price is spent for processing, retail, marketing and transport. This also means that consumers are largely shielded from fluctuations in farm prices caused by climate policies such as taxes on pollution or restrictions on land expansion, but it also underscores how little farmers actually earn."

Examining the full food value chain to uncover climate policy impacts

To arrive at these conclusions, the team of scientists combined statistical and process-based modelling to assess food price components across 136 countries and 11 food groups. They studied prices of food both consumed at home and away from home. "Most models stop at farm costs, but we went all the way to the grocery store and even the restaurant or canteen," says Chen. By analysing the entire food value chain, the researchers also provide new insights into how greenhouse gas mitigation policies impact consumers: "Climate policies aimed at reducing emissions in agriculture often raise concerns about rising food prices, particularly for consumers. Our analysis shows that long supply chains of modern food systems buffer consumer prices from drastic increases, especially in wealthier countries," explains Chen.

Climate policies impact consumers differently in wealthy and poor countries

"Even under very ambitious climate policies with strong greenhouse gas pricing on farming activities the impact on consumer prices by the year 2050 would be far smaller in wealthier countries," Bodirsky says. Consumer food prices in richer countries would be 1.25 times higher with climate policies, even if producer prices are 2.73 times higher by 2050. In contrast, lower-income countries would see consumer food prices rise by a factor of 2.45 under ambitious climate policies by 2050, while producer prices would rise by a factor of 3.3. While even in lower-income countries consumer price rises are less pronounced than for farmers, it would still make it harder for people in lower-income countries to afford sufficient and healthy food.

Despite food price inflation, poor consumers do not necessarily need to suffer from climate mitigation policies. A previous study by PIK (Soergel et al 2021) showed that if revenues from carbon pricing were used to support low-income households, these households would be net better off despite food price inflation, due to their higher incomes.

"Climate policies might be challenging for consumers, farmers, and food producers in the short term, but they are essential for safeguarding agriculture and food systems in the long run," says Hermann Lotze-Campen, Head of Research Department "Climate Resilience" at PIK and author of the study. "Without ambitious climate policies and emission reductions, much larger impacts of unabated climate change, such as crop harvest failures and supply chain disruptions, are likely to drive food prices even higher. Climate policies should be designed to include mechanisms that help producers and consumers to transition smoothly, such as fair carbon pricing, financial support for vulnerable regions and population groups, and investments in sustainable farming practices."
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People find medical test results hard to understand, increasing overall worry | ScienceDaily
In April 2021, a provision in the 21st Century Cures act took effect which required that all medical test results be released to a patient's electronic medical record as soon as they become available.


						
As a result of this newer law, many patients are seeing and reading their test results even before their doctor has.

The problem is that many medical reports aren't written with patients in mind.

For example, "a standard pathology report is written by a pathologist for a clinical specialist like a surgeon or a cancer doctor or for other pathologists to read," said Cathryn Lapedis, M.D., M.P.H., of the Department of Pathology at University of Michigan Health.

In a published research letter in JAMA, Lapedis and her colleagues tested whether people could understand standard pathology reports and whether a patient-centered report might improve patient understanding.

"A patient-centered pathology report gives important information on the patient's diagnosis in a clear format that minimizes medical terminology," she explained.

"For example, a standard pathology report will include a term like prostatic adenocarcinoma, but the patient-centered report will simply call it prostate cancer."

For the study, the team recruited 2,238 adults, aged 55 to 84, who had a prostate but no history of prostate cancer.




Participants were provided with a hypothetical scenario in which they were seeking care due to troubling urinary symptoms, received a biopsy and then would receive results from that test through their patient portal.

Participants saw one of three types of reports: a standard University report identical to the format used at University of Michigan, a standard VA report identical to the format used at VA Ann Arbor Health system, or a patient-centered pathology report.

Study participants were asked to identify their diagnosis, Gleason score (a number that reports how aggressive prostate cancer is) and their risk level.

They were also asked to report their level of worry based on the results.

"We found that most people cannot get basic information -- like whether or not they have prostate cancer from standard pathology reports. For example, in our participants reviewing the standard University report, only 39 percent could accurately identify that the report showed cancer," said Lapedis.

However, 93%of those who received the patient-centered pathology report accurately identified that the report showed prostate cancer.




Furthermore, participants' level of worry was more closely associated with their risk level (i.e. high worry with high risk vs. low worry with low risk) with the patient-centered report than the standard reports.

"We recommend that hospital systems consider including patient centered pathology reports with standard reports to improve patient understanding," said Lapedis, adding that their team plans to study the use of patient centered reports at U-M.

Until then, Lapedis' advice to patients about medical test results is to talk with their clinicians about what words to look for in their reports even before having the test.
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Modeling tool affirms critical role of testing in pandemic response | ScienceDaily
The COVID-19 pandemic highlighted how crucial testing is for disease preparedness and response, and new research from the Johns Hopkins Applied Physics Laboratory (APL) and a team of collaborators underscores that principle.


						
Published in the Jan. 2 edition of The Lancet Public Health, the research included simulation and analysis that suggests public-private partnerships to develop, produce and distribute COVID-19 diagnostic tests saved an estimated 1.4 million lives and prevented about 7 million patient hospitalizations in the United States during the pandemic.

APL, based in Laurel, Maryland, teamed with the Administration for Strategic Preparedness and Response (ASPR), the U.S. Centers for Disease Control and Prevention, and consultants from MITRE Corporation on the study.

"The analysis found that the early development, manufacturing and distribution of tests significantly reduced severe COVID-19 outcomes," said Gary Lin, a computational epidemiologist at APL and a study co-author. "Through modeling and simulation, we've shown how national coordination can effectively leverage resources and capabilities."

APL researchers developed a digital twin prototype -- a virtual simulation environment -- to model the testing and diagnostic supply chain. The tool was used to simulate baseline scenarios and assess the effects of potential pandemic interventions.

"The digital twin helps us quantitatively understand the impact and consequences of disruptions and changing infection levels on test availability," said Elizabeth Currier, the APL digital twin project manager. "It can also evaluate the impact of policies and investments and be used in planning and evaluating supply needs, aiding in response and ensuring a secure supply chain for future medical crises."

The prototype model integrated diverse data sources, including manufacturing, retail and government stockpile information as well as wastewater and inpatient data, which enabled the team to assess complex scenarios. It simulated forecasting for infectious disease cases to reflect demand for tests, production of tests, and supply and distribution logistics.

Between January 2020 and December 2022, government efforts produced more than 6.7 billion COVID-19 tests in the United States. These included laboratory tests, point-of-care tests and over-the-counter tests, with more than 2.7 billion tests performed in U.S. laboratories, in health care facilities or at home.

"The findings underscore the importance of robust and rapid test development, production and distribution to address future public health threats," Currier said. "The insights gained from integrating data go beyond responding to COVID-19: They prepare us for future pandemics with a scalable framework to allocate resources effectively."

APL's digital twin modeling has since expanded to monitor nationwide testing for COVID-19, influenza, respiratory syncytial virus (RSV) and other public health threats under an all-hazards approach.
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How good are AI doctors at medical conversations? | ScienceDaily
Artificial intelligence tools such as ChatGPT have been touted for their promise to alleviate clinician workload by triaging patients, taking medical histories and even providing preliminary diagnoses.


						
These tools, known as large-language models, are already being used by patients to make sense of their symptoms and medical tests results.

But while these AI models perform impressively on standardized medical tests, how well do they fare in situations that more closely mimic the real world?

Not that great, according to the findings of a new study led by researchers at Harvard Medical School and Stanford University.

For their analysis, published Jan. 2 in Nature Medicine, the researchers designed an evaluation framework -- or a test -- called CRAFT-MD (Conversational Reasoning Assessment Framework for Testing in Medicine) and deployed it on four large-language models to see how well they performed in settings closely mimicking actual interactions with patients.

All four large-language models did well on medical exam-style questions, but their performance worsened when engaged in conversations more closely mimicking real-world interactions.

This gap, the researchers said, underscores a two-fold need: First, to create more realistic evaluations that better gauge the fitness of clinical AI models for use in the real world and, second, to improve the ability of these tools to make diagnosis based on more realistic interactions before they are deployed in the clinic.




Evaluation tools like CRAFT-MD, the research team said, can not only assess AI models more accurately for real-world fitness but could also help optimize their performance in clinic.

"Our work reveals a striking paradox -- while these AI models excel at medical board exams, they struggle with the basic back-and-forth of a doctor's visit," said study senior author Pranav Rajpurkar, assistant professor of biomedical informatics at Harvard Medical School. "The dynamic nature of medical conversations -- the need to ask the right questions at the right time, to piece together scattered information, and to reason through symptoms -- poses unique challenges that go far beyond answering multiple choice questions. When we switch from standardized tests to these natural conversations, even the most sophisticated AI models show significant drops in diagnostic accuracy."

A better test to check AI's real-world performance

Right now, developers test the performance of AI models by asking them to answer multiple choice medical questions, typically derived from the national exam for graduating medical students or from tests given to medical residents as part of their certification.

"This approach assumes that all relevant information is presented clearly and concisely, often with medical terminology or buzzwords that simplify the diagnostic process, but in the real world this process is far messier," said study co-first author Shreya Johri, a doctoral student in the Rajpurkar Lab at Harvard Medical School. "We need a testing framework that reflects reality better and is, therefore, better at predicting how well a model would perform."

CRAFT-MD was designed to be one such more realistic gauge.




To simulate real-world interactions, CRAFT-MD evaluates how well large-language models can collect information about symptoms, medications, and family history and then make a diagnosis. An AI agent is used to pose as a patient, answering questions in a conversational, natural style. Another AI agent grades the accuracy of final diagnosis rendered by the large-language model. Human experts then evaluate the outcomes of each encounter for ability to gather relevant patient information, diagnostic accuracy when presented with scattered information, and for adherence to prompts.

The researchers used CRAFT-MD to test four AI models -- both proprietary or commercial and open-source ones -- for performance in 2,000 clinical vignettes featuring conditions common in primary care and across 12 medical specialties.

All AI models showed limitations, particularly in their ability to conduct clinical conversations and reason based on information given by patients. That, in turn, compromised their ability to take medical histories and render appropriate diagnosis. For example, the models often struggled to ask the right questions to gather pertinent patient history, missed critical information during history taking, and had difficulty synthesizing scattered information. The accuracy of these models declined when they were presented with open-ended information rather than multiple choice answers. These models also performed worse when engaged in back-and-forth exchanges -- as most real-world conversations are -- rather than when engaged in summarized conversations.

Recommendations for optimizing AI's real-world performance 

Based on these findings, the team offers a set of recommendations both for AI developers who design AI models and for regulators charged with evaluating and approving these tools.

These include:
    	Use of conversational, open-ended questions that more accurately mirror unstructured doctor-patient interactions in the design, training, and testing of AI tools
    	Assessing models for their ability to ask the right questions and to extract the most essential information
    	Designing models capable of following multiple conversations and integrating information from them
    	Designing AI models capable of integrating textual (notes from conversations) with and non-textual data (images, EKGs)
    	Designing more sophisticated AI agents that can interpret non-verbal cues such as facial expressions, tone, and body language

Additionally, the evaluation should include both AI agents and human experts, the researchers recommend, because relying solely on human experts is labor-intensive and expensive. For example, CRAFT-MD outpaced human evaluators, processing 10,000 conversations in 48 to 72 hours, plus 15-16 hours of expert evaluation. In contrast, human-based approaches would require extensive recruitment and an estimated 500 hours for patient simulations (nearly 3 minutes per conversation) and about 650 hours for expert evaluations (nearly 4 minutes per conversation). Using AI evaluators as first line has the added advantage of eliminating the risk of exposing real patients to unverified AI tools.

The researchers said they expect that CRAFT-MD itself will also be updated and optimized periodically to integrate improved patient-AI models.

"As a physician scientist, I am interested in AI models that can augment clinical practice effectively and ethically," said study co-senior author Roxana Daneshjou, assistant professor of Biomedical Data Science and Dermatology at Stanford University. "CRAFT-MD creates a framework that more closely mirrors real-world interactions and thus it helps move the field forward when it comes to testing AI model performance in health care."
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Africa: Better roads promote greater dietary diversity | ScienceDaily
A balanced diet is important for reducing hunger and malnutrition. Researchers thus advocate that small farmers in low- and middle-income countries should try to produce as many different foods as possible for their own consumption. However, a new study is now questioning this recommendation to some extent. It suggests that good access to regional markets is more important than farmers growing a large diversity of crops on their own smallholding. Better-functioning markets increase the variety of foods available locally, which benefits the population as a whole. The results are being published in the journal Nature Food.


						
An unbalanced diet is bad for your health, but many people have a lack of variety on their plates, especially in poorer countries. This is true in particular for small-farm households, which make up the majority of the malnourished population worldwide. One possible solution to this problem is for these farmers to grow as many different foods as possible for their own consumption. But how effective is this measure, and are there possibly better alternatives?

To answer this question, researchers at the University of Bonn unearthed a comprehensive treasure trove of data. They analyzed surveys of almost 90,000 households in Africa, most of whom were smallholders. The data was collected between 2008 and 2022 in Ethiopia, Malawi, Niger, Nigeria, Tanzania and Uganda. "Among other things, the surveys provided insights into the number of crops the farmers cultivated and the number of animal species they kept," explains Prof. Dr. Matin Qaim from the Center for Development Research (ZEF) at the University of Bonn. "In addition, the data contained information on the types of food being consumed in each household."

Greater diversity on farmer's fields only has a minor effect

The analysis demonstrated that farmers who produced a more diverse range of crops and animals on their farms did indeed have a more balanced diet as a result. "However, this only had a small effect," says ZEF researcher Dr. Thanh Tung Nguyen, who carried out the study together with Qaim. "Small-scale agricultural production in Africa tends to be highly diverse anyway. Ensuring good access to local and regional markets is more important than further improving the diversity on every single farm. These markets not only allow farmers to sell their surplus food but also enable them to purchase those foods that they are lacking."

Indeed, an analysis of the foods consumed by farm households showed that markets are in most cases already more important today for a healthy diet than the farmer's own food production. On average, own production accounted for only around one third of the foods consumed in the farm households analyzed. The nearer the households were to a local market, the more their diets were enriched with purchased foods. This was true for all six of the countries covered by the research. "The study showed that access to local and regional markets is vitally important for a good quality diet," emphasizes Nguyen. However, there is still a lack of suitable infrastructure in many areas. The roads to the market are often so bad that the journey takes a long time and some of the products spoil or get damaged on the way.

Diversity in the region is more important than diversity on every single field

The researchers recommend that the focus should not only be placed on improving diversity on farmer's fields but above all on improving infrastructure and thus giving people better access to markets. If the range of products grown by an individual farmer is too diverse, this could even be disadvantageous because each crop has its own needs and requires special expertise. "It is better to focus on those crops that flourish particularly well in the local conditions and then sell any surplus food," explains Nguyen. At the same time, it definitely makes sense to diversify the crops to a certain extent both from an environmental perspective and to reduce the risks for farmers.

"However, it is certainly not necessary for every small farm to grow all of the products they need for a healthy diet themselves," says Matin Qaim, who is also a member of the transdisciplinary research area (TRA) "Sustainable Futures" and the PhenoRob Cluster of Excellence. "It is sufficient when a large enough range of foods is produced across the region as a whole because then local households can purchase food diversity at markets." Trading food in this way enables a division of labor and is thus not only an important tool for improving people's diets but also helps to promote economic development overall.
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Too many men or too few women? New study finds how the gender gap is framed affects perceptions of it | ScienceDaily
To many, Vice President Kamala Harris's loss in the 2024 presidential election was a sobering reminder of a larger and continuous gender gap across leadership positions in not only government, but also in business, higher education, and the military. A majority of Americans recognize the inadequacy of female representation in leadership, and the news media often portray women's underrepresentation in these roles -- but it nonetheless persists.


						
Recognizing that news coverage may have influence in forming attitudes and in driving action, a team of psychology researchers examined, through a series of experiments, whether reframing this gender gap in terms of "men's overrepresentation" -- rather than as "women's underrepresentation" -- would have an impact on perceptions of the issue and on motivations to address it.

Its findings showed that framing the gap as "men's overrepresentation" -- as opposed to "women's underrepresentation" -- in political leadership elicited more anger at the disparity among women and increased perceptions that the gap is unjust. Moreover, the results showed that anger at the disparity leads women to take action to address it.

"While most Americans acknowledge that gender diversity in leadership is important, framing the gender gap as women's underrepresentation may desensitize the public," says Emily Balcetis, an associate professor of psychology at New York University and an author of the paper, which appears in the Journal of Experimental Social Psychology. "For many, taking the same statistics, like that 29% of Congress is female, but reframing the issue as men's overrepresentation, by saying instead that 71% of Congress is male, elicits stronger emotional responses and spurs people to do something to increase access to leadership for men and women."

However, the researchers add that the men's overrepresentation framing had some limitations. One, its impact did not apply to business leadership among both men and women and, two, among men, this messaging did not increase anger at the disparity.

Nonetheless, the study's authors, who also included NYU Psychology Professor Madeline Heilman, see the overall findings as a way to address a long-standing issue.

"Our society benefits when we have women as well as men as leaders in politics and business," observes Rachel Godsil, a professor at Rutgers Law School, co-founder of Perception Institute, and one of the paper's authors. "It is crucial that we can all be confident that no one is shut out of leadership positions because of their gender."

Method




In a series of experimental studies, participants read mock news articles that were based on real-world data on the gender gap in politics and in business. The articles were manipulated to adopt different frames: the gap was couched as either women's underrepresentation or men's overrepresentation, with the underlying facts remaining constant.

The experiments then measured the participants' responses under each condition. These included expressed anger at the gender gap in business and politics as well as willingness to support a piece of federal legislation -- Women's Global Empowerment, Development, and Prosperity Act of 2020 -- which was moving through congressional committees in the Senate at the time of the study. Participants also had the option of writing a letter to their congressional representative indicating their reaction to the bill, with the researchers tracking whether or not these letters supported or opposed the legislation.

The researchers also measured participants' stated willingness to address this leadership gap more broadly -- by writing social-media posts, by taking action despite material or relationship costs (e.g., taking action that could harm future job prospects), or by donating to programs aimed at confronting this discrepancy. In addition, participants had an opportunity to read an article reporting on strategies to reduce gender disparity in leadership -- a methodological element designed to gauge interest in this issue.

Results

The mock stories that framed the gender gap as men's overrepresentation in political leadership elicited more anger at the disparity among women -- but not among men -- than did those that framed the gap as women's underrepresentation. However, this effect was not found among either women or men for business leadership stories.

In addition, women's anger at the disparity -- regardless of how the gap was framed in the mock news stories -- was associated with several behaviors. These included participants spending more time reading stories on how to change the status quo, writing stronger letters to their congressional representative supporting proposed legislation addressing gender disparity, and a stronger expressed desire to donate to gender-bias reduction programs.

"Framing the gender gap in politics as due to men's advantages -- in this case, men's overrepresentation -- as opposed to women's disadvantages -- their underrepresentation -- not only affects how women view this concern, but also prompts action to combat it," concludes lead author Usman Liaquat, an NYU doctoral student at the time of the study and now at Cornell University.
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Study finds physical activity reduces chronic disease risk | ScienceDaily
University of Iowa researchers are recommending all patients be surveyed about their physical activity levels, after a new study underscores the link between physical activity and chronic disease.


						
The study, led by Lucas Carr, associate professor in the Department of Health and Human Physiology, examined responses from more than 7,000 patients at University of Iowa Health Care Medical Center who noted their level of physical activity in a questionnaire.

From patients' answers to the questionnaire, the researchers found that those who reported the highest level of physical activity -- meaning they exercised moderately to vigorously at least 150 minutes per week -- were at statistically significant lower risk of having 19 chronic conditions, including cardiovascular disease, cancer, respiratory disease, and diabetes.

The findings further suggest patients who are least active -- meaning they reported little to no exercise in a given week -- are at increased risk to develop a chronic disease.

Based on those results, the Iowa researchers also recommend health care systems provide information on health and wellness services for physically inactive patients who are at most risk.

"In our health care environment, there's no easy pathway for a doctor to be reimbursed for helping patients become more physically active," says Carr, the study's corresponding author. "And so, for these patients, many of whom report insufficient activity, we need options to easily connect them with supportive services like exercise prescriptions and/or community health specialists."

Most hospitals in the United States do not ask patients about their physical activity, and no hospital system in the Midwest has done so, according to the researchers. In this study, Carr partnered with Britt Marcussen, a family medicine physician in UI Health Care, to offer the questionnaire to patients visiting for annual wellness exam appointments. The study period was from November 2017 to December 2022.




The Exercise Vital Sign survey, as the questionnaire is called, asked patients two questions that they answered on a tablet:
    	"On average, how many days per week do you engage in moderate to vigorous exercise (like a brisk walk)?" (0-7 days)
    	"On average, how many minutes do you engage in exercise at this level?"

Carr and his team propose making the survey available to all patients.

"This two-question survey typically takes fewer than 30 seconds for a patient to complete, so it doesn't interfere with their visit. But it can tell us a whole lot about that patient's overall health," Carr says.

The researchers also compared results from patients who completed the surveys with more than 33,000 patients who weren't offered the survey in other areas of the hospital. The researchers found patients who took the survey were younger and in better health than the patient population who weren't given the questionnaire, based on analyzing all patients' electronic medical records.

While the link between physical activity and reduced risk of chronic disease has been known, the researchers say the study underscores the value of surveying patients about their physical activity levels.

"We believe this finding is a result of those patients who take the time to come in for annual wellness exams also are taking more time to engage in healthy behaviors, such as being physically active," Carr says.




In a related study, published this month in the Journal of Physical Activity and Health, Carr's team found that when healthcare providers billed for providing exercise counseling to patients, those invoices were reimbursed by insurance providers nearly 95 percent of the time.

"Our findings suggest the recommended physical activity billing codes are reimbursed at a high rate when providers submit them for reimbursement, which reinforces the idea to make physical activity surveys and counseling services available," Carr says.

Cole Chapman, assistant professor in the College of Pharmacy, is the first author on the study. Chapman, who joined the Pharmacy faculty in 2019 after earning bachelor's and doctoral degrees at Iowa, collected and analyzed the data from the patients' electronic medical records.

Marcussen and Mary Schroeder, associate professor in the Department of Pharmacy Practice and Science in the College of Pharmacy, are study co-authors.
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Expanding the agenda for more just genomics | ScienceDaily
Genomics is being integrated into biomedical research, medicine, and public health at a rapid pace, but the capacities necessary to ensure the fair, global distribution of benefits are lagging. A new special report outlines opportunities to enhance justice in genomics, toward a world in which genomic medicine promotes health equity, protects privacy, and respects the rights and values of individuals and communities.


						
The report, "Envisioning a More Just Genomics," is a collaboration between The Hastings Center, a bioethics research institute, and the Center for ELSI Resources and Analysis (CERA), which focuses on the ethical, legal, and social implications of genetics and genomics. It was funded by the National Human Genome Research Institute.

"Much of genomics is publicly funded science that relies on samples and data from members of the public. This enormous public investment generates moral responsibilities across the genomics enterprise to develop the science and deliver its benefits in fair and trustworthy ways," says Josephine Johnston, one of the report's editors.

Examples of justice-related challenges explored in the special report include increasing the diversity of the genomics workforce, addressing deficiencies in the genomics evidence base caused by sampling bias, ensuring access to genomics research, and maximizing the ability for genomics to advance health equity at both the bench and the bedside.

The report is divided into four broad themes with key messages:

Racism and Inequity 
Fair Inclusion in Research 
    	    To promote disability rights and justice in genomics, researchers could ensure that people with disabilities have equal access to the research process (for example, by participating in research and identifying what needs to be researched) and to precision medicine interventions that may benefit them.
    

Data 
    	    Researchers could clearly explain and justify choice of databases or datasets and provide a rationale for data exclusion decisions as part of the funding application, ethics review, data access, and publication processes.
    
    	    Data repositories could implement ethics training as a requirement for data access for research uses beyond that for which the data was collected.
    
    	    For deidentified genomic datasets, institutions and funders could enforce data security measures, allow researchers and community members to redact or suppress data, and provide guidance on when data adjustments are necessary to protect individuals and communities. They could also ensure that privacy and data protection practices are responsive to the sociopolitical environment and are able to move quickly to protect marginalized populations in response to emerging data security threats.
    
    	    New approaches to data sharing could democratize access to clinical and genetic data to advance health research in Africa and address African researchers' concerns about exploitation by more resourced institutions in multinational research projects.
    

Expanding the Agenda 
    	    Researchers could investigate and resist nationalist ideologies and practices in the development of biotechnologies and application of bioscientific knowledge.
    
    	    To ensure that priorities in conservation genomics are not determined by short-term interests, genomic and machine learning models could be used to study the long-term impacts of various environmental conservation strategies.
    
    	    Conservationists could consult with and build capacity in communities, especially those that are most likely to be affected by climate change, as they plan genomics-informed conservation interventions.
    
    	    To address the collective harms and benefits of genomics research for Indigenous peoples, the U.N. Declaration on the Rights of Indigenous Peoples could guide national genomics research governance.
    

The Special Report: https://onlinelibrary.wiley.com/toc/1552146x/2024/54/S2
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Addressing gender issues strengthens peace agreements | ScienceDaily
When it comes to peace processes and negotiations, U.N. Women highlights a stark reality: All too often, women remain invisible and excluded. But a new study by University of Notre Dame political scientist Madhav Joshi draws on evidence from Colombia to show that addressing gender-related issues helps peace agreements succeed.


						
Gender-inclusive peace-building: lessons from Colombia

The study, published in Policy Studies Journal, is the first peer-reviewed research that examines Notre Dame's ongoing work to monitor the Colombian peace accord. It has implications for strengthening peace agreements as well as the women, peace and security agenda that was inspired by a landmark U.N. resolution more than two decades ago.

"An inclusive approach that sees women as changemakers and addresses gender-specific concerns empowers other marginalized groups and cultivates meaningful buy-in from more people," said Joshi, research professor and associate director of the Peace Accords Matrix, part of the Kroc Institute for International Peace Studies at the University of Notre Dame's Keough School of Global Affairs. "When you prioritize gender, you end up addressing the broader society's needs."

Monitoring progress on Colombia's peace agreement

The study is a natural progression for Notre Dame researchers. Since the 2016 Colombian peace agreement ended 50 years of conflict, the Peace Accords Matrix has had primary responsibility for technical verification and for monitoring the implementation of the agreement through its Barometer Initiative.

In his latest research, Joshi analyzed monthly monitoring data for provisions outlined in the Colombian accord. He examined approximately 70 reforms and programs designed to support more than 570 key stipulations in the agreement.




Joshi found that a higher implementation status for gender-related measures (for instance, identifying obstacles that kept women from voting) was related to the agreement's overall success rate.

Investing in safeguards for gender provisions

Importantly, Joshi also confirmed that negotiators must invest the resources needed to overcome resistance.

When he examined stipulations in the Colombian agreement, he found that the implementation of gender-specific provisions lagged behind the implementation of gender-neutral ones. This indicates a level of societal resistance to changing norms, Joshi said, and the need for policymakers to invest in safeguards.

"This study highlights that gender measures and women's mobilization are not sufficient without proper safeguards to ensure their implementation," Joshi said. "But with the necessary support, they will succeed and strengthen peace agreements. And the resulting quality of peace could be really impactful, particularly for transitioning societies such as Colombia."

Advancing women, peace and security debates

Joshi said the study provides data and methods that other researchers can draw upon as they build on this work.




"My research will advance women, peace and security debates in peace processes," Joshi said. "This study will help researchers identify factors that help or hinder women's inclusion in peacebuilding."

Joshi's support team for the study included research assistants Clare Barloon, a 2024 Notre Dame graduate who majored in global affairs and art history, and Grace Sullivan, a sophomore majoring in global affairs and minoring in peace studies and gender studies. Jenna Sapiano, a specialist on women, peace and security and a visiting fellow at the Keough School's Kroc Institute, provided feedback to help guide the study.

The Peace Accords Matrix Barometer Initiative in Colombia received funding from the U.S. Department of State, Humanity United, the U.N. Multi-Partner Trust Fund and the European Union.
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      Strange &amp; Offbeat News

      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        Using robots in nursing homes linked to higher employee retention, better patient care
        Facing high employee turnover and an aging population, nursing homes have increasingly turned to robots to complete a variety of care tasks, but few researchers have explored how these technologies impact workers and the quality of care. A new study on the future of work finds that robot use is associated with increased employment and employee retention, improved productivity and a higher quality of care.

      

      
        Rethinking population management in zoos
        Until now, contraception has been the method of choice for zoos to avoid surplus animals. Researchers are now calling for a paradigm shift: zoos could preserve their breeding populations, raise awareness of conservation challenges and improve animal welfare and their carbon footprint by allowing animals to reproduce naturally and culling surplus animals.

      

      
        Electrohydraulic wearable devices create unprecedented haptic sensations
        Scientists have invented compact wearable devices that deliver rich, expressive, and pleasant tactile sensations that go far beyond the buzzing vibrations of today's consumer devices.

      

      
        When the past meets the future: Innovative drone mapping unlocks secrets of Bronze Age 'mega fortress' in the Caucasus
        An academic has used drone mapping to investigate a 3000-year-old 'mega fortress' in the Caucasus mountains, revealing details that re-shape understanding of the site and contribute to a global reassessment of ancient settlement growth and urbanism.

      

      
        Evolutionary biology: Ants can hold a grudge
        Evolutionary biologists are investigating the extent to which ants learn from past experiences. After being attacked by ants from a particular nest, ants behave more aggressively towards others from that same nest.

      

      
        Herbivore or carnivore? A toolbox for the study of extinct reptiles
        Evolution has resulted in the development of both herbivores and carnivores -- but how? What type of food did extinct vertebrates eat? And how can we gain insight into the diets of these creatures? In living animals, we can simply observe what they feed on today. In the case of extinct species, however, researchers rely on morphological or chemical information supplied by fossils. A team has now compiled a reference framework of isotope compositions indicating the type of diet for extant reptiles...

      

      
        Advancements in neural implant research enhance durability
        Neural implants contain integrated circuits (ICs) -- commonly called chips -- built on silicon. These implants need to be small and flexible to mimic circumstances inside the human body. However, the environment within the body is corrosive, which raises concerns about the durability of implantable silicon ICs. A team of researchers address this challenge by studying the degradation mechanisms of silicon ICs in the body and by coating them with soft PDMS elastomers to form body-fluid barriers tha...

      

      
        Exploring the eco-friendly future of antibiotic particles
        Goji berries are a ubiquitous superfood known for a multitude of health benefits, including their antibiotic properties. Researchers have now found an effective way to harvest silver nanoparticles from these berries. They created the nanoparticles by drying, grinding, and then filtering the goji berries to create an extract. Then, they added chemical silver nitrate (AgNO3) and reduced the solution. The silver nanoparticles were confirmed using visualization techniques and tested for their antimic...

      

      
        Scientists develop technology to control cyborg insect swarms
        Scientists have developed an advanced swarm navigation algorithm for cyborg insects that prevents them from becoming stuck while navigating challenging terrain. The new algorithm represents a significant advance in swarm robotics. It could pave the way for applications in disaster relief, search-and-rescue missions, and infrastructure inspection. Cyborg insects are real insects equipped with tiny electronic devices on their backs -- consisting of various sensors like optical and infrared cameras,...

      

      
        Citizen science reveals that Jupiter's colorful clouds are not made of ammonia ice
        Collaborative work by amateur and professional astronomers has helped to resolve a long-standing misunderstanding about the composition of Jupiter's clouds. Instead of being formed of ammonia ice -- the conventional view -- it now appears they are likely to be composed of ammonium hydrosulphide mixed with smog.

      

      
        The carbon in our bodies probably left the galaxy and came back on cosmic 'conveyer belt'
        Scientists recently discovered that the giant 'conveyer belt' currents that push star-forged material out of our galaxy and pull it back in can also transport carbon atoms. That means that a good deal of the carbon here on Earth, including the carbon in our bodies, likely left the galaxy at some point!

      

      
        New nanocrystal material a key step toward faster, more energy-efficient computing
        Chemistry researchers have taken a key step toward next-generation optical computing and memory with the discovery of luminescent nanocrystals that can be quickly toggled from light to dark and back again.

      

      
        Breakthrough for 'smart cell' design
        Bioengineers have developed a new construction kit for building custom sense-and-respond circuits in human cells. The research could revolutionize therapies for complex conditions like autoimmune disease and cancer.

      

      
        Oldest-known evolutionary 'arms race'
        A new study presents what is believed to be the oldest known example in the fossil record of an evolutionary arms race. These 517-million-year-old predator-prey interactions occurred in the ocean covering what is now South Australia between a small, shelled animal distantly related to brachiopods and an unknown marine animal capable of piercing its shell.

      

      
        How does a hula hoop master gravity? Mathematicians prove that shape matters
        Hula hooping is so commonplace that we may overlook some interesting questions it raises: 'What keeps a hula hoop up against gravity?' and 'Are some body types better for hula hooping than others?' A team of mathematicians explored and answered these questions with findings that also point to new ways to better harness energy and improve robotic positioners.

      

      
        New method turns e-waste to gold
        A research team has developed a method for extracting gold from electronics waste, then using the recovered precious metal as a catalyst for converting carbon dioxide (CO2), a greenhouse gas, to organic materials.

      

      
        Bats surf storm fronts during continental migration
        Birds are the undisputed champions of epic travel -- but they are not the only long-haul fliers. A handful of bats are known to travel thousands of kilometers in continental migrations across North America, Europe, and Africa. The behavior is rare and difficult to observe, which is why long-distance bat migration has remained an enigma. Now, scientists have studied 71 common noctule bats on their spring migration across the European continent, providing a leap in understanding this mysterious beh...

      

      
        Genetics of alternating sexes in walnuts
        Biologists have revealed genetics behind the alternating sexes of walnut trees. The research reveals a mechanism that has been stable in walnuts and their ancestors going back 40 million years -- and which has some parallels to sex determination in humans and other animals.
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Using robots in nursing homes linked to higher employee retention, better patient care | ScienceDaily
Facing high employee turnover and an aging population, nursing homes have increasingly turned to robots to complete a variety of care tasks, but few researchers have explored how these technologies impact workers and the quality of care.


						
A new study from a University of Notre Dame expert on the future of work finds that robot use is associated with increased employment and employee retention, improved productivity and a higher quality of care. The research has important implications for the workplace and the long-term care industry.

Yong Suk Lee, associate professor of technology, economy and global affairs at Notre Dame's Keough School of Global Affairs, was the lead author for the study, published in Labour Economics. Most studies of robots in the workplace have focused on manufacturing and the industrial sector, but Lee's research broke new ground by analyzing long-term care -- and by looking at the different types of robots used in this setting. Researchers drew on surveys of Japanese nursing homes taken in 2020 and 2022.

"Our research focused on Japan because it is a super-aging society that provides a good example of what the future could entail elsewhere -- a declining population, a growing share of senior citizens and a declining share of working-age people," Lee said. "We need to be ready for this new reality."

In 2022, for instance, more than 57 million U.S. residents were 65 or older, according to the National Council on Aging. The Census Bureau forecasts that by 2050, this number will grow to 88.5 million.

The impact on workers

In a future where there are more senior citizens requiring care, using robots in a targeted fashion could benefit workers and patients alike, Lee said. The study analyzed three types of robots that are increasingly used in assisted living facilities:
    	    Transfer robots, which nurses use to lift, move and rotate patients in beds and around rooms.
    
    	    


Mobility robots, which patients use to move around and to bathe.
    
    	    Monitoring and communication robots, which include technologies such as computer vision and bed sensors that can monitor patient data such as movement and share it with care providers.
    

"We found that robot adoption complements care workers by reducing quit rates," Lee said. "This is important because turnover is a big concern in nursing homes. Workers typically experience a great deal of physical pain, particularly in their knees and back. The work is hard and the pay is low. So robot use was associated with employee retention."

While robot use was associated with an overall employment increase, Lee said, the trend seems to have helped some workers more than others: It was associated with an increased demand for part-time, less experienced employees and with less demand for more experienced workers.

Improving patient care

Patients benefited in facilities that have used robots, according to the study. The nursing homes that Lee's team studied reported a decrease in the use of patient restraints and in the pressure ulcers or bedsores that nursing home residents commonly suffer, largely because of a lack of mobility. Both metrics are widely used in the long-term care industry to measure patient outcomes, Lee said.




By removing the physical strain associated with certain tasks, Lee said, robots may have made room for care workers to focus on tasks better suited for human beings.

"Robots can improve productivity by shifting the tasks performed by care workers to those involving human touch, empathy and dexterity," Lee said. "Ultimately, robots can help workers provide a higher level of patient care."

"This research provides critical insights into how societies can successfully navigate the challenges of caring for aging populations"

The future of work

Lee co-authored the study with Toshiaki Iizuka from the University of Tokyo and Karen Eggleston from Stanford University. The study received funding from Stanford's Shorenstein Asia-Pacific Research Center, Stanford's Freeman Spogli Institute for International Studies Japan Fund and the Japan Society for the Promotion of Science, as well as the Keough School's Liu Institute for Asia and Asian Studies and Kellogg Institute for International Studies.

This latest research fits into Lee's ongoing work to examine how new technologies, including artificial intelligence and robotics, affect inequality and the future of work. Lee serves as program chair in technology ethics for the Institute for Ethics and the Common Good, a key element of the Notre Dame Ethics Initiative. He is also a faculty affiliate of the Keough School's McKenna Center for Human Development and Global Business and a faculty fellow of the school's Kellogg Institute for International Studies, Pulte Institute for Global Development and Liu Institute for Asia and Asian Studies.

"This research provides critical insights into how societies can successfully navigate the challenges of caring for aging populations," Lee said. "It will help inform the work of the long-term care industry and help us better understand how technologies impact workers and patients."
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Rethinking population management in zoos | ScienceDaily
Unlike animals in the wild, animals in zoos are not limited by food shortages or predators, allowing individuals to live much longer than they would in the wild. This poses a challenge for zoos, as it puts pressure on their finite holding capacities.


						
As a result, many zoos restrict animal breeding for both logistical and financial reasons. Other zoos have risked a public backlash by culling surplus animals: Ten years ago, the culling of Marius, a healthy two-year-old giraffe, sparked an international debate about what zoos should do with their surplus animals, with many people upset at the idea of euthanizing healthy animals.

Aging zoo populations 

In a recent policy statement led by the University of Zurich, researchers argue that the widespread use of contraception is changing the age profile and welfare of zoo populations -- and not for the better. "Without births, adult animals are deprived of one of their most basic evolutionary drives," says Marcus Clauss, lead author of the report. "Over time, zoo populations are also aging, jeopardizing one of the core principles of zoos: maintaining self-sustaining populations."

Often, surplus animals cannot be moved elsewhere, because zoos are filled to capacity and reintroducing animals to the wild requires dedicated release programs and availability of suitable habitats. Rather than limiting the reproductive ability of zoo animals, the authors advocate for the planned and respectful culling of surplus animals. "This is a rational and responsible approach to zoo population management. What's more, such an approach can help zoos fulfill their educational mission in addition to their conservation mission," adds Clauss.

Educating the public about the natural life cycle 

"Each year, more than 700 million people visit zoos around the world," says co-author Andrew Abraham from Aarhus University. "Zoos have an incredible opportunity to shape the public's understanding of animal mortality and natural processes. But by moving death to the margins, zoos perpetuate unrealistic expectations about life in the wild."

However, zoos are also critical for conservation. "Already today, numerous animal species are threatened with extinction, and many more are likely to follow in the coming decades. It is essential that zoos maintain reproductively active populations, along with zoo staff experienced in caring for young animals. What we don't need is a collection of geriatric animals and veterinarians preoccupied with palliative care," Abraham adds.




In-house meat supply improves carbon footprint 

As births increase, surplus zoo animals will have to be culled -- a practice that can also make zoos more environmentally sustainable. Thus, one zoo in Germany is able to feed its carnivores with up to 30% of meat from animals within its own institution, reducing its carbon footprint and the need for commercially slaughtered animals.

While the culling of charismatic mammals often sparks controversy, evidence suggests that public opinion is more balanced than portrayed in the media. "Zoos have a responsibility to educate visitors about the realities of life and death in animal population management," says Clauss. "Transparent communication can help shift public perceptions and align attitudes with long-term, sustainable approaches."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250108144318.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Electrohydraulic wearable devices create unprecedented haptic sensations | ScienceDaily
Human skin can feel a wide variety of sensations, such as a gentle squeeze, quick taps, or the thud-thud of a heartbeat. In contrast, phones, game controllers, and watches often output only vibrations to get the user's attention. Unfortunately, this sudden fast shaking feels different from most everyday touch interactions, and it can quickly become annoying. Researchers at MPI-IS in Stuttgart have developed cutaneous electrohydraulic (CUTE) wearable devices to greatly expand the haptic sensations that can be created by future consumer products.


						
CUTE wearable devices are electrically driven and can produce a remarkable range of tactile sensations, including pressing on the skin, slow and calming touch, and vibrations at a wide variety of frequencies, from low to high. This new approach to wearable haptic feedback thus offers unprecedented control over the tactile sensations that can be presented to users.

These CUTE wearable devices have been pioneered by an interdisciplinary team of MPI-IS researchers from the Haptic Intelligence Department, led by Katherine J. Kuchenbecker, and the Robotic Materials Department, led by Christoph Keplinger. The team designed novel hydraulically amplified self-healing electrostatic (HASEL) artificial muscles to create wearable devices with a unique ability to communicate with the user's sense of touch. When a voltage is applied, the soft actuator located at the center of the device expands proportionally to the voltage. This expansion allows the device to make and break contact with the skin, like a person reaching out to touch the user's wrist. Changing the voltage over time allows the haptic feedback to be freely customized to deliver multiple types of touch sensations according to the desired haptic experience. CUTE devices are compact, silent, safe, and energy efficient, and they stay cool throughout operation. These impressive capabilities are further demonstrated by the team in a video.

Future application avenues for CUTE devices include wearable assistive technologies for guidance, creating tactile sensations to enhance augmented or virtual reality, and complementing audio and visual feedback in loud or visually demanding scenarios.

The tactile sensations created by the device can communicate diverse sensations ranging from calming to exciting, such as stroking or tickling of the skin, the feeling of a heartbeat, and even an engine turning on and off. Remarkably, users perceive almost all of its tactile cues as pleasant: the only sensation they didn't find pleasant was a continuous high-frequency vibration like those produced by many of today's consumer devices. Furthermore, users can identify diverse cutaneous signals with near-perfect accuracy, highlighting another advantage of CUTE devices over commonly used electromagnetic actuators.

"Our CUTE devices demonstrate the feasibility of creating lightweight wearable systems that provide pleasant and expressive tactile communication. Future developments could see this technology applied to larger areas of the body, producing more complex sensations, and even studying human perception of haptic cues that were previously difficult to create," says Natalia Sanchez, a Ph.D. student at MPI-IS and first author of the publication.
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When the past meets the future: Innovative drone mapping unlocks secrets of Bronze Age 'mega fortress' in the Caucasus | ScienceDaily
A Cranfield University, UK, academic has used drone mapping to investigate a 3000-year-old 'mega fortress' in the Caucasus mountains. Dr Nathaniel Erb-Satullo, Senior Lecturer in Architectural Science at Cranfield Forensic Institute, has been researching the site since 2018 with Dimitri Jachvliani, his co-director from the Georgian National Museum, revealing details that re-shape our understanding of the site and contribute to a global reassessment of ancient settlement growth and urbanism.


						
Fortress settlements in the South Caucasus appeared between 1500-500 BCE, and represent an unprecedented development in the prehistory of the regions. Situated at the boundary between Europe, the Eurasian Steppe, and the Middle East, the Caucasus region has a long history as a cultural crossroads with distinctive local identities.

Research on the fortress -- named Dmanisis Gora -- began with test excavations on a fortified promontory between two deep gorges. A subsequent visit in Autumn, when the knee-high high summer grasses had died back, revealed that the site was much larger than originally thought. Scattered across a huge area outside the inner fortress were the remains of additional fortification walls and other stone structures. Because of its size, it was impossible to get a sense of the site as a whole from the ground.

"That was what sparked the idea of using a drone to assess the site from the air," commented Dr Erb-Satullo. "The drone took nearly 11,000 pictures which were knitted together using advanced software to produce high-resolution digital elevation models and orthophotos -- composite pictures that show every point as if you were looking straight down.

"These datasets enabled us to identify subtle topographic features and create accurate maps of all the fortification walls, graves, field systems, and other stone structures within the outer settlement. The results of this survey showed that the site was more than 40 times larger than originally thought, including a large outer settlement defended by a 1km long fortification wall."

The research team used a DJI Phantom 4 RTK drone which can provide relative positional accuracy of under 2cm as well as extremely high-resolution aerial imagery. In order to obtain a highly accurate map of human-made features, the team carefully checked each feature in the aerial imagery to confirm its identification.

To understand how the landscape of the site had evolved, the orthophotos were compared with 50-year-old photos taken by a Cold War-era spy satellite declassified in 2013. That gave researchers much needed insight into which features were recent, which were older. It also enabled researchers to assess what areas of the ancient settlement were damaged by modern agriculture. All of those data sets were merged in Geographic Information System (GIS) software, helping to identify patterns and changes in the landscape.

"The use of drones has allowed us to understand the significance of the site and document it in a way that simply wouldn't be possible on the ground" said Dr Erb-Satullo. "Dmanisis Gora isn't just a significant find for the Southern Caucasus region, but has a broader significance for the diversity in the structure of large scale settlements and their formation processes. We hypothesize that Dmanisis Gora expanded because of its interactions with mobile pastoral groups, and its large outer settlement may have expanded and contracted seasonally. With the site now extensively mapped, further study will start to provide insights into areas such as population density and intensity, livestock movements and agricultural practices, among others."

This data will give researchers new insights into Late Bronze Age and Early Iron Age societies, and how these communities functioned. Since the aerial survey was completed, Dr. Erb-Satullo has been carrying out further excavations at the site, uncovering tens of thousands of pottery shards, animal bones, and other artefacts that tell us more about the society that built this fortress.

This work has been funded by the Gerda Henkel Foundation, the Gerald Averay Wainwright Fund and the British Institute at Ankara.
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Evolutionary biology: Ants can hold a grudge | ScienceDaily
A team led by evolutionary biologist Volker Nehring is investigating the extent to which ants learn from past experiences.


						
Ants learn from experience. This has been demonstrated by a team of evolutionary biologists from the University of Freiburg, led by Dr Volker Nehring, research associate in the Evolutionary Biology and Animal Ecology group, and doctoral student Melanie Bey. The researchers repeatedly confronted ants with competitors from another nest. The test ants remembered the negative experiences they had during these encounters: when they encountered ants from a nest they had previously experienced as aggressive, they behaved more aggressively towards them than towards ants from nests unknown to them. Ants that encountered members of a nest from which they had previously only encountered passive ants were less aggressive. The biologists published their results in the journal Current Biology.

Ants are aggressive towards their neighbours

Ants use odours to distinguish between members of their own nest and those from other nests. Each nest has its own specific scent. Previous studies have already shown that ants behave aggressively towards their nearest neighbours in particular. They are especially likely to open their mandibles and bite, or spray acid and kill their competitors. They are less likely to carry out such aggressive manoeuvres against nests that are further away from their own. Until now, it was unclear why this is the case. Nehring's team has now discovered that ants remember the smell of attackers. This is why they are more aggressive when confronted with competitors from nests they are familiar with.

More aggressive behaviour towards competitors from familiar nests

The scientists conducted an experiment in two phases. In the first phase, ants gained various experiences: one group encountered ants from their own nest, the second group encountered aggressive ants from a rival nest A, and the third group encountered aggressive ants from rival nest B. A total of five encounters took place on consecutive days, with each encounter lasting one minute.

In the subsequent test phase, the researchers examined how the ants from the different groups behaved when they encountered competitors from nest A. The ants that had already been confronted with conspecifics from this nest in the first phase behaved significantly more aggressively than those from the other two groups.

To test the extent to which the higher aggression arises from the behaviour of ants from a particular nest, the scientists repeated the experiment in a slightly modified form. In the first phase, they now distinguished between encounters with aggressive and passive ants. They ensured that an ant behaved passively by cutting off its antennae. In phase two of the experiment, the ants that had previously only encountered passive competitors behaved significantly less aggressively.

"We often have the idea that insects function like pre-programmed robots," says Nehring. "Our study provides new evidence that, on the contrary, ants also learn from their experiences and can hold a grudge." Next, Nehring and his team will investigate whether and to what extent ants adapt their olfactory receptors to their experiences, thus reflecting what they have learned at this level as well.
    	Melanie Bey conducted her doctorate under Dr. Volker Nehring. Rebecca Endermann, Christina Raudies and Jonas Steinle are former bachelor's and master's students in the Evolutionary Biology and Animal Ecology working group.
    	The research was funded by the German Research Foundation (project number NE1969/6-1).
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Herbivore or carnivore? A toolbox for the study of extinct reptiles | ScienceDaily
Evolution has resulted in the development of both herbivores and carnivores -- but how? What type of food did extinct vertebrates eat? And how can we gain insight into the diets of these creatures? In living animals, we can simply observe what they feed on today. In the case of extinct species, however, researchers rely on morphological or chemical information supplied by fossils. A team led by Professor Thomas Tutken of Johannes Gutenberg University Mainz (JGU) has now compiled a reference framework of isotope compositions indicating the type of diet for extant reptiles that represents a useful reference dataset to reconstruct the diet of fossil reptiles. "This reptile reference framework is a convenient toolbox that will enable us to better reconstruct the diet of extinct animals, such as dinosaurs," explained Tutken. "A set of comparable data of this kind has not previously been available." The corresponding research paper was published in Proceedings of the Royal Society B.


						
Reptiles have very different nutritional habits

Today's reptiles show a wide variety of dietary preferences, ranging from plant- to animal-feeding. And there are also species that specialize in the consumption of a particular food: the marine iguana of the Galapagos lives on algae, for examples, chameleons eat only insects, Gila monsters are fond of eggs, and apex predators like the saltwater crocodile and the Komodo dragon rely entirely on meat. "This diversity makes it difficult to reconstruct the nutritional habits of extinct animals," said paleontologist Tutken of the JGU Institute of Geosciences.

The oldest known ancestors of our modern reptiles existed more than 300 million years ago. The earliest known reptile, Hylonomus, was lizard-like and lived about 315 million years ago in what is now Canada. These early reptiles often shared characteristics in the morphology of their skulls, jaws, and teeth that indicate a tendency towards an insectivorous diet. The exact time in the geologic past when reptiles underwent a dietary shift from insectivores to carnivores and herbivores is yet unclear.

Geochemical reference frame based on the data of 28 reptile species

The reference framework put together in Mainz can be used to determine the nutritional habits of living as well as extinct vertebrates. Tutken's team collected data from 28 living reptile species by analyzing the calcium and strontium isotopes present in their bones and teeth. These isotopes differ systematically depending on diet. "To obtain a wide spectrum for comparison, we selected reptiles with pronounced herbivorous or carnivorous behavior, and we also included those with specialized dietary preferences," added Tutken. Animals studied include alligators, monitor lizards, iguanas, chameleons, and many more. With regard to calcium, the researchers paid particular attention to the isotope ratio of calcium-44 and calcium-42. It turned out that with every step in the food chain, the concentrations of calcium-44 and calcium-42 declined. "Overall, the values are highest in insectivorous reptiles, clearly differentiating these from animals with other feeding behaviors," emphasized the lead author of the paper, Dr. Michael Weber. The isotope ratios are lower in herbivores and even lower in carnivores. The researchers were even able to detect evidence for special eating habits of marine iguanas and egg-devouring reptiles.

The isotope ratios of stabile strontium-88 to strontium-86 are comparable in the same species, but they provide even more detailed information on nutrition. "We set up the first extensive reference system of stable strontium isotopes as a dietary proxy. The results for strontium are largely consistent with those for calcium isotopes in respect of the various nutritional forms," clarified Dr. Katrin Weber, co-author of the paper and former doctoral candidate in the research group of Professor Thomas Tutken. "In contrast to calcium, only small traces of strontium are present in teeth and bones, and these are prone to alteration processes in the ground holding those fossils. Since the use of strontium can be problematic with respect to extinct species, calcium isotopes offer better prospects here."

Using the existing reference frame for mammals for comparison, the analysis also showed that the calcium isotope ratio in reptiles is larger than in mammals -- even when nutritional behavior is the same. The researchers tend to attribute this fact to various physiological factors. However, this also demonstrates that the data for mammals cannot be directly used for assessing the feeding habits of prehistoric reptiles, such as dinosaurs.




Mechanical wear patterns on teeth supply additional information on dietary tendencies

In addition to the chemical traces of ingested food, the research team also analyzed mechanical tooth wear caused by the diet as complementary approach for dietary reconstruction. Based on tiny scratches on the surface of teeth, researchers can determine whether an animal consumed hard or soft foods, thus providing further information on the diet of extinct species. The data was collected by studying the teeth of the same modern reptiles in collaboration with Dr. Daniela Winkler, now at Kiel University, and has now been combined with the new isotopic data. The combination of these two sets of data allows the researchers to distinguish between faunivores that would have ingested larger quantities of abrasive hard tissue, such as shells or bones, and animals whose diet consisted of mainly soft food.

"In order to understand and interpret the data for chemical and mechanical patterns of nutritional behavior from fossil finds, we first had to determine the corresponding information for related modern species with their known dietary preferences. As a result, we now have a reference frame for comparison that enables the precise diet assessment and thus a more accurate reconstruction of the feeding habits of extinct species," concluded Professor Thomas Tutken. In 2016, Tutken received an ERC Consolidator Grant for his research into the dietary tendencies of the first land vertebrates, which also supported the research project presented here.
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Advancements in neural implant research enhance durability | ScienceDaily
Neural implants contain integrated circuits (ICs) -- commonly called chips -- built on silicon. These implants need to be small and flexible to mimic circumstances inside the human body. However, the environment within the body is corrosive, which raises concerns about the durability of implantable silicon ICs. A team of researchers from the Bioelectronics Section led by Dr. Vasiliki (Vasso) Giagka, address this challenge by studying the degradation mechanisms of silicon ICs in the body and by coating them with soft PDMS elastomers to form body-fluid barriers that offer long-term protection to implantable chips. These findings not only enhance the longevity of implantable ICs but also significantly broaden their applications in the biomedical field. The paper on this project is published in the journal Nature Communications. 


						
Crucial research on brain diseases

Neural implants are crucial in order to study the brain and develop treatments for patients with diseases like Parkinson's or clinical depression. Neural implants electrically stimulate, block, or record signals from neurons or neural networks in the brain. For study and treatment, and specifically for chronic use, these neural implants must be durable.

"Miniaturized neural implants have enormous potential to transform healthcare, but their long-term stability in the body is a major concern," explains Vasso Giagka, researcher at the Technical University Delft. "Our research not only identifies key challenges but also provides practical guidelines to enhance the reliability of these devices, bringing us closer to safe and long-lasting clinical solutions."

The researchers evaluated the electrical and material performance of chips (from two different manufacturers, also known as foundries) over the course of one year through accelerated in vitro and in vivo studies. They used bare silicon IC structures and integrated them with soft PDMS elastomers to form body-fluid barriers that offer long-term protection to implantable chips. The chips used in the study were partially coated in PDMS (polydimethylsiloxane), which is a polymer containing silicon. This created two regions on the chips, a 'bare die' region and a 'PDMS-coated' region. During the accelerated in vitro study the chips were soaked in hot salt water and electrically biased (exposed to electrical direct currents). The chips were periodically monitored and results showed a stable electrical performance. This showed that the chips remained operational, even when directly exposed to bodily fluids.

Analysis of the materials of the chips revealed that there was degradation of the chips in the bare regions, but there was only limited degradation in the PDMS-coated regions.

This shows that PDMS is a highly suitable encapsulant for years-long implantation. These insights will inform and enable the design of state-of-the-art chip-scale active bioelectronic implants for minimally invasive brain-computer interfaces and chronic neuroscientific research. And based on the new insights, guidelines are proposed that may enhance the longevity of implantable chips, broadening their applications in the biomedical field.




Surprised scientists

"We were all surprised," shares PhD student Kambiz Nanbakhsh, who is the first author of this work. "I did not expect microchips to be so stable when soaked and electrically biased in hot salt water."

Vasso is also very excited by the results of the study. "Our findings demonstrate that bare-die silicon chips, when carefully designed, can operate reliably in the body for months. By addressing long-term reliability challenges, we are opening new doors for miniaturized neural implants and advancing the development of next-generation bioelectronic devices in clinical applications."

Vasso emphasizes the protective role of PDMS. "This work reveals the critical role of silicone encapsulation in shielding implantable integrated circuits from degradation. By extending the lifespan of neural implants, our study opens up pathways to more durable and effective technologies for brain-computer interfaces and medical therapies." Kambiz wholeheartedly agrees with Vasso: "This was a long investigation, but hopefully results will be useful for many."
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Exploring the eco-friendly future of antibiotic particles | ScienceDaily
As the search for sustainability permeates all fields, researchers are turning to a unique organic source for creating antibacterial silver nanoparticles (Ag-NPs) -- the humble goji berry.


						
Goji berries are a ubiquitous superfood known for a multitude of health benefits, including their antibiotic properties. In research published in AIP Advances, by AIP Publishing, researcher Kamran Alam from Sapienza University of Rome along with others from NED University of Engineering and Technology and King Saud University found an effective way to harvest silver nanoparticles from these berries.

"Silver nanoparticles are responsible for disrupting the cell membrane structure, which can generate reactive oxygen species used for inhibiting bacterial growth," explained Alam.

Silver nanoparticles can be generated using a number of chemical techniques, but green solutions that use biological sources like fruit or leaf extracts are preferred because they save on energy and are nontoxic, nonhazardous, and biologically compatible with humans.

In this interdisciplinary undertaking, Alam and researchers demonstrated a technique for the synthesis of silver nanoparticles using store-bought goji berries.

"Goji berries are easily and locally available in the botanic garden and are rich in bioactive compounds that have natural reducing and stabilizing agents, eliminating the need for additional capping agents during processing," Alam said.

Alam and the team created silver nanoparticles by drying, grinding, and then filtering the goji berries to create an extract. Then, they added chemical silver nitrate (AgNO3) and reduced the solution.

Using visualization techniques such as X-ray diffraction, Ultraviolet-Visible (UV-Vis) Spectroscopy, and Fourier Transform Infrared (FT-IR) Spectroscopy, the team confirmed the presence of silver nanoparticles. The nanoparticles were also viewed under a microscope and tested for their antimicrobial activity against Staphylococcus aureus, a gram-positive bacterium that causes staph infections among other diseases.

In the future, Alam plans to study the cellular toxicity and biocompatibility of the nanoparticles synthesized from these berries, which could positively contribute to biomedical research.

"This is a simple and straightforward synthesis method which does not need additional chemicals or complex equipment and can be scaled up for industrial applications," he said.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250107114252.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Scientists develop technology to control cyborg insect swarms | ScienceDaily
Scientists from Nanyang Technological University, Singapore (NTU Singapore), Osaka University, and Hiroshima University have developed an advanced swarm navigation algorithm for cyborg insects that prevents them from becoming stuck while navigating challenging terrain.


						
Published in Nature Communications, the new algorithm represents a significant advance in swarm robotics. It could pave the way for applications in disaster relief, search-and-rescue missions, and infrastructure inspection.

Cyborg insects are real insects equipped with tiny electronic devices on their backs -- consisting of various sensors like optical and infrared cameras, a battery, and an antenna for communication -- that allow their movements to be remotely controlled for specific tasks.

The control of a single cyborg insect was first demonstrated by Professor Hirotaka Sato from NTU Singapore's School of Mechanical and Aerospace Engineering in 2008[1].

However, a single insect is insufficient for operations such as search-and-rescue missions, where earthquake survivors are spread out and there is an optimal 72-hour window for locating them.

In 2021[2] and 2024[3], Prof Sato and his partners from Singapore's Home Team Science & Technology Agency (HTX) and Klass Engineering and Solutions demonstrated how cyborg insects may be used for search and rescue operations in future.

This latest paper on the new swarm system uses a leader-follower dynamic, where one cyborg insect acts as a group leader guiding 19 others.




Co-corresponding authors of the paper, Professor Masaki Ogura[4] from Hiroshima University and Professor Wakamiya Naoki from Osaka University, developed the swarm control algorithm and computer programmes, while NTU Professor Hirotaka Sato and his team prepared the cyborg insect swarm, implemented the algorithm on the insects' electronic backpacks, and conducted the physical experiments in Singapore.

The scientists noted several benefits to their new swarm algorithm during lab experiments. Allowing the cyborg insects to move more freely reduced the risk of the cyborgs getting stuck in obstacles, and nearby cyborgs could also help free those stuck or flipped over.

How the cyborg insect swarm works

Earlier research demonstrated control of a single cyborg or a group that was controlled by algorithms that provided detailed and complex instructions for individual insects, an approach that would not coordinate movement for a big group.

With the new method, the leader insect is first appointed by the algorithm, then notified of the intended destination, and its control backpack will coordinate with the backpack of others in the group to guide the swarm.

This "tour leader" approach allows the swarm to adapt dynamically, as the insects can assist each other to overcome obstacles, adjusting their movements if one member becomes trapped.




The insects used are Madagascar hissing cockroaches equipped with a lightweight circuit board, sensors and a rechargeable battery on their backs -- which forms an autonomous navigation system that helps them navigate their surroundings and nudges them towards a target.

These cyborgs consume significantly less energy than traditional robots, which rely on power-intensive motors for movement. The insect's legs provide the locomotion needed to move the backpack, as the backpack nudges the insect by applying tiny electrical stimulations, guiding it towards a particular direction.

When combined with the swarm control algorithm, the insects' instincts enable them to navigate complex terrains and respond rapidly to environmental changes.

In experiments, the new algorithm reduced the need to nudge the insects by about 50 per cent compared to earlier approaches, thus allowing the insects to have more independent navigation over obstacles and resolving issues such as insects becoming stuck or trapped.

NTU Prof Hirotaka Sato said the technology is envisioned to be helpful in search and rescue missions, infrastructure inspection, and environmental monitoring, where narrow spaces and unpredictable conditions render conventional robots ineffective.

"To conduct search and inspection operations, large areas must be surveyed efficiently, often across challenging and obstacle-laden terrain. The concept involves deploying multiple swarms of cyborg insects to navigate and inspect these obstructed regions. Once the sensors on the backpack of a cyborg insect detect a target, such as humans in search-and-rescue missions or structural defects in infrastructure, they can wirelessly alert the control system." explains Prof Sato.

Prof Sato is renowned for his pioneering work in cyborg insects. He had previously received global recognition when his research was named one of TIME magazine's 50 Best Inventions of 2009 and one of the 10 Emerging Technologies of 2009 (TR10) by MIT Technology Review.

Co-corresponding author of the paper, Professor Masaki Ogura, Graduate School of Advanced Science and Engineering at Hiroshima University, said: "Our swarm control algorithm represents a significant breakthrough in coordinating groups of cyborg insects for complex search-and-rescue missions. This innovation has the potential to greatly enhance disaster response efficiency while also opening new avenues for research in swarm control. It underscores the importance of developing control methods that perform effectively in real-world scenarios, going beyond theoretical models and simulations."

Co-corresponding author, Professor Wakamiya Naoki, Graduate School of Information Science and Technology, Osaka University, explained: "Unlike robots, insects do not behave as we intend them to. However, instead of forcibly trying to control them precisely, we found that taking a more relaxed and rough approach not only worked better but also led to the natural emergence of complex behaviours, such as cooperative actions, which are challenging to design as algorithms. This was a remarkable discovery. While their actions may appear haphazard at first glance, there seems to be a great deal we can still learn from the sophisticated and intricate behaviours of living organisms."

Their latest advance underscores the practical potential of biohybrid systems in addressing real-world challenges and the importance of global interdisciplinary research collaborations.

Looking ahead, the joint team aims to develop algorithms that enable coordinated swarm actions beyond simple movements, such as collaboratively transporting large objects.

They also plan to conduct experiments in outdoor environments, including rubble piles commonly found in disaster zones, to validate the algorithm's effectiveness in more complex and real-world scenarios.

[1] Hirotaka Sato et al., "A cyborg beetle: Insect flight control through an implantable, tetherless microsystem," 2008 IEEE 21st International Conference on Micro Electro Mechanical Systems, Tucson, AZ, USA, 2008, pp. 164-167, doi: 10.1109/MEMSYS.2008.4443618.

[2] Chong, C. (2021, December 6). S'pore team turning cockroaches into life-saving cyborg bugs at disaster sites. The Straits Times.

[3] Sun, D. (2024, April 5). Singapore's cyborg cockroaches on display at homeland security event at MBS. The Straits Times.

[4] Masaki Ogura, Professor in the Graduate School of Advanced Science and Engineering, Hiroshima University
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Citizen science reveals that Jupiter's colorful clouds are not made of ammonia ice | ScienceDaily
Collaborative work by amateur and professional astronomers has helped to resolve a long-standing misunderstanding about the composition of Jupiter's clouds. Instead of being formed of ammonia ice -- the conventional view -- it now appears they are likely to be composed of ammonium hydrosulphide mixed with smog.


						
The findings have been published in the Journal of Geophysical Research -- Planets.

The new discovery was triggered by amateur astronomer, Dr Steven Hill, based in Colorado. Recently, he demonstrated that the abundance of ammonia and cloud-top pressure in Jupiter's atmosphere could be mapped using commercially-available telescopes and a few specially coloured filters. Remarkably, these initial results not only showed that the abundance of ammonia in Jupiter's atmosphere could be mapped by amateur astronomers, they also showed that the clouds reside too deeply within Jupiter's warm atmosphere to be consistent with the clouds being ammonia ice.

In this new study, Professor Patrick Irwin from the University of Oxford's Department of Physics applied Dr Steven Hill's analytical method to observations of Jupiter made with the Multi Unit Spectroscopic Explorer (MUSE) instrument at the European Southern Observatory's Very Large Telescope (VLT) in Chile. MUSE uses the power of spectroscopy, where Jupiter's gases create telltale fingerprints in visible light at different wavelengths, to map the ammonia and cloud heights in the gas giant's atmosphere.

By simulating how the light interacts with the gases and clouds in a computer model, Professor Irwin and his team found that the primary clouds of Jupiter -- the ones we can see when looking through backyard telescopes -- had to be much deeper than previously thought, in a region of higher pressure and higher temperature. Too warm, in fact, for the condensation of ammonia. Instead, those clouds have to be made of something different: ammonium hydrosulphide.

Previous analyses of MUSE observations had hinted at a similar result. However, since these analyses were made with sophisticated, extremely complex methods that can only be conducted by a few groups around the world, this result was difficult to corroborate. In this new work, Irwin's team found that Dr Hill's method of simply comparing the brightnesses in adjacent, narrow coloured filters gave the identical results. And since this new method is much faster and very simple, it is far easier to verify. Hence, the team conclude that the clouds of Jupiter really are at deeper pressures than the expected ammonia clouds at 700 mb and so cannot be composed of pure ammonia ice.

Professor Irwin said: "I am astonished that such a simple method is able to probe so deep in the atmosphere and demonstrate so clearly that the main clouds cannot be pure ammonia ice! These results show that an innovative amateur using a modern camera and special filters can open a new window on Jupiter's atmosphere and contribute to understanding the nature of Jupiter's long-mysterious clouds and how the atmosphere circulates."

Dr Steven Hill, who has a PhD in Astrophysics from the University of Colorado and works in space weather forecasting, said, "I always like to push my observations to see what physical measurements I can make with modest, commercial equipment. The hope is that I can find new ways for amateurs to make useful contributions to professional work. But I certainly did not expect an outcome as productive as this project has been!"




The ammonia maps resulting from this simple analytical technique can be determined at a fraction of the computational cost of more sophisticated methods. This means they could be used by citizen scientists to track ammonia and cloud-top pressure variations across features in Jupiter's atmosphere including Jupiter's bands, small storms, and large vortices like the Great Red Spot.

John Rogers (British Astronomical Association), one of the study's co-authors adds: "A special advantage of this technique is that it could be used frequently by amateurs to link visible weather changes on Jupiter to ammonia variations, which could be important ingredients in the weather."

So why doesn't ammonia condense to form a thick cloud? Photochemistry (chemical reactions induced by sunlight) is very active in Jupiter's atmosphere and Professor Irwin and his colleagues suggest that in regions where moist, ammonia-rich air is raised upwards, the ammonia is destroyed and/or mixed with photochemical products faster than ammonia ice can form. Thus, the main cloud deck may actually be composed of ammonium hydrosulphide mixed with photochemical, smoggy products, which produce the red and brown colours seen in Jupiter images.

In small regions, where convection is especially strong, the updrafts may be fast enough to form fresh ammonia ice, and such regions have occasionally been seen by spacecraft such as NASA's Galileo, and more recently by NASA's Juno, where a few small high white clouds have been seen, casting their shadows down on the main cloud deck below.

Professor Irwin and his team also applied the method to VLT/MUSE observations of Saturn and have found similar agreement in the derived ammonia maps with other studies, including one determined from James Webb Space Telescope observations. Similarly, they have found the main level of reflection to be well below the expected ammonia condensation level, suggesting that similar photochemical processes are occurring in Saturn's atmosphere.
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The carbon in our bodies probably left the galaxy and came back on cosmic 'conveyer belt' | ScienceDaily
Life on Earth could not exist without carbon. But carbon itself could not exist without stars. Nearly all elements except hydrogen and helium -- including carbon, oxygen and iron -- only exist because they were forged in stellar furnaces and later flung into the cosmos when their stars died. In an ultimate act of galactic recycling, planets like ours are formed by incorporating these star-built atoms into their makeup, be it the iron in Earth's core, the oxygen in its atmosphere or the carbon in the bodies of Earthlings.


						
A team of scientists based in the U.S. and Canada recently confirmed that carbon and other star-formed atoms don't just drift idly through space until they are dragooned for new uses. For galaxies like ours, which are still actively forming new stars, these atoms take a circuitous journey. They circle their galaxy of origin on giant currents that extend into intergalactic space. These currents -- known as the circumgalactic medium -- resemble giant conveyer belts that push material out and draw it back into the galactic interior, where gravity and other forces can assemble these raw materials into planets, moons, asteroids, comets and even new stars.

"Think of the circumgalactic medium as a giant train station: It is constantly pushing material out and pulling it back in," said team member Samantha Garza, a University of Washington doctoral candidate. "The heavy elements that stars make get pushed out of their host galaxy and into the circumgalactic medium through their explosive supernovae deaths, where they can eventually get pulled back in and continue the cycle of star and planet formation."

Garza is lead author on a paper describing these findings that was published Dec. 27 in the Astrophysical Journal Letters.

"The implications for galaxy evolution, and for the nature of the reservoir of carbon available to galaxies for forming new stars, are exciting," said co-author Jessica Werk, UW professor and chair of the Department of Astronomy. "The same carbon in our bodies most likely spent a significant amount of time outside of the galaxy!"

In 2011, a team of scientists for the first time confirmed the long-held theory that star-forming galaxies like ours are surrounded by a circumgalactic medium -- and that this large, circulating cloud of material includes hot gases enriched in oxygen. Garza, Werk and their colleagues have discovered that the circumgalactic medium of star-forming galaxies also circulates lower-temperature material like carbon.

"We can now confirm that the circumgalactic medium acts like a giant reservoir for both carbon and oxygen," said Garza. "And, at least in star-forming galaxies, we suggest that this material then falls back onto the galaxy to continue the recycling process."

Studying the circumgalactic medium could help scientists understand how this recycling process subsides, which will happen eventually for all galaxies -- even ours. One theory is that a slowing or breakdown of the circumgalactic medium's contribution to the recycling process may explain why a galaxy's stellar populations decline over long periods of time.




"If you can keep the cycle going -- pushing material out and pulling it back in -- then theoretically you have enough fuel to keep star formation going," said Garza.

For this study, the researchers used the Cosmic Origins Spectrograph on the Hubble Space Telescope. The spectrograph measured how light from nine distant quasars -- ultra-bright sources of light in the cosmos -- is affected by the circumgalactic medium of 11 star-forming galaxies. The Hubble readings indicated that some of the light from the quasars was being absorbed by a specific component in the circumgalactic medium: carbon, and lots of it. In some cases, they detected carbon extending out almost 400,000 light years -- or four times the diameter of our own galaxy -- into intergalactic space.

Future research is needed to quantify the full extent of the other elements that make up the circumgalactic medium and to further compare how their compositions differ between galaxies that are still making large amounts of stars and galaxies that have largely ceased star formation. Those answers could illuminate not just when galaxies like ours transition into stellar deserts, but why.

Co-authors on the paper are Trystyn Berg, research fellow at the Herzberg Astronomy and Astrophysics Research Centre in British Columbia; Yakov Faerman, a UW postdoctoral researcher in astronomy; Benjamin Oppenheimer, a research fellow at the University of Colorado Boulder; Rongmon Bordoloi, assistant professor of physics at North Carolina State University; and Sara Ellison, professor of physics and astronomy at the University of Victoria. The research was funded by NASA and the National Science Foundation.
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New nanocrystal material a key step toward faster, more energy-efficient computing | ScienceDaily
Scientists including an Oregon State University chemistry researcher have taken a key step toward next-generation optical computing and memory with the discovery of luminescent nanocrystals that can be quickly toggled from light to dark and back again.


						
"The extraordinary switching and memory capabilities of these nanocrystals may one day become integral to optical computing -- a way to rapidly process and store information using light particles, which travel faster than anything in the universe," said Artiom Skripka, assistant professor in the OSU College of Science. "Our findings have the potential to advance artificial intelligence and information technologies generally."

Published in Nature Photonics, the study by Skripka and collaborators at Lawrence Berkeley National Laboratory, Columbia University and the Autonomous University of Madrid involves a type of material known as avalanching nanoparticles.

Nanomaterials are tiny bits of matter measuring between one-billionth and one-hundred-billionths of a meter, and avalanching nanoparticles feature extreme non-linearity in their light-emission properties -- they emit light whose intensity can increase massively with a small increase in the intensity of the laser that's exciting them.

The researchers studied nanocrystals composed of potassium, chlorine and lead and doped with neodymium. By themselves, the potassium lead chloride nanocrystals do not interact with light; however, as hosts, they enable their neodymium guest ions to handle light signals more efficiently, making them useful for optoelectronics, laser technology and other optical applications.

"Normally, luminescent materials give off light when they are excited by a laser and remain dark when they are not," Skripka said. "In contrast, we were surprised to find that our nanocrystals live parallel lives. Under certain conditions, they show a peculiar behavior: They can be either bright or dark under exactly the same laser excitation wavelength and power."

That behavior is referred to as intrinsic optical bistability.




"If the crystals are dark to start with, we need a higher laser power to switch them on and observe emission, but once they emit, they remain emitting and we can observe their emission at lower laser powers than we needed to switch them on initially," Skripka said. "It's like riding a bike -- to get it going, you have to push the pedals hard, but once it is in motion, you need less effort to keep it going. And their luminescence can be turned on and off really abruptly, as if by pushing a button."

The low-power switching capabilities of the nanocrystals align with the global effort to reduce the amount of energy consumed by the growing presence of artificial intelligence, data centers and electronic devices. And not only do AI applications require substantial computational power, they are often constrained by limitations associated with existing hardware, a situation this new research could also address.

"Integrating photonic materials with intrinsic optical bistability could mean faster and more efficient data processors, enhancing machine learning algorithms and data analysis," Skripka said. "It could also mean more-efficient light-based devices of the type used in fields like telecommunications, medical imaging, environmental sensing, and interconnects for optical and quantum computers."

Additionally, he said, the study complements existing efforts to develop powerful, general-purpose optical computers, which are based on the behavior of light and matter at the nanoscale, and underscores the importance of fundamental research in driving innovation and economic growth.

"Our findings are an exciting development, but more research is necessary to address challenges such as scalability and integration with existing technologies before our discovery finds a home in practical applications," Skripka said.

The U.S. Department of Energy, the National Science Foundation and the Defense Advanced Research Projects Agency supported the research, which was led by Bruce Cohen and Emory Chan of Lawrence Berkeley, P. James Schuck of Columbia University and Daniel Jaque of the Autonomous University of Madrid.
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Breakthrough for 'smart cell' design | ScienceDaily
Rice University bioengineers have developed a new construction kit for building custom sense-and-respond circuits in human cells. The research, published in the journal Science, represents a major breakthrough in the field of synthetic biology that could revolutionize therapies for complex conditions like autoimmune disease and cancer.


						
"Imagine tiny processors inside cells made of proteins that can 'decide' how to respond to specific signals like inflammation, tumor growth markers or blood sugar levels," said Xiaoyu Yang, a graduate student in the Systems, Synthetic and Physical Biology Ph.D. program at Rice who is the lead author on the study. "This work brings us a whole lot closer to being able to build 'smart cells' that can detect signs of disease and immediately release customizable treatments in response."

The new approach to artificial cellular circuit design relies on phosphorylation -- a natural process cells use to respond to their environment that features the addition of a phosphate group to a protein. Phosphorylation is involved in a wide range of cellular functions, including the conversion of extracellular signals into intracellular responses -- e.g., moving, secreting a substance, reacting to a pathogen or expressing a gene.

In multicellular organisms, phosphorylation-based signaling often involves a multistage, cascading effect like falling dominoes. Previous attempts at harnessing this mechanism for therapeutic purposes in human cells have focused on re-engineering native, existing signaling pathways. However, the complexity of the pathways makes them difficult to work with, so applications have remained fairly limited.

Thanks to Rice researchers' new findings, however, phosphorylation-based innovations in "smart cell" engineering could see a significant uptick in the coming years. What enabled this breakthrough was a shift in perspective:

Phosphorylation is a sequential process that unfolds as a series of interconnected cycles leading from cellular input (i.e. something the cell encounters or senses in its environment) to output (what the cell does in response). What the research team realized -- and set out to prove -- was that each cycle in a cascade can be treated as an elementary unit, and these units can be linked together in new ways to construct entirely novel pathways that link cellular inputs and outputs.

"This opens up the signaling circuit design space dramatically," said Caleb Bashor, an assistant professor of bioengineering and biosciences and corresponding author on the study. "It turns out, phosphorylation cycles are not just interconnected but interconnectable -- this is something that we were not sure could be done with this level of sophistication before.




"Our design strategy enabled us to engineer synthetic phosphorylation circuits that are not only highly tunable but that can also function in parallel with cells' own processes without impacting their viability or growth rate."

While this may sound straightforward, figuring out the rules for how to build, connect and tune the units -- including the design of intra- and extracellular outputs -- was anything but. Moreover, the fact that synthetic circuits could be built and implemented in living cells was not a given.

"We didn't necessarily expect that our synthetic signaling circuits, which are composed entirely of engineered protein parts, would perform with a similar speed and efficiency as natural signaling pathways found in human cells," Yang said. "Needless to say, we were pleasantly surprised to find that to be the case. It took a lot of effort and collaboration to pull it off."

The do-it-yourself, modular approach to cellular circuit design proved capable of reproducing an important systems-level ability of native phosphorylation cascades, namely amplifying weak input signals into macroscopic outputs. Experimental observations of this effect verified the team's quantitative modelling predictions, reinforcing the new framework's value as a foundational tool for synthetic biology.

Another distinct advantage of the new approach to sense-and-respond cellular circuit design is that phosphorylation occurs rapidly in only seconds or minutes, so the new synthetic phospho-signaling circuits could potentially be programmed to respond to physiological events that occur on a similar timescale. In contrast, many previous synthetic circuit designs were based on different molecular processes such as transcription, which can take many hours to activate.

The researchers also tested the circuits for sensitivity and ability to respond to external signals like inflammatory factors. To prove its translational potential, the team used the framework to engineer a cellular circuit that can detect these factors and could be used to control autoimmune flare-ups and reduce immunotherapy-associated toxicity.

"Our research proves that it is possible to build programmable circuits in human cells that respond to signals quickly and accurately, and it is the first report of a construction kit for engineering synthetic phosphorylation circuits," said Bashor, who also serves as deputy director for the Rice Synthetic Biology Institute, which was launched earlier this year in order to capitalize on Rice's deep expertise in the field and catalyze collaborative research.

Caroline Ajo-Franklin, who serves as institute director, said the study's findings are an example of the transformative work Rice researchers are doing in synthetic biology.

"If in the last 20 years synthetic biologists have learned how to manipulate the way bacteria gradually respond to environmental cues, the Bashor lab's work vaults us forward to a new frontier -- controlling mammalian cells' immediate response to change," said Ajo-Franklin, a professor of biosciences, bioengineering, chemical and biomolecular engineering and a Cancer Prevention and Research Institute of Texas Scholar.
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Oldest-known evolutionary 'arms race' | ScienceDaily
A new study led by researchers at the American Museum of Natural History presents the oldest known example in the fossil record of an evolutionary arms race. These 517-million-year-old predator-prey interactions occurred in the ocean covering what is now South Australia between a small, shelled animal distantly related to brachiopods and an unknown marine animal capable of piercing its shell. Described today in the journal Current Biology, the study provides the first demonstrable record of an evolutionary arms race in the Cambrian.


						
"Predator-prey interactions are often touted as a major driver of the Cambrian explosion, especially with regard to the rapid increase in diversity and abundance of biomineralizing organisms at this time. Yet, there has been a paucity of empirical evidence showing that prey directly responded to predation, and vice versa," said Russell Bicknell, a postdoctoral researcher in the Museum's Division of Paleontology and lead author of the study.

An evolutionary arms race is a process where predators and prey continuously adapt and evolve in response to each other. This dynamic is often described as an arms race because one species' improved abilities lead to the other species improving its abilities in response.

Bicknell and colleagues from the University of New England and Macquarie University -- both in Australia -- studied a large sample of fossilized shells of an early Cambrian tommotiid species, Lapworthella fasciculata, from South Australia. More than 200 of these extremely small specimens, ranging in size from slightly larger than a grain of sand to just smaller than an apple seed, have holes that were likely made by a hole-punching predator -- most likely a kind of soft-bodied mollusk or worm. The researchers analyzed these specimens in relation to their geologic ages, finding an increase in shell wall thickness that coincides with an increase in the number of perforated shells in a short amount of time. This suggests that a microevolutionary arms race was in place, with L. fasciculata finding a way to fortify its shell against predation and the predator, in turn, investing in the ability to puncture its prey despite its ever-bulkier armor.

"This critically important evolutionary record demonstrates, for the first time, that predation played a pivotal role in the proliferation of early animal ecosystems and shows the rapid speed at which such phenotypic modifications arose during the Cambrian Explosion event," Bicknell says.

This research was funded in part by the University of New England, the American Museum of Natural History, and the Australian Research Council (grant #s DP200102005 and DE190101423).
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How does a hula hoop master gravity? Mathematicians prove that shape matters | ScienceDaily
Hula hooping is so commonplace that we may overlook some interesting questions it raises: "What keeps a hula hoop up against gravity?" and "Are some body types better for hula hooping than others?" A team of mathematicians explored and answered these questions with findings that also point to new ways to better harness energy and improve robotic positioners.


						
The results are the first to explain the physics and mathematics of hula hooping.

"We were specifically interested in what kinds of body motions and shapes could successfully hold the hoop up and what physical requirements and restrictions are involved," explains Leif Ristroph, an associate professor at New York University's Courant Institute of Mathematical Sciences and the senior author of the paper, which appears in the Proceedings of the National Academy of Sciences.

To answer these questions, the researchers replicated, in miniature, hula hooping in NYU's Applied Mathematics Laboratory. They tested different shapes and motions in a series of experiments on robotic hula hoopers using 3D-printed bodies of different shapes (e.g., cylinders, cones, hourglass shapes) to represent human forms at one-tenth the size. These shapes were driven to gyrate by a motor, replicating the motions we take when hula hooping. Hoops approximately 6 inches in diameter were launched on these bodies, with high-speed video capturing the movements.

The results showed that the exact form of the gyration motion or the cross-section shape of the body (circle versus ellipse) wasn't a factor in hula hooping.

"In all cases, good twirling motions of the hoop around the body could be set up without any special effort," Ristroph explains.

However, keeping a hoop elevated against gravity for a significant period of time was more difficult, requiring a special "body type" -- one with a sloping surface as "hips" to provide the proper angle for pushing up the hoop and a curvy form as a "waist" to hold the hoop in place.




"People come in many different body types -- some who have these slope and curvature traits in their hips and waist and some who don't," notes Ristroph. "Our results might explain why some people are natural hoopers and others seem to have to work extra hard."

The paper's authors conducted mathematical modeling of these dynamics to derive formulas that explained the results -- calculations that could be used for other purposes.

"We were surprised that an activity as popular, fun, and healthy as hula hooping wasn't understood even at a basic physics level," says Ristroph. "As we made progress on the research, we realized that the math and physics involved are very subtle, and the knowledge gained could be useful in inspiring engineering innovations, harvesting energy from vibrations, and improving in robotic positioners and movers used in industrial processing and manufacturing."

The paper's other authors were Olivia Pomerenk, an NYU doctoral student, and Xintong Zhu, an NYU undergraduate at the time of the study.

The work was supported by a grant from the National Science Foundation (DMS-1847955).
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New method turns e-waste to gold | ScienceDaily
A Cornell University-led research team has developed a method for extracting gold from electronics waste, then using the recovered precious metal as a catalyst for converting carbon dioxide (CO2), a greenhouse gas, to organic materials.


						
The method could provide a sustainable use for some of the approximately 50 million tons of e-waste discarded each year, only 20% of which is recycled, according to Amin Zadehnazari, a postdoctoral researcher in the lab of Alireza Abbaspourrad, professor of food chemistry and ingredient technology.

Zadehnazari synthesized a pair of vinyl-linked covalent organic frameworks (VCOFs) to remove gold ions and nanoparticles from circuit boards in discarded electronic devices. One of his VCOFs was shown to selectively capture 99.9% of the gold and very little of other metals, including nickel and copper, from the devices.

"We can then use the gold-loaded COFs to convert CO2 into useful chemicals," Zadehnazari said. "By transforming CO2 into value-added materials, we not only reduce waste disposal demands, we also provide both environmental and practical benefits. It's kind of a win-win for the environment."

Abbaspourrad is corresponding author and Zadehnazari lead author of "Recycling E-waste Into Gold-loaded Covalent Organic Framework Catalysts for Terminal Alkyne Carboxylation," which published in Nature Communications.

Electronics waste is a literal gold mine: It's estimated that a ton of e-waste contains at least 10 times more gold than a ton of the ore from which gold is extracted. And with an anticipated 80 million metric tons of e-waste by 2030, it's increasingly important to find ways to recover that precious metal.

Traditional methods for recovering gold from e-waste involve harsh chemicals, including cyanide, which pose environmental risks. Zadehnazari's method is achieved without hazardous chemicals, using chemical adsorption -- the adhesion of particles to a surface.

The research made use of the Cornell Center for Materials Research and the Cornell NMR facilities, both of which are funded by the National Science Foundation.
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Bats surf storm fronts during continental migration | ScienceDaily
Birds are the undisputed champions of epic travel -- but they are not the only long-haul fliers. A handful of bats are known to travel thousands of kilometers in continental migrations across North America, Europe, and Africa. The behavior is rare and difficult to observe, which is why long-distance bat migration has remained an enigma. Now, scientists from the Max Planck Institute of Animal Behavior (MPI-AB) have studied 71 common noctule bats on their spring migration across the European continent, providing a leap in understanding this mysterious behavior. Ultra-lightweight, intelligent sensors attached to bats uncovered a strategy used by the tiny mammals for travel: they surf the warm fronts of storms to fly further with less energy. The study is published in Science.


						
"The sensor data are amazing!" says first author Edward Hurme, a postdoctoral researcher at MPI-AB and the Cluster of Excellence Collective Behaviour at the University of Konstanz. "We don't just see the path that bats took, we also see what they experienced in the environment as they migrated. It's this context that gives us insight into the crucial decisions that bats made during their costly and dangerous journeys."

Using novel sensor technology, the study examined a portion of the total migration of noctules, which scientists estimate to be around 1600-kilometers. "We are still far from observing the complete yearly cycle of long-distance bat migration," says Hurme. "The behavior is still a black box, but at least we have a tool that has shed some light."

The study's tracking device was developed by engineers at MPI-AB. Weighing only five percent of the bat's total body mass, the tiny tag includes multiple sensors that recorded activity levels of bats and temperature of the surrounding air. Normally, scientists would need to find tagged animals and be close enough to download such detailed data. But the study's tag compressed the data, totaling 1440 daily sensor measurements, into a 12-byte message that was transmitted via a novel long-range network. "The tags communicate with us from wherever the bats are because they have coverage across Europe much like a cell phone network," says senior author Timm Wild, who led the development of the ICARUS-TinyFoxBatt tag in his Animal-borne Sensor Networks group at MPI-AB.

The team deployed the tags on common noctules, a bat that is wide-spread in Europe and one of only four bat species known to migrate across the continent. Every spring for three years, the scientists attached tags on common noctules in Switzerland, focusing exclusively on females which are more migratory than males. Females spend summers in northern Europe and winters in a range of southerly locations where they hibernate until spring.

The tags collected data for up to four weeks as the female noctules migrated back northeast, revealing trajectories far more variable than previously thought. "There is no migration corridor," says senior author Dina Dechmann from MPI-AB. "We had assumed that bats were following a unified path, but we now see they are moving all over the landscape in a general northeast direction."

The scientists teased apart the data to distinguish hour-long feeding flights from the much longer migratory flights, finding that noctules can migrate almost 400 kilometers in a single night -- breaking the known record for the species. Bats alternated their migratory flights with frequent stops, likely because they needed to feed continuously. "Unlike migratory birds, bats don't gain weight in preparation for migration," says Dechmann. "They need to refuel every night, so their migration has a hopping pattern rather than a straight shot."

The authors then detected a striking pattern. "On certain nights, we saw an explosion of departures that looked like bat fireworks," says Hurme. "We needed to figure out what all these bats were responding to on those particular nights."




They found that these migration waves could be explained by changes in weather. Bats left on nights when air pressure dropped and temperature spiked; in other words, the bats left before incoming storms. "They were riding storm fronts, using the support of warm tailwinds," says Hurme. The tag's sensors that measured activity levels further showed that bats used less energy flying on these nights of warm wind, confirming that the tiny mammals were harvesting invisible energy from the environment to power their continental flights. "It was known that birds use wind support during migration, and now we see that bats do too," he adds.

The implications of these findings go beyond biological insight into this understudied behavior. Migratory bats are threatened by human activity, in particular wind turbines which are the cause of frequent collisions. Knowing where bats will be migrating, and when, could help to prevent deaths.

"Before this study, we didn't know what triggered bats to start migrating," says Hurme. "More studies like this will pave the way for a system to forecast bat migration. We can be stewards of bats, helping wind farms to turn off their turbines on nights when bats are streaming through. This is just a small glimpse of what we will find if we all keep working to open that black box."
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Genetics of alternating sexes in walnuts | ScienceDaily
The genetics behind the alternating sexes of walnut trees has been revealed by biologists at the University of California, Davis. The research, published Jan. 3 in Science, reveals a mechanism that has been stable in walnuts and their ancestors going back 40 million years -- and which has some parallels to sex determination in humans and other animals.


						
Flowering plants have many ways to avoid pollinating themselves. Some do this by structuring flowers to make self-pollination difficult; some species have separate "male" and "female" plants. Others separate their male and female flowers in time. Trees in the family which includes walnut, hickory and pecan take this one step further. A walnut tree produces flowers of one sex, then the other in the same season, but trees differ in which one comes first. Individual trees are consistently "male-first" or "female-first" in flowering, something noted by Charles Darwin in 1877. In the 1980s a UC Davis graduate student, Scott Gleeson, noted that this phenotype was controlled by a single genetic locus.

"Walnuts and pecans have a temporal dimorphism where they alternate male and female flowering through the season," said Jeff Groh, graduate student in population biology at UC Davis and first author on the paper. "It's been known since the 1800s but hasn't been understood at the molecular level before."

This occurs in both domesticated walnuts and wild relatives, like Northern California black walnut. In wild species, the ratio of male-first to female-first trees is almost 1:1.

Groh and his doctoral advisor, Professor Graham Coop of the Department of Evolution and Ecology, made use of data from UC Davis' walnut breeding program and also tracked flowering in native Northern California black walnut trees growing around the UC Davis campus. Assigning them to male-first or female-first groups, the researchers sequenced their genomes and identified sequences associated with the trait.

Same mechanism, different genes

In walnuts, they found two variants of a gene linked to female-first or male-first flowering. This DNA polymorphism appears in at least nine species of walnut and has been stable for almost 40 million years.




"It's pretty atypical to maintain variation over such a long time," Groh said. In this case, the two flowering types balance each other. If one flowering type becomes more common in the population than the other, the less common type gains a mating advantage, so it becomes more common. This pushes the system to a 50:50 equilibrium and maintains genetic variation.

Pecans, Groh found, also have a balanced genetic polymorphism determining flowering order, but in a different part of the genome to walnut. The pecan polymorphism appears to be older than in walnut, at over 50 million years.

How did walnuts and pecans, which are related, arrive at the same flowering mechanism through quite different genes?

It could be that the ancestors of walnuts and pecans converged on similar solutions as they evolved. But it's also possible that this time-separated flowering system appeared even longer ago in this family, about 70 million years ago, but over time the exact genetic mechanisms to achieve it have changed.

Intriguingly, this is similar to the way animal sex chromosomes work, with two structural variants (X and Y chromosomes in humans and other mammals) kept roughly in balance.

"There's a clear parallel to a common mode of sex determination," Groh said.

Additional authors on the paper are: Diane Vik, Matthew Davis, J. Grey Monroe, Kristian Stevens, Patrick Brown and Charles Langley, all at UC Davis. Funding was provided by grants from the U.S. Department of Agriculture, National Institutes of Health, National Science Foundation, the Davis Botanical Society and the American Society of Plant Taxonomists. This work made use of trees from the UC Davis Putah Creek Riparian Reserve; Gene Cripe of Turlock, Calif.; USDA Wolfskill Experimental Orchard; Sonoma Botanical Garden and the UC Botanical Garden at Berkeley.
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