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The U.S. health care system is rife with problems -- as many Americans have experienced firsthand. Access to quality care is patchy, and medical costs can leave people with lifelong debt for treatments that don't always work. Frustration and anger at the system's failures were a flash point in the presidential election and may have factored in the December murder of UnitedHealthcare's CEO.




True progress in transforming health care will require solutions across the political, scientific and medical sectors. But new forms of artificial intelligence have the potential to help. Innovators are racing to deploy AI technologies to make health care more effective, equitable and humane.








                        
                        
                        
                        
                        

                        




AI could spot cancer early, design lifesaving drugs, assist doctors in surgery and even peer into people's futures to predict and prevent disease. The potential to help people live longer, healthier lives is vast. But physicians and researchers must overcome a legion of challenges to harness AI's potential.




How do doctors ensure that AI is accurate, accessible to all patients, free from bias, respectful of patient privacy and not used for nefarious purposes? "Will it work everywhere? Will it work for everyone?" artificial intelligence expert Rama Chellappa asked at a workshop at the Johns Hopkins University Bloomberg Center last August.




We talked with dozens of scientists and physicians about where AI in medicine stands. Again and again, researchers told us that in most medical areas, AI is still in its infancy, or toddlerhood at best. But the field is growing fast. And though AI-enabled medical devices have been in use since the 1990s, the level of interest, investment and technologies has soared in the last few years.




Some clinics now use AI to analyze mammograms and other medical images, scrutinize heartbeats and diagnose eye diseases, but there are many more opportunities for improving care. AI is unlikely to replace doctors, though. Instead, in many cases, it would be a tool used alongside human hands, hearts and minds.




The stakes are high. If efforts fail, it means billions of dollars wasted and diverted from other interventions that could have saved lives. But some researchers, clinicians and engineers say that AI's potential for making lives better is so high, we have to try.




To grasp its magnitude, we've envisioned six scenarios where patients could encounter AI. Six fictional people at six points in life, six glimpses into the galaxy of ways artificial intelligence may improve health -- and a heap of hurdles researchers may face along the way.




Will AI's promise be fulfilled? Time will tell.




A digital twin could forecast future health
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When Miranda was born so was her digital twin, Mirabella. As Miranda grew, her twin did, too. Every aspect of the girl's life was digitized and analyzed in Mirabella's computer code.




Doctors read Miranda's genetic instruction book, or genome, from cover to cover. Cells taken from her umbilical cord were reprogrammed into stem cells and then into organoids and tissues that were doused with thousands of drugs and chemicals. Those data were fed into Mirabella so doctors could run computer simulations to see how Miranda might respond later in life to medications or accidental exposure to chemicals.




Sponsor Message



  






Periodic stool samples and skin swabs tracked which bacteria, viruses, fungi and other microbes lived in and on Miranda. Those data formed Mirabella's digital microbe collection and helped to forecast Miranda's gut development, skin conditions, food sensitivities and even her brain health.




As an adult, Miranda developed pancreatic cancer. Simulations run on Mirabella had predicted the possibility, and Miranda's doctors caught the tumor early. Doctors examined the tumor's genome and how the cancer cells responded to treatment. Mirabella got a digital replica tumor. Mirabella and the virtual tumor participated in simulated clinical trials testing prospective treatments. The results helped doctors choose therapies that banished Miranda's cancer.




Thanks to aging interventions suggested by virtual experiments, Miranda enjoyed a healthy old age. When Miranda died at 102, Mirabella lived on as a perpetual clinical trial participant helping to improve other people's health.




The ability to create such complete digital twins doesn't exist, at least not yet. Building such virtual humans will require merging and analyzing wildly different types of data to craft a truly personalized representation of the patient. But researchers are working on it. Today's digital twins aren't full-body representations. Some represent a single organ, such as the heart. Those twins may help design customized medical devices, plan complex heart surgeries or understand how sex hormones may affect heart rhythms. Other still experimental twins model the immune or nervous system.




And it may never be possible to exactly replicate a person, says Roozbeh Jafari, an electrical engineer and computer scientist at MIT Lincoln Laboratory in Lexington, Mass. But digital twins could help doctors better personalize health care. Doctors "have a lot of data, but the knowledge that they apply when they take readings from you is based on the studies that have been conducted on groups, on communities. Best-case scenario, those groups would be representative of you," he says. But often data from study groups isn't representative of a patient, and even when it is, aggregated data still aren't truly personalized.




Digital twins would be more than personal data repositories, says Tina Hernandez-Boussard, a medical informatician at Stanford University. They should forecast health in the same way multifaceted simulations can predict the path of a hurricane. And they'd go beyond precision medicine based on genetic data toward precision care. That type of care considers social and environmental factors that may also influence health, factors such as living in a food desert.




That holistic view is important, says Joseph Wu, a cardiologist at Stanford. "The human mind is the major player in our human health," he says. Our mind-set determines what foods we'll eat and how much, who we socialize with and the quality of those relationships, our exercise patterns, jobs, stress levels, whether we'll get vaccinations and take our prescribed medications and so much more. DNA and stem cell data can't predict what type of society a person will be born into or which infectious diseases they might be exposed to. A true digital twin would incorporate those factors and change as a person's circumstances change, Wu says.




Such data are hard to come by for vulnerable populations, including the uninsured and people from marginalized or underserved communities. Some people may not feel comfortable sharing their data. "This notion of a virtual you, a digital you, can be scary," Hernandez-Boussard says. Others lack comprehensive data because they can't take time off work, get a ride to appointments or afford additional testing not covered by insurance.




Transparency about what data AI are using and why is also important, Hernandez-Boussard says. For instance, being Hispanic or Black is a predictor for bad outcomes of pregnancy. But race alone is the wrong data point to explain the connection. "There's not a genetic or an ancestral component to why it's linked," she says. "When we start breaking that down, we see, well, wait, it's related to nutrition. It's related to chronic hypertension. It's related to prenatal care." Explaining to clinicians and patients what information goes into these models and how they're built, she says, is important for building trust. -- Tina Hesman Saey




An AI chemist could discover new types of antibiotics 




[image: An illustration of a digital cursor selecting a type of antibiotic from a wall menu]Antoine Dore





After a wrestling tournament, a high schooler named Esteban noticed that one of the scrapes on his shoulder wasn't healing. The skin was hot, red and hard. A doctor diagnosed him with a bacterial skin infection and prescribed antibiotics. The drugs didn't work.




The bacteria were the dreaded "superbug" methicillin-resistant Staphylococcus aureus, or MRSA, which don't respond to antibiotics commonly used against them. If the doctor couldn't find an effective drug, the bacteria might spread to the bloodstream, which could be deadly. Fortunately, an AI identified a new antibiotic that squashed the infection. Esteban soon healed, and he went back to the mats.




AI already scours databases of millions of chemical compounds for drugs that could treat a variety of illnesses, including superbug infections. Computer algorithms have been used since the 1990s to predict chemical structures and their functions, says Erin Duffy, chief of research and development for CARB-X, a global nonprofit that supports development of new antibiotics.




But tools for finding new antivirals, antifungal drugs and bacteria-killing antibiotics are sorely needed. The ranks of bacteria resistant to antibiotics are growing, and they killed more than a million people worldwide in 2019. Still, most people give the drugs little thought. "Antibiotics are considered almost like water," Duffy says. "Nobody thinks about it until you don't have them."




Many pharmaceutical companies have dropped out of the business of developing antibiotics, citing the expense of drug development and lack of profitability. But AI may streamline discovery, development and design enough to get big drug companies back in the game, Duffy says.




In the last decade or so, deep learning, which is based on artificial neural networks, has been the AI approach of choice for many drug hunters, says Jim Collins, a bioengineer at MIT. He and colleagues recently tested large collections of chemical compounds to find ones that could kill specific types of bacteria and trained a graph neural network on that data. These tools, used for processing data that can be described in graphs, are good at recognizing connections in images and in chemical compounds. The researchers then asked the AI to comb through millions of chemicals it had never seen before and flag which ones might be good antibiotics.




AI models trained to find antibiotics against different bacteria discovered two new classes of antibiotics. Halicin -- named for the rogue AI in the movie 2001: A Space Odyssey -- can kill a wide range of bacteria, Collins and colleagues reported in Cell in 2020. And abaucin can kill Acinetobacter baumannii, a pathogen that has developed resistance to many drugs, the researchers reported in Nature Chemical Biology in 2023.




One problem is no one really knows exactly how any given AI model decides whether a molecule would make a good antibiotic. Researchers may be hesitant to trust something they can't probe and understand. "AI today ... is a black box," says Rama Chellappa, a computer and biological engineer and interim codirector of the Data Science and AI Institute at Johns Hopkins University. "You wonder, how is it doing it? If it makes a mistake, you want to be able to explain."




Collins, who cofounded the nonprofit Phare Bio based in Boston, wants to understand the patterns AI sees. Demystifying the process may allow researchers to find and refine new classes of antibiotics. And it might reassure scientists wary of black box predictions. "Many of my colleagues are dissatisfied with simply a number without a mechanistic explanation or without a justification for that number," Collins says.




To get AI to show its work, he and colleagues made a new graph algorithm. The AI was fed data about a library of chemicals that can kill bacteria and that the AI predicted won't harm human cells. It assigned values to the arrangement of atoms and bonds inside each chemical, mapping their structures. Once it had learned what an antibiotic should look like, the researchers had the AI sift through more than 12 million compounds it had never seen before.




It found some potential antibiotics that contained ring structures already known to kill bacteria. It also discovered others with chemical structures that scientists previously didn't know had antibacterial activity, Collins and colleagues reported in Nature in 2024. Those include two compounds that killed S. aureus and Bacillus subtilis almost as well as the powerful antibiotic vancomycin does. In other experiments, this new class of antibiotics also killed MRSA and some other antibiotic-resistant bacteria.




AI holds promise for finding new antibiotics and predicting whether the drugs will poison people along with bacteria, but the toxicity predictor comes with ethical concerns, Collins says. "These tools potentially make it easier to identify compounds with new mechanisms of action that are toxic for which we don't have antidotes."




But he doesn't think that should limit the use of AI tools. "It's really important to have them open and widely available so that they can be used by groups around the world for good." At the same time, scientists should develop countermeasures to things that could be dreamed up by nefarious AI, as well as to natural toxins. Collins is already working on an AI for marine toxin antidotes. -- Tina Hesman Saey




Chatbots could make mental health care more accessible
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Emma is 21 years old and has a history of eating disorders. Her doctor has referred her for inpatient treatment for anorexia, but the estimated wait time is a month. To help bridge the gap, Emma downloads a mental health AI chatbot. But instead of helping change her troubling thoughts and behaviors about food, the chatbot gives her diet tips.




The woman in this story is fictitious, but the scenario comes straight from reality. In 2023, the National Eating Disorders Association shut down its chatbot, Tessa, after it gave inappropriate diet advice to a user.




That's one concern about using chatbots for mental health issues, says Gemma Sharp, an eating disorders researcher and clinical psychologist at the University of Queensland in Brisbane, Australia. "A chatbot is only as good as the data it's trained on," she says. If a bot never learned how to respond to certain questions, it could spit out answers that are wrong -- or even dangerous.




Sharp and others in the field can tick off a litany of other potential concerns with AI chatbots, including how to safeguard people's privacy, whether a chatbot can recognize an imminent crisis and provide appropriate help, and the possibility of unnatural responses to people's queries.




But these less-than-perfect helpers do have some built-in benefits. They're widely accessible, available 24/7 and may help people feel comfortable discussing sensitive information.




Users today can pick from a long list of mental health chatbot apps, with names including Woebot, Mello and Earkick. Cute avatars often bely sophisticated computation. AI chatbots use natural language processing, a type of artificial intelligence that lets computers communicate using human language. Many use large language models like ChatGPT, which scientists trained on vast stores of data, including text from web pages, articles and books on the internet.




Alternatively, researchers like Sharp can train the AI on actual conversations between therapists and patients, so it can respond in a way that feels more natural than a scripted response. Sharp's latest bot is geared toward supporting people wait-listed for eating disorder treatment. She wrapped up a clinical trial in December and plans to make the bot available early this year.




Chatbots are also being adopted in other areas of mental health. Luke MacNeill, a digital health researcher at the University of New Brunswick in Canada, tested the mental health chatbot Wysa on people with arthritis and diabetes. In a trial with 68 people, those who used Wysa for four weeks felt less anxiety and depression than before they started using the app, MacNeill and colleagues reported in JMIR Formative Research in 2024. Those who didn't use Wysa saw no change.




People liked the bot's convenience, MacNeill says, and "the fact that they could basically say anything to the chatbot and not have to worry about being judged." But Wysa's answers could get repetitive, and users sometimes felt as if the chatbot didn't understand what they were saying.




Those findings echo what computer scientist Sabirat Rubya discovered when analyzing over 6,000 user reviews of 10 mental health chatbot apps. But overall, users liked the bots' humanlike way of interacting, Rubya's team at Marquette University in Milwaukee reported in 2023.




These apps are still "far -- way far -- from perfect," Rubya says. The responses can feel very one-size-fits-all. For instance, most chatbots tend to overlook whether people have a physical disability, which can be frustrating for users unable to do certain exercises the bots recommend. And bots tend to speak to people in the same way, regardless of age, gender or cultural differences.




Asking users to fill out a questionnaire before chatting could help bots understand who they're talking to, Rubya says. In the future, more chatbots will likely rely on ChatGPT, which could make conversations even more humanlike. But dialog currently generated with these chatbots is prone to bias and can contain errors.




MacNeill says he wouldn't trust a chatbot with mental health emergencies. Something could go wrong. Instead, "you should probably go seek out a real mental health professional," he says.




Sharp's team trained its wait-list chatbot to send alerts to appropriate services if it detects a user having a mental health emergency. But even here, human help can offer what bots cannot. If a patient in her office is having a crisis, Sharp can drive them to the hospital. A chatbot "is never going to be able to do that," she says.




Blending human and AI services may be best. Patients could receive personal support from clinicians when needed -- or when clinicians are available -- and electronic support from AI bots for the times in between. "I'm glad that we have this technology," Sharp says. But "there's something quite special about human-to-human contact that I think would be very hard to replace." -- Meghan Rosen




AI robots could perform surgery all on their own
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The year is 2049. A small crew of astronauts is en route to Mars, the first time humans have embarked on a mission to the Red Planet. Deep in the shuttle's bowels, Ava, a 40-year-old engineer, has noticed a flash of pain in her lower belly. It comes and goes at first, but then worsens when she walks. Appendicitis. Without an operation, Ava could die. But there's no human surgeon on board. Instead, her life depends on artificial intelligence.




An AI-enabled robot able to perform an appendectomy with no human oversight might sound like science fiction. Especially considering what's available today. The most widely used surgical robot, called da Vinci, relies on human operators. A fully autonomous bot that slices, sutures and makes decisions all on its own "definitely is a ways away," says Axel Krieger, a medical roboticist at Johns Hopkins University. But he and other scientists and doctors are laying the groundwork for such a system.




Teams around the world are experimenting with ways AI can assist during surgery. Many of these technological assists rely on computer vision, a type of AI that interprets visual information, like the video feed of a laparoscopic surgery. Scientists recently tested one such system, SurgFlow, during an operation to remove a patient's gallbladder. SurgFlow could recognize steps in the procedure, track surgical tools, identify anatomical structures and assess whether the surgeon had completed a crucial step, Pietro Mascagni and colleagues reported in a proof-of-concept demonstration in the British Journal of Surgery in 2024.




One day, such a system could be "an extra set of eyes that assist the surgeon," says Mascagni, a surgical data scientist at France's IHU-Strasbourg.




Further along is Sturgeon, now used routinely during brain surgery in the Netherlands at the Princess Maxima Center for Pediatric Oncology in Utrecht. Rather than offer a second set of eyes, Sturgeon gives surgeons a kind of superpower: the ability to rapidly riffle through a tumor's DNA and figure out its subtype. That information helps surgeons determine how much tissue needs to be carved away during surgery.




Pathologists typically identify tumor subtype by examining samples under a microscope, which can be inconclusive. Sturgeon can analyze DNA data in real time and come up with a diagnosis. The whole process takes about 90 minutes or less -- fast enough for surgeons to get and use the intel during an operation, says Jeroen de Ridder, a bioinformatician at the
UMC Utrecht and Oncode Institute.




In 18 out of 25 surgeries, Sturgeon offered the correct diagnosis, de Ridder's team reported in Nature in 2023. In the seven remaining cases, the AI abstained. That's important, de Ridder says, because making the wrong diagnosis is "the worst thing that can happen." It could lead to a surgeon cutting out too much brain tissue or leaving bits of an aggressive tumor behind.




But de Ridder is open-eyed about AI's risks. When an algorithm like Sturgeon delivers an answer, it can seem black or white, with no shades of uncertainty. "It's very easy to pretend it's flawless, and it clearly is not," he says.




Those flaws are hard to pinpoint in advance, part of the problem of AI being a black box. If we don't know how a system works, it's hard to predict how it might fail, Mascagni says. Designing AI that tells us when its uncertain is one solution. Another, de Ridder says, is rigorous validation. That's needed whether the AI helps surgeons make decisions -- or makes them all by itself.




Krieger has been working on one AI-enabled surgeon, the Smart Tissue Autonomous Robot, for a decade. In 2022, Krieger and colleagues reported that STAR could stitch up a wound inside living pigs, suturing together the tubular halves of the small intestines, with no human help.




Krieger's team trained STAR by breaking down surgical tasks into steps and then teaching the AI to manipulate the robot correctly in each step. But these days, he's excited about a different approach -- one that combines the neural network architecture underlying ChatGPT with a type of AI training that relies on expert demonstrations. It's called imitation learning, and it lets AI models learn directly from video data. Researchers fed the model videos of the da Vinci robot lifting a piece of tissue or tying a suture knot, and the model figured out how to perform the tasks by itself, Krieger's team reported last November at the Conference on Robot Learning.




Now the team is testing its system on more complex surgical tasks. Krieger is optimistic. "I really believe it's the most promising future direction for our field," he says. Though there are already surgical procedures that have some autonomy (think LASIK for improving vision), perhaps one day Krieger's approach could enable autonomous machines that perform complicated operations -- even on different planets. -- Meghan Rosen




Wearables could predict imminent symptoms and disease
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Linda is in her 60s, retired and has just set out to play some morning pickleball.




As she walks to the courts, sensors woven into her clothing track body temperature, blood pressure, chemicals in her sweat and the rumblings of her stomach. The technology is nearly invisible. Linda doesn't even notice the scanner built into her bra.




Six months ago, doctors biopsied a lump in her breast. It was benign, but a subsequent scan revealed another lump nearby. Ever since, Linda has been wearing an UltraBra to monitor the new lump's growth. The bra takes regular ultrasound images of her breast and an integrated AI flags anything concerning. So far, everything has looked good. The bra has saved her time (fewer trips to the doctor's office) and given her peace of mind (if the AI spots something suspicious, she'll find out from her doctor ASAP). Now, instead of worrying about cancer, Linda can focus on her dinks.




That fictional scene (and bra) sounds like something out of a Marvel movie, like the artificial intelligence J.A.R.V.I.S. monitoring Tony Stark's vitals and diagnosing an anxiety attack. "We're nowhere near that level of technology," says Emilio Ferrara, a computer scientist at the University of Southern California in Los Angeles. But we are marching down the path to wearable devices that offer those kinds of personalized health insights.




In the not-too-distant future, AI-enabled devices could act like virtual life coaches, fishing for insights in the data flooding from a person's body and packaging them into suggestions for users, Ferrara says. One day, artificial intelligence could use an individual's real-time data to forecast how their health may change six months or a year down the road if they modify their diet, activity or sleep habits.




Scientists are experimenting with such ideas in the lab. And AI is already integrated into the Fitbits, Apple Watches and Pixel Watches that millions of people use every day. These devices can track heart rate, figure out when you're asleep or awake and recognize physical activities. "Those are all AI models," says Xin Liu, a Google research scientist based in Seattle.




AI algorithms trained on human movement data, for example, let the devices classify people's activities into categories, like running, cycling or walking. Other algorithms help separate the signal a device is trying to detect -- like someone's heartbeat -- from other noise that's coming in.




Liu is working on even more advanced AI-based systems. He is exploring ways to tap into the power of large language models. They "are extremely powerful architectures for learning patterns in data," Ferrara says. Liu and colleagues recently reported a version of Google's Gemini that can look through someone's wearable data and offer recommendations on sleep and fitness.




His team is also working on a system that combines Gemini with other computational tools to answer real-life open-ended queries about health, such as, "What are my sleep patterns during different seasons?" and "Tell me about anomalies in my steps last month." In tests with such requests, responses were accurate more than 80 percent of the time, Liu and colleagues reported last year. But the research is still in an early stage, he says.




One challenge, as with many health questions, is "there's no single answer," Liu says. "There are 10 different possible solutions, and they're all reasonable."




Other teams are exploring AI-powered wearables for medical applications. Gastroenterologist Robert Hirten is working on a model that uses data from Fitbits, Apple Watches and Oura Rings to forecast when a person's inflammatory bowel disease may flare up. These devices collect enough data for scientists to identify inflammation in people with the disease, Hirten's team reported at the 2024 Digestive Disease Week meeting.




An AI that monitors wearable data over time could give patients a heads-up weeks before symptoms manifest. "Instead of waiting until someone's developing diarrhea or bleeding or pain, we can start getting ahead of it," says Hirten, of the Icahn School of Medicine at Mount Sinai in New York City.




Hirten points out that real-world validation of any AI tool for medicine is crucial. "We need to be very certain that it's reliable and that the information it's going to provide to doctors or patients is accurate," he says.




With so much health data streaming among our digital devices, privacy is another big area for caution, says Uttandaraman Sundararaj, a biomedical engineer at the University of Calgary in Canada. There's a chance that personal health data could be hacked. It's important to encrypt the data or otherwise protect it, Sundararaj says.




He envisions secure AI systems one day weaving together streams of wearable data to perhaps predict when a heart attack or stroke might occur. That analytical power, Sundararaj says, "gives us the ability to actually see in the future." -- Meghan Rosen




AI could calculate health risks from patient data
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A retired Navy veteran caught what he thought was a cold from his great-grandson after taking the sniffling toddler to a petting zoo. The little guy bounced back, but GG-Pop kept feeling worse. He ended up in the emergency room with a cough, fever, muscle aches and difficulty breathing. A chest X-ray indicated he had pneumonia.




An AI used to analyze his blood revealed that he was at risk of developing sepsis, a life-threatening condition in which the immune system overreacts to infection. More than 1.7 million adults in the United States develop sepsis each year, and without prompt treatment, the condition can lead to tissue or organ damage, hospitalization and death. About 350,000 people who develop sepsis while hospitalized die or are sent to hospice care.




Doctors admitted GG-Pop to the hospital and gave him fluids and antibiotics. As a backup, his physicians also used another AI that sorted through his past and present electronic medical records and warned doctors that, despite treatment, the man was approaching a sepsis danger zone. The team gave him steroids to help calm his immune system. GG-Pop recovered and was soon onto other adventures with his great-grandson.




Some AI-based risk predictors for sepsis are already in clinical use or coming online soon, says Suchi Saria, an AI researcher at the Johns Hopkins Whiting School of Engineering. One, made by Chicago-based Prenosis, won authorization from the U.S. Food and Drug Administration last April. Such AI help is important because sepsis can be hard to spot. Standard tests can't ID the infectious microbe in most pneumonia cases. And there is no hard dividing line between sepsis and not sepsis. "Because the early signs are not as well understood, it's very easy to not notice," Saria says. "In this scenario, every hour matters."




Saria, who founded the company Bayesian Health, helped create an AI that sorts through electronic health records to detect early signs of sepsis. The AI, dubbed TREWS for Targeted Real-time Early Warning System, correctly flagged 82 percent of sepsis cases, Saria and colleagues reported in Nature Medicine in 2022.




Sepsis patients whose doctors promptly responded to an alert from the AI were less likely to die and had shorter hospital stays than those whose doctors took over three hours to respond.




Many sepsis predictors comb electronic health data, says Tim Sweeney, cofounder and CEO of Inflammatix. Alternatively, his company developed a machine learning blood test, under review by the FDA, that measures 29 messenger RNAs (molecules that act as blueprints to make proteins) from white blood cells to tell whether an infection is bacterial or viral and to predict whether the patient will develop sepsis in the next week.




Even if the test wins approval, the company will need to monitor its performance and update the test accordingly, Sweeney says. "It would be unethical not to have a mechanism to update the algorithm in some way with more data," he says. Government approval may depend on having the right update plan. The FDA, Health Canada and the U.K. Medicines and Healthcare products Regulatory Agency have agreed on guidelines for updating medical devices that run on machine learning or more advanced AI.




AI is not a set-it-and-forget-it proposition, says Michael Matheny, a bioinformatician at Vanderbilt University Medical Center in Nashville. Matheny and colleagues built an AI that evaluates hospitals on how well they prevent acute kidney injury -- a sudden drop in the kidneys' ability to filter waste products from the blood -- after cardiac catheterization, a procedure often used to find and clear blocked arteries. If U.S. hospitals consistently used good preventive strategies, about half of the 140,000 yearly acute kidney injuries could be avoided, some studies suggest.




Matheny and colleagues trained the AI and made sure it worked in various settings. But over time, "we tried to use these models, and they kept breaking," Matheny says. That's because the data AI trains on aren't always the same as the data it encounters in real life. Real-world data change, or "drift," over time, so updates are needed.




But Matheny's team wanted to avoid unnecessary overhauls. The researchers used another AI to supervise the first one and set off alarms when results seemed fishy. The value of the supervisor became obvious when the COVID-19 pandemic hit, bringing the ultimate data drift.




Before the pandemic, most cardiac catheterizations were elective outpatient procedures with lower risk of kidney injury. But then, in March 2020, "the data went crazy," Matheny says. "All elective [catheterizations] were stopped for three or four months. The patients that were brought back into the cath lab after that were very different than your typical, average patient. And so the algorithm was broken." But the supervisor flagged the issue, and the scientists corrected it.




"If we'd done a fixed strategy, we would have had a period of time where the model was just flat broken," Matheny says.




Hospitals that used the AI maintained lower than expected rates of kidney injury. But those same hospitals stopped using the system after the study. That's an indication that AI developers need to make sure their systems are useful and trustworthy and have a plan to keep them reliable, says Sharon Davis, an informatician and Matheny's colleague at Vanderbilt. "You can make the most accurate model in the world, but if we don't deliver it well, and it doesn't provide actionable information to providers," she says, "it's not going to change anything." -- Tina Hesman Saey
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	Navigation research often excludes the environment. That's starting to change

	Decades of research suggests navigation strategies studied in a lab may not replicate in real life

			
				




On a trip to Siberia in 2019, cognitive scientist Pablo Fernandez Velasco attended a raffle drawing with the region's Evenki reindeer herders. Prizes included a soccer ball, tea, a portable radio, a GPS unit and other knickknacks. A herder won the GPS. "I thought [that] was one of the fancier prizes," says Velasco, of the University of York in England. "He was crestfallen."




The herder, who had been eyeing the radio, had no use for a GPS. He, like other Evenki herders, navigate the vast taiga by heeding their own gait and tracking place names, paths and river flow patterns, a suite of strategies Velasco and geographer Anna Gleizer of the University of Oxford described earlier this year.








                        
                        
                        
                        
                        

                        




But such real-life navigation remains understudied. Instead, researchers have long devoted their time and attention to studying how participants, mostly from the West, "navigate" on a flat computer screen. Such studies scrub out the noisy environment, including tree canopies, wildlife, weather events and other occurrences, to ensure maximum control.




In treating the environment as fixed -- as is common across brain and behavior research --scientists operate under the assumption that humans behave the same way regardless of their cultural or environmental milieu, neuroscientist Hugo Spiers of University College London and colleagues write in a forthcoming Royal Society Open Science. Yet, decades of research suggests that findings in a lab may not translate to real life.




"You can do work in a lab in the United States and have everything go flawlessly and then take it out to the field and everything falls apart," says environmental anthropologist Helen Davis of Arizona State University in Tempe.




Spiers and collaborators argue that researchers should stop using reductionist approaches that eliminate environmental "noise." Adding the outside world to research is more complex. But newer tools mean researchers can bring that wider world to the lab, or vice versa, while still ensuring a high level of control.




Navigation research is moving from the two-dimensional world on a computer screen to a more realistic three-dimensional world, says Gabriella Vigliocco, a cognitive scientist also at UCL and coauthor of the Royal Society paper. The work isn't just helping researchers better understand how people navigate their environment. The findings have implications for what we know about human development, public health and the human psyche.




Wilding the lab




Concerns about studying human behavior in unlifelike lab settings date back decades.




"In order to behave like scientists, [experimental psychologists] must construct situations in which our subjects are totally controlled, manipulated and measured," wrote British psychologist Don Bannister in 1966 in the Bulletin of the British Psychological Society. "We construct situations in which they can behave as little like human beings as possible and we do this in order to allow ourselves to make statements about the nature of their humanity."




But setting up rigorous, reproducible experiments with the messy, unpredictable environment was simply too hard, Vigliocco says. "Now the tools are there."




One example is the video game Sea Hero Quest, in which people navigate a boat in search of mystical sea creatures. Over 4 million people from 193 countries have played the game since it launched in 2016. That has provided researchers with a trove of navigation data that has allowed them to study how people navigate through various environs.
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Key among the findings from those data is that country kids are better at finding targets in the video game than city kids, Spiers and colleagues reported in 2022 (SN: 4/1/22). That's because city kids probably grew up trekking around streets laid out in a neat grid, while country kids would have had to wander, and get lost along meandering rural paths.




Sea Hero Quest, though, still has participants navigate on a device, no locomotion needed, and hinges on wayfinding by sight. And the assumption that people everywhere navigate primarily by sight is simply false, Velasco and Spiers wrote in January in Trends in Cognitive Sciences.




Their review of the ethnographic literature unearthed myriad studies showing that navigation is multisensory. For instance, Batek people walking through the dense rainforests of Malaysia, where sight is often obscured, can navigate by birdsong. Elsewhere, people stay oriented by looking to patterns in the stars, snowdrifts, seaweed, ocean swells and numerous other cues.




That's where high-tech virtual-reality facilities are starting to come in. They are pushing the boundaries of navigation research by letting participants experience sounds and smells and even walk about as they would in real life, all in a controlled environment. One such facility, the Person-Environment-Activity Research Laboratory, or PEARL, opened at University College London in 2021 and spans 4,000 square meters. Researchers can simulate everything from hospital wards to transportation hubs. "It's very much like a movie studio but for research," Spiers says.




Facilities like PEARL could be game changers for navigation research, Spiers says. But they also come with drawbacks that could limit their widespread adoption, including a hefty price tag. "The cost to run I think is like PS7,000 [or more than $9,000] a day," Spiers says.




Taking the lab to the wild




Work in the lab and the field each present unique challenges, says Helen Davis. But in tandem, these approaches have allowed for rigorous study. "What I think has been really cool ... is that there is this mash-up now between fieldwork and lab work."




Davis and colleagues have studied the daily movements and spatial cognition ability of Tsimane people in Bolivia, ranging in age from 6 to 84, using mobile GPS units and compasses mounted on a tripod. In one task, participants pointed the compass to a distant, out-of-sight landmark, a measure of dead reckoning ability. Researchers measured participants' accuracy by calculating the difference between the correct bearing and the pointed bearing.




The average error rate of Tsimane children ages 6 to 18, whose GPS units showed that they traveled an average of over 5 kilometers per day, was 40 degrees, Davis and anthropologist Elizabeth Cashdan of the University of Utah in Salt Lake City reported in 2019. That put their ability roughly on par with adults in Salt Lake City.




[image: An Ovatwa teenager in Namibia uses a compass to point to an out-of-sight landmark, a measure of navigation ability.]An Ovatwa teenager in Namibia points to an out-of-sight landmark using a compass. Ovatwa children have better pointing accuracy, on average, than many U.S. adults.Helen Davis





Children in the Ovatwa foraging community in Namibia, meanwhile, could point with, on average, 20-degree accuracy, Davis and her team reported in 2021. Most Ovatwa children attend boarding schools during the week and return home on weekends -- traveling upward of 20 kilometers each way. That huge range seems to be helping Ovatwa children develop exceptional navigational skills. "Young kids were better at dead reckoning than adults in the U.S.," Davis says.




Wayfinding prowess is more than a neat hat trick. The comparatively poor spatial navigation abilities of people in the Western world -- exacerbated, mounting research suggests, by people's deepening reliance on GPS systems -- tend to be treated as the norm, Davis says. Yet her work with the Tsimane and other foraging communities suggests such skills are highly malleable.




Tsimane children who traveled more widely and along curvier routes had better dead reckoning skills than Tsimane children who explored less. Researchers comparing college students from the Faroe Islands of Denmark, where children typically have the freedom to roam far from their homes without adult supervision, to students in the United States, where roaming distance has been declining in recent years, found a similar disparity in navigation skills. Researchers are starting to suspect that shrinking opportunity to roam could be hurting people's lifelong spatial navigation abilities.




Similarly, while Western adults tend to show worsening dead reckoning ability as they age, Tsimane adults show no comparable decline, Davis and her team reported in 2022. Tsimane adults continue traveling long distances through their communities' dense forests and snaking paths well into old age, averaging over 5 kilometers per day.




Work by Spiers and others shows that navigation ability declines with age. Spatial disorientation is also often one of the first signs of dementia. But this gradual loss of navigation ability may not be inevitable, as is widely assumed. Instead, a Western lifestyle -- one in which loss of mobility (and hence the ability to explore) frequently occurs alongside aging -- might be partly to blame, the authors write.




Notably, the researchers did observe mobility declines -- and corresponding increases in pointing errors -- for Tsimane women ages 20 to 39. The average Tsimane woman has nine children, so increased child-rearing responsibilities likely underpin that decline, the authors note. The women's pointing errors, however, returned to baseline by the time they hit age 40 or so.




"This suggests that one can experience increases as well as decreases [in mobility] throughout the life span," the authors write. "If so, even sedentary individuals may be able to enhance their navigational abilities by increasing mobility at any stage of life."




And the ability to roam may, in turn, impact one's outlook on life. Evenki reindeer herders, Velasco has observed, detest planning out their routes. The herders instead see space as laden with possibility, a sweeping canvas that should not be sullied by prescribed routes.




The Western fear of getting lost is incomprehensible to the Evenki herder, Velasco and Gleizer reported in their recent study. "When we asked an Evenki hunter what he would do if lost," Velasco says, "he looked at us confused and said, "Well, I would just find my way.'"
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An undiscovered population of ancient black holes may be lurking throughout the universe. These bottomless cosmic pits would have a lot in common with more familiar black holes; in some cases, the two may be indistinguishable. But unlike their kin, these undiscovered black holes wouldn't have formed from a massive star collapsing in on itself, nor would they be peers of the supermassive black holes that feed at the centers of galaxies.




Instead, these black holes would have been born in the earliest epochs after the Big Bang -- before stars and galaxies even appeared.








                        
                        
                        
                        
                        

                        




Called primordial black holes, these hypothetical objects have attracted interest since the 1960s. Stephen Hawking wrote one of the earliest papers about their potential existence. Just a few years later, his investigation of primordial black holes led him to perhaps his most famous idea, that black holes leak energy -- now called Hawking radiation -- in a way that slowly robs them of their mass.




Now, after decades of pondering primordial black holes, scientists sound genuinely optimistic about the possibility of detecting them. There's been a surge of interest in the field. Researchers new to primordial black holes are teaming up with longtime investigators to pin down the data that could prove these black holes exist. If they do linger across the universe, they'd be emitting Hawking radiation, bending starlight, colliding with other cosmic objects and each other, perhaps even gobbling up stars from the inside out.




In other words, they'd be shaping the cosmos in observable ways.




In 2023, a team that includes cosmologist Bernard Carr, who coauthored a pivotal early paper with Hawking on the subject, outlined more than 20 lines of evidence that might support the existence of primordial black holes. In a recent historical review, Carr predicted we'll have an answer within the next decade.




"I would bet you, say, 70 percent -- maybe 60 or 70 percent -- that they exist," says Carr, a professor emeritus at Queen Mary University of London. "And that's partly wishful thinking because I prefer them to exist, but it's something that's trying to be objective."




If primordial black holes are out there, they could help solve one of the biggest mysteries in cosmology: What is dark matter? This elusive substance is six times as abundant as all the ordinary stuff we're familiar with, from people to planets to pickleballs. Its gravitational influence is credited with holding galaxies together and scaffolding all the cosmic substance we can see. But despite decades of searching, no one yet knows what it is.




Primordial black holes could account for some of the dark matter out there. Some researchers believe that these black holes may account for all of it. But their existence isn't a given. Their formation requires new physics, some critics point out. Among the researchers now studying these black holes are true believers, those hoping to disprove the idea and everyone in between. 




"There's certainly more people who are excited now," says Anne Green, an astroparticle physicist at the University of Nottingham in England who coauthored the historical review with Carr but considers herself agnostic on the question of existence. "And it probably is that there is more cause for excitement."




Black holes everywhere




The recent surge in interest traces its origins to 2016. That year, scientists reported that gravitational waves, ripples in spacetime predicted by Einstein's general theory of relativity, had been detected from a pair of merging black holes. The discovery, recognized with the Nobel Prize in physics the next year, opened a new window on black holes.
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"Once we knew we could directly observe black hole mergers with gravitational waves, this became a probe," says cosmologist Will Kinney of the University at Buffalo in New York. "Every time you create a new tool, a new way to observe the universe, then you start asking questions differently." He says the current interest in primordial black holes is a good example of that.




Until the gravitational wave data started pouring in, there were two types of black holes known to exist in abundance. The first, "stellar" black holes, forms when a very massive star runs out of fuel and its core collapses in on itself. These black holes generally have masses between five and 10 times the mass of the sun, and sometimes as much as 20 times or more. 




The second abundant type, supermassive black holes, sits at the centers of galaxies and can weigh in at billions of times the mass of the sun. Perhaps these ones formed early in galactic history from the direct collapse of gas, or through successive mergers of stellar black holes. In either case, they grew as they fed on anything in their grip.




But when the Advanced Laser Interferometer Gravitational-Wave Observatory, or LIGO, reported those first colliding black holes in 2016, the objects were more massive than many people expected, with each one in the pair weighing as much as 30 suns.





Strange masses in the mergers




Between 2015 and 2020, the LIGO-Virgo-KAGRA collaboration detected more than 80 black hole mergers. The masses trend larger than some researchers had initially expected, and some mass pairs challenge current theories of black hole formation. Each arrow on the chart represents a black hole merger. Dots show the masses of the original black holes in each pair (red) and the final masses after they merged (blue).
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Simeon Bird, a cosmologist at Johns Hopkins University at the time, recalls puzzling over the masses with his adviser shortly before the results became public. Why would LIGO's first detections be of what are thought to be relatively rare black holes rather than something more common?




"Maybe it's a primordial black hole," Bird recalls saying with a laugh. "What a silly idea." But that supposedly silly idea quickly turned into a paper making the case that LIGO may have detected dark matter in the form of primordial black holes. Reports from other teams pointed to the same possibility. In the years since, LIGO in the United States has been joined by Virgo in Italy and KAGRA in Japan. So far, the collaboration has detected more than 80 black hole mergers.




In addition to the surprising black hole masses that Bird and others puzzled over, some scientists are intrigued by the slow spins of the black holes, the number of mergers between black holes of dramatically different masses and how often black holes seem to be merging across cosmic time. 




"There are many properties that are bizarre," says Sebastien Clesse, a cosmologist at the Universite Libre de Bruxelles in Belgium. Primordial black holes could help explain the unexpected findings.




Making a primordial black hole




In the tiniest of the tiniest fractions of a second after the Big Bang, when the universe was nothing but a hot, compact ball of energy, scientists believe it expanded exponentially, growing by a factor of at least 1025 in less than a trillionth of a trillionth of a trillionth of a second -- a period known as inflation. During this time, quantum fluctuations would have generated extreme changes in energy density. Some pockets may have become so dense that they could have collapsed in on themselves, popping off primordial black holes.




This is just one picture researchers have come up with to explain how primordial black holes could have formed just after the Big Bang, some 13.8 billion years ago. There are other proposed mechanisms across the earliest moments of the universe, including cosmic string loops or colliding bubbles.




"The only ingredient you really need is a large energy density," says theoretical physicist Florian Kuhnel of the Max Planck Institute for Physics in Munich.




No matter how and when these primordial black holes formed, though, they would have appeared in a range of masses far more diverse than what we see today. There'd be black holes about the mass of a wildebeest (a couple hundred kilograms), as well as ones with the mass of Mount Everest (tens to hundreds of trillions of kilograms). Black holes with roughly the masses of asteroids would still be microscopic. And there'd be black holes with the masses of planets and stars, perhaps all the way past a million solar masses.




Some of those primordial black holes might account for the unexpected gravitational wave findings, Carr, Clesse, Kuhnel and Juan Garcia-Bellido of the Universidad Autonoma de Madrid argue in a 2021 paper in Physics of the Dark Universe.




The largest of the primordial black holes might resolve another open question: how supermassive black holes, especially those detected early in the universe, could have grown so big so quickly. Clesse and Garcia-Bellido suggested as early as 2015 that if primordial black holes exist, they could have served as seeds for today's supermassive ones.




The 2021 paper sets out a plausible picture, says Bird, now at the University of California, Riverside. But more ordinary astrophysics may still explain the puzzling black hole observations.




Part of the challenge is that scientists don't know enough about black holes in general. There's not yet a clear picture of how they are distributed, how commonly they merge or how their surroundings influence feeding, growth or evaporation due to Hawking radiation. Studying the physics of black holes surrounded by gas and dust, as they are in the universe, is tricky. Many models simply don't account for that. 




"We have gorgeous, gorgeous theorems that have rightly earned our colleagues Nobel Prizes," says David Kaiser, a physicist and historian of science at MIT, "and these results are almost entirely studying black holes and nothing else, speaking loosely."




Detecting primordial black holes




Despite all that's unknown, there are two observations that most scientists agree would definitively point to a primordial black hole, and much of the recent excitement is about how to spot such signs.




The first would be a black hole detected from before the first stars formed, perhaps within the first hundred million years after the Big Bang. Since it couldn't have formed from stars, it must be primordial, the thinking goes. Existing gravitational wave detectors can't look back that far, but future ones might. The space-based LISA gravitational wave observatory, planned for launch in the 2030s, and the Einstein Telescope and the Cosmic Explorer, both in the planning phases, could reach this ultra-ancient epoch.




The second possible certain sign, which could perhaps be found with existing observatories, would be a black hole about the mass of the sun or less. That would be hard to understand through typical formation mechanisms, leaving primordial black holes as the most plausible explanation.




Garcia-Bellido is leading a group looking for these black holes in the current gravitational wave data, and the team is already studying some candidates.




"If LIGO found a one-solar-mass black hole, then everyone would be convinced primordial black holes are real," agrees stellar astrophysicist Earl Bellinger of Yale University. He says he can think of no other reasonable process that would yield that mass.




"And if it is less than one solar mass, even better."




The Einstein Telescope and the Cosmic Explorer would boost the search for black holes roughly the mass of the sun or less. And some teams are eyeing radically different types of detectors that would look for gravitational waves from black holes the mass of a planet, an asteroid or less.




But gravitational waves might not be the only way to detect such a black hole. Some researchers have other ideas.




Bellinger, for example, recently asked the question: What would happen if a small primordial black hole lurked inside a star? A lot of eminent physicists, including Hawking, have explored this question before. But there's not a solid understanding of how fast a black hole with a mass similar to the moon or an asteroid would feed and grow within a star, and thus whether the star's light would escape the black hole's pull.




"The black hole has this all-you-can-eat buffet, which is the stellar plasma, and you might think the star just falls into it, which might happen," Bellinger says. "But if it falls in almost at an angle, you expect everything around that to get heated up. If it gets heated up, it exerts some pressure and some luminosity flows out."




Bellinger, Kuhnel and colleagues decided to investigate several scenarios for stars with black holes inside, dubbed Hawking stars. The team reported the results in December 2023 in the Astrophysical Journal.




"The most fun scenario is if the energy does get out," Bellinger says. In that case, you'd see a type of red giant known as a red straggler. Such stars (for which there are other, perhaps more plausible explanations) have been found in abundance in dwarf galaxies near the Milky Way that are thought to be dominated by dark matter. Bellinger and colleagues note that studies of how the intensity of light from these stars oscillates could distinguish a Hawking star from a red straggler that formed in another way, thus offering evidence for primordial black holes.




What about closer to home? In September 2024, two separate teams of researchers suggested how a primordial black hole passing through our solar system might be detected. Clesse and others argued that a black hole the mass of an asteroid would be hefty enough to tweak the orbits of satellites, including those used for GPS navigation. The other team, which included Kaiser and colleagues from MIT, described how such a primordial black hole might disrupt the orbit of Mars.




Kaiser and theoretical physicist Elba Alonso-Monsalve, also of MIT, have even suggested that there might be a way to detect a long-gone population of ultra-tiny primordial black holes.




In a recent study, the team investigated the formation of primordial black holes slightly after inflation but still only around 10[?]20 seconds after the Big Bang. At that time, subatomic particles known as quarks and gluons floated freely, not yet bound up in protons and neutrons.




As black holes formed across a range of masses, they would have swallowed up these quarks and gluons, along with a quantum property called color charge that the particles possess. For big enough black holes, the amalgamation of color charges would cancel out, leaving no net color charge. But that wouldn't be true for the measliest black holes.




Any primordial black holes small enough to have color charge would have evaporated via Hawking radiation by now, but they could have left a calling card that scientists can look for, Alonso-Monsalve and Kaiser reported in June in Physical Review Letters. As just one example, the evaporation of color-charge black holes could have affected the ratios of the light elements hydrogen, helium and lithium that formed from the plasma of the early universe. 




If clear signs of color-charge black holes are discovered, they'd point to the existence of larger primordial black holes without color charge still around today. And it's today's primordial black holes that have the potential to resolve the dark matter question.





A brief history of the universe




This timeline shows key milestones in the history and evolution of the universe, starting with the Big Bang roughly 13.8 billion years ago. Primordial black holes may have formed within the first fractions of a second after the Big Bang.
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10[?]36 seconds: Inflation -- Rapid expansion




1 microsecond: First baryons -- Neutrons and protons form




<3 minutes: First nuclei -- Hydrogen and helium nuclei form




380,000 years: First atoms -- Nuclei gain electrons to make atoms




>100 million years: First stars -- Gas and dust condense into stars




<300 million years: Galaxies appear -- Galaxies form in dark matter cradles




13.8 billion years: Today -- Humans observe the universe




(A) JWST observations suggest that galaxies containing supermassive black holes existed at least as far back as 470 million years after the Big Bang.






Can primordial black holes explain dark matter?




As an explanation for dark matter, primordial black holes have long been in the shadow of another popular candidate: hypothetical subatomic particles. Half a century ago, there were compelling reasons for particle physicists to believe a lot of new and exotic particles would soon be discovered, Kaiser says. With high hopes, scientists went out en masse to find them.




When the Large Hadron Collider, the world's most powerful particle accelerator, turned on in 2008 near Geneva, it was expected to find proof of such particles, notably WIMPs, short for weakly interacting massive particles. Others sought particle dark matter high and low with massive detectors in underground laboratories and even a compact detector on the International Space Station. But so far, there's no evidence.




Green, of the University of Nottingham, compares the search for WIMPs to looking for a needle in a haystack -- now we're most of the way through the haystack with no needle found. It doesn't mean the particles aren't there, but confidence that they'll be found is starting to dwindle.




"There's now probably thousands of people working on the WIMP detection experiments, and they absolutely shouldn't stop," Green notes. "But I've not necessarily got the champagne on ice."




In one way of viewing it, primordial black holes aren't a far-fetched dark matter candidate. Because we know that black holes generally exist, some researchers argue, primordial black holes are a simpler explanation than new and exotic particles. On the flip side, primordial black holes do require new physics in the form of adjustments to current models. Standard pictures of inflation, for example, don't generate extreme enough fluctuations in energy densities on their own.




"If I just write down a model for inflation, it doesn't produce any black holes at all," Kinney says. "I have to really do some violence to that in order to get it to make black holes in the first place."




Regardless of what sounds more plausible, if a primordial black hole is found, it is by definition dark matter. Primordial black holes, like other black holes, are dark; they don't interact with other matter much except through gravity. And they have two other important properties that would align with our current understanding of dark matter: They are cold (meaning they move slowly) and considered nonbaryonic (since they formed before protons and neutrons dominated the universe). 




But just because primordial black holes are dark matter, that doesn't mean their existence would fully resolve the mystery. To do so, they'd have to be abundant enough to explain all the universe's missing mass. Much of the past primordial black hole research has focused on putting limits on how abundant they could be.





Dark matter boundaries




Scientists have turned to various types of evidence, including the five shown here, to determine whether primordial black holes at different masses can account for dark matter. Below, shaded regions show the mass ranges that most scientists agree can be ruled out as accounting for a substantial amount of dark matter.
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Consider the itty-bittiest ones. They can't account for dark matter because they're long gone. At the other extreme, the gravitational influence of the most massive primordial black holes, and the radiation given off as they feed, would've already given them away.




Various types of measurements made over several decades have suggested that for all but one mass range, primordial black holes can't be abundant enough to account for more than a small portion of dark matter. Those measurements come from hunts for what are called massive compact halo objects, or MACHOs, in the Milky Way, as well as observations of the relic light left over from the Big Bang, gamma-ray studies and more.




One effort reported in 2024 in Nature, for example, looked at 20 years' worth of data for the telltale magnification of distant starlight that primordial black holes or other massive objects would cause. The researchers concluded that primordial black holes from about four times the mass of the Earth up to 860 solar masses could make up no more than 10 percent of the universe's dark matter.




Based on such observations, most scientists believe that only black holes with masses somewhere around the mass of asteroids (say about 1020 grams, or roughly one trillionth the mass of the sun) could make up the majority of dark matter. Still, a small group of primordial black hole enthusiasts, including Carr, Clesse and others, don't think existing evidence is strong enough to rule out primordial black holes around the mass of the sun as dark matter candidates.




"Considering the idea that primordial black holes might contribute to dark matter in some way is not too much of a stretch," Kinney says. "The fact that the black holes might be all of the dark matter, that's a tougher sell for me."




It's always possible that dark matter isn't just one thing, but a mix of types of things. Ordinary matter is a mix of particles, after all. Or it could be that neither primordial black holes nor WIMPs are part of the answer. Though dark matter is a widely accepted idea, it's even possible that it doesn't exist at all, and instead scientists need to revisit ideas about how gravity works.




Theoretical physicist Marek Abramowicz of the University of Gothenburg in Sweden believes that some modifications to the theory of gravity can explain away the dark matter puzzle. He acknowledges being among a minority, but he adds: "Fortunately in physics, we are proving things either by calculation or observation, and not by voting." Abramowicz bets that primordial black holes will be ruled out as an explanation for dark matter in the next few years.




Even if primordial black holes turn out not to exist, working on them won't have been for nothing, Clesse says. The concept of Hawking radiation, for example, which is considered a scientific triumph, was born from research on the topic. Plus, he notes, all the scientists studying primordial black holes are gaining a ton of insights into the physics of the early universe. 




"It is not useless," Clesse says. "It is science."
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	How child soldiers heal after the trauma of war

	Shadows into Light looks at the mental health of Sierra Leone's former child soldiers
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Shadows into Light
Theresa S. Betancourt
Harvard Univ., $35




For more than two decades, Theresa S. Betancourt has followed the lives of children (now adults) who returned home after being forced to fight in the civil war that ravaged Sierra Leone from 1991 to 2002. 




Thousands of children unwillingly participated in the violent conflict as soldiers, spies and laborers. Many took part in attacks on their own neighbors and relatives, many faced sexual violence, many witnessed unspeakable atrocities. In her new book, Betancourt, director of Boston College's Research Program on Children and Adversity, shares what she has learned about the factors that have helped some of these people recover and even thrive.








                        
                        
                        
                        
                        

                        




Shadows into Light is both heart-wrenching and heartening. It tells the stories of the trauma these children faced, their reunion with family, their reintegration into their communities, and their ongoing struggles and healing. 




Sahr, for example, who was kidnapped as a toddler and spent four years with rebel fighters, returned to rejection and isolation. He was teased and criticized by community members, and his tendency to lose his temper reinforced people's suspicions that he was dangerous and perhaps permanently damaged by his experience. 




Then there is Isatu, age 12 when rebels attacked her village, capturing her and her sister. Isatu's experience upon her return was much different. Initial support from her family and community, combined with her own motivation, led to more help from an extended network. "Isatu's perseverance generated additional ripples of support, soon to become a self-fulfilling virtuous cycle," Betancourt writes. Isatu is now a doctor.




With great care, Betancourt weaves together portraits of the people and the country with her own backstory and research effort. One research finding is the importance of family, community, and societal and cultural influences on a person's trajectory -- what psychologist Urie Bronfenbrenner described as "social ecology." 




Betancourt and her team were surprised that girls tended to face more stigma and have poorer mental health immediately after the conflict than boys, but the girls did better in the long-term. Some may have benefited over time from "the ties that bind women and girls to one another."




Betancourt puts her own learnings in context with the existing literature on childhood development and trauma. Readers learn about research on intergenerational trauma in Holocaust survivors, studies of children leaving Romanian orphanages and the healing power of narrative storytelling among the Lost Boys of Sudan. She also addresses head on the controversy around the concept of post-traumatic growth, essentially the idea that suffering can beget success.




Betancourt has a clear passion for the topic and people. Yet the book avoids sentimentality. There are horrors, but the aim is never to horrify. There are triumphs, but they don't fit the superhero trope or any other simplification. If anything, Betancourt's writing is measured and pragmatic. "Everything we have learned about resilience in the face of extreme risk," she writes, "has helped us to develop and test group mental health interventions for youth, as well as family-based preventive interventions to break cycles of violence across generations."









Buy Shadows into Light from Bookshop.org. Science News is a Bookshop.org affiliate and will earn a commission on purchases made from links in this article.
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Physicists are putting the finishing touches on the Jiangmen Underground Neutrino Observatory, or JUNO, which will delve into the secretive ways of neutrinos, a family of extremely lightweight subatomic particles with no electric charge, and their antiparticle partners, antineutrinos.




Set to start taking data in summer 2025, JUNO aims to determine which of the three types of neutrinos is heaviest. It will be the largest detector of its type in the world.




At the heart of the detector, located 700 meters underground in China, sits a roughly 35-meter-wide acrylic sphere. It will be filled with 20,000 metric tons of liquid scintillator, which emits light in response to particles produced when a passing antineutrino interacts with a proton in the liquid. Tens of thousands of photomultiplier tubes will eye the scintillator for antineutrino-induced glimmers. Surrounding the sphere, water will fill a cylindrical pit to help filter out subatomic particles that are not antineutrinos but might mimic them. Scientists began filling this pit with water on December 18.




Once operational, the detector will scrutinize antineutrinos released as plentiful by-products from two nuclear power plants, each about 50 kilometers away. 




To see some photos of JUNO coming together, scroll through the slideshow below.
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				The Jiangmen Underground Neutrino Observatory is nestled into the mountains of Kaiping, in southern China. The detector sits 700 meters below the surface.				JADE GAO/AFP via Getty Images			


			




	
	
		[image: A spherical steel structure is shown inside of a large pit.]
		
			
				A stainless-steel structure, about 40 meters in diameter, supports the JUNO detector.
				IHEP			
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				JUNO's 35-meter acrylic sphere (seen here from underneath) will eventually hold 20,000 metric tons of liquid scintillator.				IHEP			
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				Workers install photomultiplier tubes (gold) that will search for antineutrino-induced flashes of light from the liquid scintillator contained within the 35-meter acrylic sphere.
				JADE GAO/AFP via Getty Images			
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				Tens of thousands of photomultiplier tubes (gold) will surround the acrylic sphere (top).				YueXiang Liu, IHEP			
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The year is 2015. "Mad scientist" Doc Brown has just brought wide-eyed teenager Marty McFly to the future in style: aboard a flying DeLorean. Although the time travelers are out of place, their mode of transportation is not. Cars zip by in the sky. 




We're now 10 years past the future envisioned in Back to the Future Part II, and still no flying cars.
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Sid Sivakumar, a puzzle constructor and M.D./Ph.D. student in biomedical engineering and neuroscience, edited this puzzle.




Looking for answers? Go to sciencenews.org/puzzle-answers. We'll publish science-themed crosswords and math puzzles on alternating months. We'd love to hear your thoughts. Email us at puzzles@sciencenews.org.




			
 
			

			Questions or comments on this article? E-mail us at feedback@sciencenews.org | Reprints FAQ

	
	
			
			
							A version of this article appears in the January 1, 2025 issue of Science News.

						

	
	
	

	
	
		
						About Shannon Rapp


					


		
			Rapp is a research administrator and former research biologist who has created puzzles for the New York Times, Los Angeles Times and other publications.

		

	




	

		



This article was downloaded by calibre from https://www.sciencenews.org/article/twisting-words-crossword-puzzle



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next




 Got a cold? A placebo might help

 A common decongestant doesn't work any better than a placebo, but that might be good enough

 
 




The viruses of cold and flu season are upon us, and in us, where they're causing misery upon misery. But don't worry. You can hop online, and for a mere $24.95, buy yourself a bottle of Zeebo Relief pills, designed to ease your bothersome symptoms.
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 Pregnancy overhauls the brain. Here's what that looks like

 Neuroscientist Liz Chrastil's brain scans offer the clearest look yet at neural changes in pregnancy

 
 




Pregnancy overhauls a woman's body. The brain is no exception.




A detailed study of a woman's brain before, during and after pregnancy revealed sweeping neural changes, some of which stuck around months after her baby was born.
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	Megafire smoke may dampen California's nut harvests

			
				




Wildfires may put some of America's favorite nuts -- almonds, pistachios and walnuts -- at risk.




The flames themselves aren't to blame, but rather the long-lasting smoke from the megafires that have been scorching the western United States, a new study suggests.




When thick wildfire smoke blanketed California's Central Valley in the late summer of 2020 and 2021, it blocked access to crucial sunlight. The disruption limited how much energy orchard trees stored over the winter, researchers report October 2 in Nature Plants. In the year following a megafire, some almond orchards saw up to a 60 percent decrease in nut harvests. This alerted scientists to an understudied effect of wildfire smoke in the state that produces 80 percent of the world's almonds.








                        
                        
                        
                        
                        

                        




"Trees are just as susceptible to smoke as humans, and unfortunately, they can't escape it," says Jessica Orozco, a tree physiologist at the University of California, Davis. "They're just stuck."




Most trees make their food during warm, sunny weather, using sunlight to photosynthesize carbon and water into oxygen and carbohydrates. And just like someone who cans and pickles their summer harvest for the chilly months, leafless trees rely on stored carbohydrates during the winter and early spring to maintain and fuel growth.




In 2018, Orozco and her colleagues were curious how major environmental disruptions, like droughts or wildfires, would impact a tree's carbohydrate storage. They collected twigs from more than 450 almond, pistachio and walnut orchards throughout California's Central Valley to create a baseline. Orozco didn't realize how quickly their work would come in handy.




"We were in California when the fires happened. The smoke was just so dense that we couldn't go outside," says Orozco, who remembers looking out her window in 2020 at dark red skies and parking lots covered in ash. She and her colleagues wondered how the trees were doing. "Then we were like, 'Well, we have the perfect dataset to look at this!'"




Orozco and her team compared twig samples from years with over two weeks of prolonged megafire smoke (2020 and 2021) to samples from years without (2018, 2019 and 2022). After years with heavy smoke, they found that orchard trees stored fewer carbohydrates on average.




Smoke intensity also appeared to impact yield. Typically, one of the 56 almond orchards that Orozco and her team procured harvest data from might produce a few thousand kilograms of nuts per hectare each year. But during the years following wildfires, those numbers dropped.




On average, the orchards produced 30 percent fewer nuts in 2021 and 2022, and some almond harvests shrunk by up to 60 percent, the team found. For instance, one orchard that usually produced roughly 1,500 kilograms of almonds per hectare during a season harvested only 589 kilograms per hectare after a year with a megafire nearby.




Prior to this study, growers were primarily concerned about how wildfires affected crop quality, not yield, says Gabriele Ludwig, the director of environmental affairs for the Almond Board of California in Modesto. Smoke can taint vineyard grapes, resulting in undesirable flavors, and diminished sunlight keeps almonds from fully drying, which can result in mold.




"This paper raises a whole new aspect that has not been on growers' radar screens -- or anyone else's radar screens for that matter," she says. "Which is, what's the impact on photosynthetic capacity?"




Because all trees create and store energy similarly, the researchers hypothesized that natural forest ecosystems could be hindered by megafire smoke, too. But Max Moritz, a wildfire dynamics expert at the University of California, Santa Barbara, stresses that a certain amount of fire is necessary in many forests. Small fires or prescribed burns can clear underbrush, making room for plants and animals, and some species, like lodgepole pines, need fiery heat to release their seeds (SNE: 5/9/23).




Sponsor Message



  






"Current fire regimes are very out of whack in many places, and thus smoke regimes probably are too," says Moritz. "But my gut feeling would be that agricultural systems are at far greater risk for smoke exposure than natural ecosystems."
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 Scientists find a long-sought electric field in Earth's atmosphere

 The field could be a key component to life on the planet

 
 




For the first time, scientists have measured a long-sought global electric field in the Earth's atmosphere. This field, called the ambipolar electric field, was predicted to exist decades ago but never detected, until now.







his animation shows how the ambipolar electric field works.
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 New electrical stitches use muscle movement to speed up healing

 As the body moves, the thread generates electricity via friction

 
 




Stitches are getting a shocking upgrade.




In an experiment in rats, a new strong, flexible thread hastened wound healing by transforming muscle movement into electricity, researchers report October 8 in Nature Communications.





This article was downloaded by calibre from https://www.sciencenews.org/article/electrical-stitches-muscle-healing



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next




 DNA from old hair helps confirm the macabre diet of two 19th century lions

 Strands from the lions' prey collected in their teeth, creating a genetic log of past meals

 
 




A pair of male lions that roamed Kenya more than a century ago gained notoriety as the "man-eaters of Tsavo."
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Some 1,400 kilometers off the coast of Chile, rare deep-sea creatures drift along a garden of sponges and corals that grow along the flanks of a 3,100-meter-tall undersea mountain.
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 A fluffy, orange fungus could transform food waste into tasty dishes

 The fungus thrives on things like soy pulp, coffee grounds, corn cobs and bland custard

 
 




Using microbes to transform foods through fermentation is the secret behind many
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 A viral gene drive could offer a new approach to fighting herpes

 The gene drive DNA can copy and paste itself into the genome of other viruses

 
 




The words "herpes" and "spread" in the same sentence don't typically spell good news. Unless, that is, you're talking about a busybody new virus.




That virus includes designer DNA called a gene drive that spreads from one herpes simplex virus to another.
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 The historic 'Wow!' signal may finally have a source. Sorry, it's not aliens

 Detected in 1977, the signal had features of extraterrestrial communication

 
 




One of the most compelling potential signs of extraterrestrial communication might have an astrophysical explanation.
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 Coyotes have the face muscles for that 'sad-puppy' look

 Domestic dogs' big-eyed stare may not be the fruit of domestication

 
 




Coyotes turn out to have face muscles that look capable of making that big-eyed, sad-puppy face that dogs have used to melt human hearts for eons.
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 A Dune-inspired spacesuit turns astronaut pee into drinking water

 The urine collection system could help with future space exploration

 
 




In the science-fiction series Dune, the desert-dwelling Fremen of the arid planet Arrakis recycle their body's moisture using specially designed outfits called stillsuits.
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 In an epic cosmology clash, rival scientists begin to find common ground 

 Consensus on the universe's expansion rate might be near, thanks to the James Webb telescope

 
 




The biggest clash in cosmology might be inching closer to resolution, thanks to the James Webb Space Telescope.
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 Science has finally cracked male riflebirds' flirty secrets

 These birds of paradise take wrist bending to extremes and play percussion on their feathers

 
 




New video of male riflebirds' extreme wrist flares and feather noises reveals how these show-offs do their dazzle.




Males of the four Ptiloris species, a group within the birds of paradise native to Australia and New Guinea, have long fascinated biologists as well as female birds with their courtship displays.
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 The U.S. empire was built on bird dung

 Historians rarely consider ecology in studies of imperialism. They should
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	A podcast challenges us to reassess our relationship with wildfires

	United by Fire explores lessons from the two largest blazes in Colorado history
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United by Fire
Denver Museum of Nature & Science
Available wherever you get your podcasts







For hundreds of millions of years, wildfires were directed solely by the weather, vegetation and terrain. But in the last century in the United States, people have sought to suppress even those beneficial fires that would otherwise clear out dead vegetation, which can fuel wildfires, and stimulate new growth. Now, catastrophic megafires erupt each year, and in some places, climate change has extended the fire season. Clearly something has to give -- our society must change its relationship with fire.








                        
                        
                        
                        
                        

                        




This dilemma smolders at the heart of United by Fire -- the fourth season of the podcast series Laws of Notion, produced by the Denver Museum of Nature & Science's Institute for Science & Policy. A gripping and educational listening experience, United by Fire intertwines stories of those who lived through the 2020 Cameron Peak and East Troublesome fires -- two of the largest blazes in Colorado history -- with contextual threads of history and science.




Each episode explores an aspect of the fires, from the impact on water quality to the challenges of rebuilding in the aftermath. Emotional recollections from residents, fire ecologists, firefighters and others deliver hard truths about the uncontrollable. Living in the mountains has its risks, says David Wolf, battalion chief of the City of Golden Fire Department. "I can't guarantee that your home will be safe if you build up here."




Listeners are challenged to weigh their dreams and values against the associated risks posed by fire. Common desires, such as owning a home or living an outdoor-focused lifestyle, for instance, can inadvertently attract people to fire-prone areas. "Where we choose to put down our roots, a home, a life, is influenced by our values and necessities," says host Kristan Uhlenbrock, who was drawn to Colorado by her enthusiasm for the outdoors. "Yet how often when we choose to live somewhere, do we choose risk outside of our control, like fire?"




The series could have included more Indigenous voices. Having coexisted with wildfires and having also used fire to manage the land for millennia, Indigenous people have invaluable knowledge. 




Nonetheless, United by Fire is a thoroughly reported and thoughtful primer on the United States' fraught relationship with fire. As wildfires change, so must we.


			
 
			

			Questions or comments on this article? E-mail us at feedback@sciencenews.org | Reprints FAQ

	
	
			
			
							A version of this article appears in the January 1, 2025 issue of Science News.
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			Nikk Ogasa is a staff writer who focuses on the physical sciences for Science News. He has a master's degree in geology from McGill University, and a master's degree in science communication from the University of California, Santa Cruz.

		

	




	






We are at a critical time and supporting science journalism 
is more important than ever. Science News and our 
parent organization, the Society for Science, need your help to strengthen 
scientific literacy and ensure that important societal decisions are made 
with science in mind.



Please 

subscribe to Science News and add $16 to expand 
science literacy and understanding.
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 Enter a new era for our storied magazine

 
 




Welcome to the next iteration of Science News! I'm thrilled to introduce a new look and format that includes everything you have always loved about this magazine, as well as new elements to enhance your experience. As our team embarked on this project, we knew we had to stay true to our 104-year-old mission of providing accurate, timely news about science to the public. So we proceeded carefully.




We surveyed readers (thank you for your insights), explored magazine industry trends and weighed how best to honor our legacy while ensuring that Science News will continue to be relevant for years to come.
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 Readers react to Betelgeuse's buddy, the 2024 Nobels and small nuclear reactor waste
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It's all relative




Betelgeuse may have a sun-sized companion star
that orbits it about once every 2,100 days, astronomy writer Lisa Grossman reported in "Betelgeuse's invisible buddy."





The story describes Betelgeuse as "the red giant that marks Orion's left shoulder." Reader Chris Jespersen wrote: "I often see Betelgeuse on Orion's right shoulder.... Am I mistaken?"




This is actually a matter of perspective, Grossman says. The ancient Greeks thought the Orion constellation resembled the figure of a hunter. Many people agree that this celestial hunter faces Earth. Betelgeuse represents what's considered the hunter's right shoulder, which is on the figure's left from the perspective of Earth, she says.
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