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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Kinetic coupling -- breakthrough in understanding biochemical networks
        A new concept of kinetic modules in biochemical networks could revolutionize the understanding of how these networks function. Scientists succeeded in linking the structure and dynamics of biochemical networks via kinetic modules, thus clarifying a systems biology question that has been open for longtime.

      

      
        Mid-air transformation helps flying, rolling robot to transition smoothly
        Engineers have developed a real-life Transformer that has the 'brains' to morph in midair, allowing the drone-like robot to smoothly roll away and begin its ground operations without pause. The increased agility and robustness of such robots could be particularly useful for commercial delivery systems and robotic explorers.

      

      
        A sweeping study of 7,000 years of monuments in South Arabia
        New research brings together 7,000 years of history in South Arabia to show how ancient pastoralists changed placement and construction of monuments over time in the face of environmental and cultural forces.

      

      
        Huge sea-urchin populations are overwhelming Hawaii's coral reefs
        This study measured the growth rate of coral reefs in Honaunau Bay, Hawaii, using on-site data gathering and aerial imagery. Researchers found that the reefs are being eroded by sea urchin populations which have exploded due to overfishing in the area. The reefs are also threatened by climate change and water pollution, and their growth rates are not fast enough to counteract the erosion caused by the urchins.

      

      
        Bed bugs are most likely the first human pest, new research shows
        Researchers compared the whole genome sequence of two genetically distinct lineages of bed bug, and their findings indicate bed bugs may well be the first true urban pest.

      

      
        Nearly five million seized seahorses just 'tip of the iceberg' in global wildlife smuggling
        Close to five million smuggled seahorses worth an estimated CAD$29 million were seized by authorities over a 10-year span, according to a new study that warns the scale of the trade is far larger than current data suggest. The study analyzed online seizure records from 2010 to 2021 and found smuggling incidents in 62 countries, with dried seahorses, widely used in traditional medicine, most commonly intercepted at airports in passenger baggage or shipped in sea cargo.

      

      
        Researchers engineer a herpes virus to turn on T cells for immunotherapy
        A team identified herpes virus saimiri, which infects the T cells of squirrel monkeys, as a source of proteins that activate pathways in T cells that are needed to promote T cell survival.

      

      
        New AI tool reveals single-cell structure of chromosomes -- in 3D
        In a major leap forward for genetic and biomedical research, scientists have developed a powerful new artificial intelligence tool that can predict the 3D shape of chromosomes inside individual cells -- helping researchers gain a new view of how our genes work.

      

      
        Ongoing surface modification on Jupiter's moon Europa uncovered
        A series of experiments support spectral data recently collected by the James Webb Space Telescope that found evidence that the icy surface of Jupiter's moon Europa is constantly changing. Europa's surface ice is crystallizing at different rates in different places, which could point to a complex mix of external processes and geologic activity affecting the surface.

      

      
        Timing, consistency of activity linked to better fitness
        The timing and consistency of your daily activity might be associated with improved cardiorespiratory fitness and walking efficiency.

      

      
        Observing one-dimensional anyons: Exotic quasiparticles in the coldest corners of the universe
        Scientists have observed anyons -- quasiparticles that differ from the familiar fermions and bosons -- in a one-dimensional quantum system for the first time. The results may contribute to a better understanding of quantum matter and its potential applications.

      

      
        Cosmic mystery deepens as astronomers find object flashing in both radio waves and X-rays
        A team of international astronomers have discovered a new cosmic object emitting both radio waves and x-rays.

      

      
        Solitonic superfluorescence paves way for high-temperature quantum materials
        A new study in Nature describes both the mechanism and the material conditions necessary for superfluorescence at high temperature.

      

      
        Coastal Alaska wolves exposed to high mercury concentrations from eating sea otters
        Scientists show that wolves that are eating sea otters in Alaska have much higher concentrations of mercury than those eating other prey such as deer and moose.

      

      
        Mother's warmth in childhood influences teen health by shaping perceptions of social safety
        Parental warmth and affection in early childhood can have life-long physical and mental health benefits for children, and new research points to an important underlying process: children's sense of social safety.

      

      
        When the forest is no longer a home -- forest bats seek refuge in settlements
        Many bat species native to Germany, such as the Leisler's bat, are forest specialists. However, as it is becoming increasingly hard for them to find tree hollows in forest plantations, so they are moving to settlements instead. Using high-resolution GPS data from bats, a team led by scientists has analyzed in greater detail than ever before how Leisler's bats use their habitats, which tree species they look for when searching a roost, and which forest types they avoid. They found that these bats ...

      

      
        Intestinal bacteria influence aging of blood vessels
        The aging of the innermost cell layer of blood vessels leads to cardiovascular diseases. Researchers have now shown for the first time that intestinal bacteria and their metabolites contribute directly to vascular aging. As people age, the bacterial composition in their gut changes, resulting in fewer 'rejuvenating' and more harmful substances in the body.

      

      
        New chiral photonic device combines light manipulation with memory
        Engineers have developed a multifunctional, reconfigurable component for an optical computing system that could be a game changer in electronics.

      

      
        Research untangles role of stress granules in neurodegenerative disease
        Scientists found that stabilizing stress granules suppresses the effects of ALS-causing mutations, correcting previous models that imply stress granules promote amyloid formation.

      

      
        Whether it's smoking or edibles, marijuana can be bad for your heart, study suggests
        A new study finds that chronic cannabis use -- whether it's smoked or consumed in edible form -- is associated with significant cardiovascular risks.

      

      
        Electric buses struggle in the cold, researchers find
        Researchers have released new insights on a pilot program involving all-electric buses in Ithaca, NY, USA -- with implications for cities, schools and other groups that are considering the electrification of their fleets, as well as operators, policymakers and manufacturers.

      

      
        Zika virus uses cells' 'self-care' system to turn against host
        A new study reveals the biological secret to the Zika virus's infectious success: Zika uses host cells' own 'self-care' system of clearing away useless molecules to suppress the host proteins that the virus has employed to get into those cells in the first place.

      

      
        New study analyzes air quality impacts of wildfire smoke
        With wildfires increasing in frequency, severity, and size in the Western U.S., researchers are determined to better understand how smoke impacts air quality, public health, and even the weather. As fires burn, they release enormous amounts of aerosols -- the vaporized remains of burning trees and homes that enter the atmosphere and the air we breathe. Now, a new study dissects these aerosols and gases to pinpoint their potential effects on our health as well as the planet's short and long-term w...

      

      
        Cryogenic hydrogen storage and delivery system for next-generation aircraft
        Researchers have designed a liquid hydrogen storage and delivery system that could help make zero-emission aviation a reality. Their work outlines a scalable, integrated system that addresses several engineering challenges at once by enabling hydrogen to be used as a clean fuel and also as a built-in cooling medium for critical power systems aboard electric-powered aircraft.

      

      
        Just add iron: Researchers develop a clever way to remove forever chemicals from water
        Researchers find that iron powder, an inexpensive alternative to activated carbon, does a better job at filtering PFOS from water -- it's 26 times more effective.

      

      
        Overlooked cells might explain the human brain's huge storage capacity
        Researchers have a new hypothesis for how brain cells called astrocytes might contribute to memory storage in the brain. Their model, known as dense associative memory, would help explain the brain's massive storage capacity.

      

      
        How does digestion affect molecular analysis of owl pellets?
        Researchers found that digestion in hawks and owls can alter the results of isotopic analysis in pellets and droppings.

      

      
        Rapid simulations of toxic particles could aid air pollution fight
        A pioneering method to simulate how microscopic particles move through the air could boost efforts to combat air pollution, a study suggests.

      

      
        Cryo-em freezes the funk: How scientists visualized a pungent protein
        Most people have witnessed -- or rather smelled -- when a protein enzyme called sulfite reductase works its magic. This enzyme catalyzes the chemical reduction of sulfite to hydrogen sulfide. Hydrogen sulfide is the rotten egg smell that can occur when organic matter decays and is frequently associated with sewage treatment facilities and landfills. But scientists have not been able to capture a visual image of the enzyme's structure until now, thus limiting their full understanding of how it wor...

      

      
        Hitting the right notes to play music by ear
        A team analyzed a range of YouTube videos that focused on learning music by ear and identified four simple ways music learning technology can better aid prospective musicians -- helping people improve recall while listening, limiting playback to small chunks, identifying musical subsequences to memorize, and replaying notes indefinitely.

      

      
        Nature-inspired breakthrough enables subatomic ferroelectric memory
        A research team has discovered ferroelectric phenomena occurring at a subatomic scale in the natural mineral Brownmillerite.

      

      
        Location matters: Belly fat compared to overall body fat more strongly linked to psoriasis risk
        Researchers have found that central body fat, especially around the abdomen, is more strongly linked to psoriasis risk than total body fat, particularly in women. This link between central fat and psoriasis remained consistent regardless of genetic predisposition, indicating that abdominal fat is an independent risk factor. The study provides insights that could help improve early risk prediction and guide personalized prevention strategies.

      

      
        Home water-use app improves water conservation
        A new study has found that a smartphone app that tracks household water use and alerts users to leaks or excessive consumption offers a promising tool for helping California water agencies meet state-mandated conservation goals. The study found that use of the app -- called Dropcountr -- reduced average household water use by 6%, with even greater savings among the highest water users.

      

      
        Nordic studies show the significance of old-growth forests for biodiversity
        Researchers conducted a systematic review of 99 scientific publications that compared the flora or fauna of old-growth forests, managed forests and clearcut sites in boreal Europe. The reviewed studies showed large differences in the species communities inhabiting these forest types. The species richness of full-canopy forests increases as the forest gets older. Clearcut sites are also species-rich, but they are inhabited by a distinct set of species in comparison to full-canopy forests.

      

      
        Machine learning simplifies industrial laser processes
        Laser-based metal processing enables the automated and precise production of complex components, whether for the automotive industry or for medicine. However, conventional methods require time- and resource-consuming preparations. Researchers are now using machine learning to make laser processes more precise, more cost-effective and more efficient.

      

      
        The magic of light: Dozens of images hidden in a single screen
        New technology that uses light's color and spin to display multiple images.

      

      
        Boys who are overweight in their early teens risk passing on harmful epigenetic traits to future children
        A new study suggests that boys who become overweight in their early teens risk damaging the genes of their future children, increasing their chances of developing asthma, obesity and low lung function.

      

      
        Without public trust, effective climate policy is impossible
        When formulating climate policy, too little attention is paid to social factors and too much to technological breakthroughs and economic reasons. Because citizens are hardly heard in this process, European governments risk losing public support at a crucial moment in the climate debate.

      

      
        Wilms tumors: How genes and imprinting pave the way for cancer
        A biobank for pediatric kidney tumors plays a key role in identifying hereditary causes of Wilms tumors. New insights gained with its help enable better risk assessment for affected families and could form the basis for targeted screening and improved early detection.

      

      
        A chip with natural blood vessels
        Miniature organs on a chip could allow us to do scientific studies with great precision, without having to resort to animal testing. The main problem, however, is that artificial tissue needs blood vessels, and they are very hard to create. Now, new technology has been developed to create reproducible blood vessels using high-precision laser pulses. Tissue has been created that acts like natural tissue.

      

      
        'Raindrops in the Sun's corona': New adaptive optics shows stunning details of our star's atmosphere
        Scientists have produced the finest images of the Sun's corona to date. To make these high-resolution images and movies, the team developed a new 'coronal adaptive optics' system that removes blur from images caused by the Earth's atmosphere. Their ground-breaking results pave the way for deeper insight into coronal heating, solar eruptions, and space weather, and open an opportunity for new discoveries in the Sun's atmosphere.

      

      
        The ocean seems to be getting darker
        Scientists, who have spent more than a decade examining the impact of artificial light at night on the world's coasts and oceans, have shown that more than one-fifth of the global ocean -- an area spanning more than 75 million sq km -- has been the subject of ocean darkening over the past two decades. Ocean darkening occurs when changes in the optical properties of the ocean reduce the depth of its photic zones, home to 90% of all marine life and places where sunlight and moonlight drive ecologic...

      

      
        Chronic renal failure: Discovery of a crucial biomarker
        Scientists have identified microRNA able to protect small blood vessels and support kidney function after severe injury.

      

      
        New pace of aging measurement reveals trajectories of healthspan and lifespan in older people
        A newly refined method for measuring the Pace of Aging in population-based studies provides a powerful tool for predicting risks associated with aging, including chronic illness, cognitive impairment, disability, and mortality. The method offers researchers and policy makers a novel approach to quantify how quickly individuals and populations experience age-related health decline.

      

      
        Different versions of APOE protein have varying effect on microglia in Alzheimer's disease
        A new study suggests how APOE2 is protective while APOE4 increases disease risk by regulating the brain's immune cells.

      

      
        How brain stimulation alleviates symptoms of Parkinson's disease
        Persons with Parkinson's disease increasingly lose their mobility over time and are eventually unable to walk. Hope for these patients rests on deep brain stimulation, also known as a brain pacemaker. In a current study, researchers investigated whether and how stimulation of a certain region of the brain can have a positive impact on ambulatory ability and provide patients with higher quality of life. To do this, the researchers used a technique in which the nerve cells are activated and deactiv...

      

      
        Stirling research could extend biopesticide effectiveness
        Alterations to the diet of pests could impact how quickly they can adapt to biopesticides.

      

      
        Discovery offers new insights into skin healing in salmon
        Scientists have discovered cells in the skin of Atlantic salmon that offer new insights into how wounds heal, tissues regenerate, and cellular transitions support long-term skin health.

      

      
        How you handle your home life can boost work performance, shows new study
        A new study shows that people who proactively reorganise their family routines -- such as adjusting childcare schedules or redistributing domestic responsibilities -- are more likely to demonstrate adaptability and innovation at work.

      

      
        Unconditional cash transfers following childbirth increases breastfeeding
        The U.S. is facing a maternal health crisis with higher rates of maternal mortality than any other high-income country. Social and economic factors, including income, are recognized determinants of maternal morbidity and mortality. In addition, more than half of pregnancy-related deaths (deaths occurring during pregnancy or within one year after delivery) occur in the postpartum year. In what is believed to be the first review to summarize evidence on the effect of unconditional cash transfers (U...

      

      
        
          	
          	
            Sections
          
          	
            All Top News
          
        

      

    

  
	
	Articles
	Sections
	Next



Kinetic coupling -- breakthrough in understanding biochemical networks | ScienceDaily
A new concept of kinetic modules in biochemical networks could revolutionize the understanding of how these networks function. Scientists from the University of Potsdam and the Max Planck Institute of Molecular Plant Physiology in Golm succeeded in linking the structure and dynamics of biochemical networks via kinetic modules, thus clarifying a systems biology question that has been open for longtime. Their groundbreaking findings were published today in the journal "Science Advances." 


						
Biochemical networks are the central processing units of a cell that enable it to process signals and convert molecules into building blocks that support cell functions. They are described by the structure and dynamics of the underlying chemical reactions in the cell.

These networks have been broken down into functional modules using the structure of the networks using bioinformatics methods. Kinetic modules are a type of functional modules that arise due to the interplay between network structure and dynamics. "We wanted to find out how kinetic modules in the biochemical networks determine the robustness of the concentrations of metabolites and what effects they have on the functionality of these networks," explains Zoran Nikoloski, Professor for Bioinformatics at the University of Potsdam and a Cooperative Group Leader at the Max Planck Institute of Molecular Plant Physiology. Robustness refers to the ability of a network to maintain a constant concentration of metabolic products, across any change in the environment. This ensures the survival and growth of a cell in the event of various environmental fluctuations. The loss of robustness in the concentration of certain metabolites is considered a hallmark of many diseases.

Using a new concept of kinetic modules based on the kinetic coupling of reaction rates, the team analyzed 34 metabolic network models of 26 different organisms, including those of the model plant Arabidopsis thaliana, the model bacterium Escherichia coli, and the model fungus Saccharomyces cerevisiae. With their concept of kinetic modules, the researchers were able to successfully link the structure and dynamics of biochemical networks and thus clarify a systems biology question that has been open for three decades.

"Our results have wide implications for biotechnological and medical applications," Nikoloski says. "We expect that the automated identification of modules can be used to deepen our understanding of the relationships between regulatory, signaling, and metabolic networks and of design principles that extend beyond network structure."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250528174914.htm



	
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Mid-air transformation helps flying, rolling robot to transition smoothly | ScienceDaily

The new robot, dubbed ATMO (aerially transforming morphobot), uses four thrusters to fly, but the shrouds that protect them become the system's wheels in an alternative driving configuration. The whole transformation relies on a single motor to move a central joint that lifts ATMO's thrusters up into drone mode or down into drive mode.

The researchers describe the robot and the sophisticated control system that drives it in a paper recently published in the journal Communications Engineering.

"We designed and built a new robotic system that is inspired by nature -- by the way that animals can use their bodies in different ways to achieve different types of locomotion," says Ioannis Mandralis (MS '22), a graduate student in aerospace at Caltech and lead author of the new paper. For example, he says, birds fly and then change their body morphology to slow themselves down and avoid obstacles. "Having the ability to transform in the air unlocks a lot of possibilities for improved autonomy and robustness," Mandralis says.

But midair transformation also poses challenges. Complex aerodynamic forces come into play both because the robot is close to the ground and because it is changing its shape as it morphs.

"Even though it seems simple when you watch a bird land and then run, in reality this is a problem that the aerospace industry has been struggling to deal with for probably more than 50 years," says Mory Gharib (PhD '83), the Hans W. Liepmann Professor of Aeronautics and Medical Engineering, director and Booth-Kresa Leadership Chair of Caltech's Center for Autonomous Systems and Technologies (CAST), and director of the Graduate Aerospace Laboratories of the California Institute of Technology (GALCIT). All flying vehicles experience complicated forces close to the ground. Think of a helicopter, as an example. As it comes in for a landing, its thrusters push lots of air downward. When that air hits the ground, some portion of it bounces back up; if the helicopter comes in too quickly, it can get sucked into a vortex formed by that reflected air, causing the vehicle to lose its lift.

In ATMO's case, the level of difficulty is even greater. Not only does the robot have to contend with complex near-ground forces, but it also has four jets that are constantly altering the extent to which they are shooting toward each other, creating additional turbulence and instability.

To better understand these complex aerodynamic forces, the researchers ran tests in CAST's drone lab. They used what are called load cell experiments to see how changing the robot's configuration as it came in for landing affected its thrust force. They also conducted smoke visualization experiments to reveal the underlying phenomena that lead to such changes in the dynamics.

The researchers then fed those insights into the algorithm behind a new control system they created for ATMO. The system uses an advanced control method called model predictive control, which works by continuously predicting how the system will behave in the near future and adjusting its actions to stay on course.

"The control algorithm is the biggest innovation in this paper," Mandralis says. "Quadrotors use particular controllers because of how their thrusters are placed and how they fly. Here we introduce a dynamic system that hasn't been studied before. As soon as the robot starts morphing, you get different dynamic couplings -- different forces interacting with one another. And the control system has to be able to respond quickly to all of that."
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A sweeping study of 7,000 years of monuments in South Arabia | ScienceDaily
New research brings together 7,000 years of history in South Arabia to show how ancient pastoralists changed placement and construction of monuments over time in the face of environmental and cultural forces.


						
In a study published today (May 28, 2025) in PLOS One, an international team of archaeologists documents how monuments changed as the climate transitioned from a humid environment to, eventually, an arid desert.

Early monuments were built by larger groups at one time. But as people dispersed with the increasingly drier climate, smaller groups began constructing monuments and eventually built many of them in several visits.

"The findings show that monuments are a flexible technology that reflect the resilience of desert pastoralists in the face of a changing climate," said Joy McCorriston, lead author of the study and professor of anthropology at The Ohio State University.

But the key role that these monuments played in people's lives remained a constant.

"These monuments are touchstones for human social belonging," McCorriston said.

"As these groups became smaller and more spread out in the desert, people's interactions with the monuments consolidates a sense of being part of a larger society."

The research team analyzed 371 archaeological monuments in the arid Dhofar region of Oman. The earliest monuments studied were created from 7500 to 6200 BP (years Before Present) in the Holocene Humid Period. This period was characterized by higher-than-modern rainfall in southern Arabia.




The most recent monuments studied were created from 1100-750 BP, during the Late Antiquity when the area had become a desert.

While examples of most of the monuments and archaeological sites had previously been studied and classified, that research was generally very time- and place-specific, McCorriston said.

"What we've done is take a holistic look and show how all these individual monuments were part of a larger story of how the monuments changed as the lives of the people changed over thousands of years," she said.

The researchers did this by looking at a standard set of observations for all the monuments and developing a model that could be used in other contexts and places around the world.

For example, the model may be applicable and adaptable to assess social resilience in regions such as Saharan, Mongolian, or the high Andes.

One of the key measurements the researchers made was the volume and size of stones used in construction of the monuments. The earliest-built monuments in the study were Neolithic platforms, which contained larger stones. They were the largest monuments studied and were built at one time.




"The significance of the larger stones is that it takes more people to lift them. We know that it took at least seven strong men to lift the largest stones," McCorriston said.

"These large monuments that were built in one episode could only be built early on, before the region became arid. This is when large groups of people could still come together at one time."

Some of these larger monuments could serve large gatherings of people, where they could converge with multiple herds of cattle, and have animal sacrifices and feasts.

As the region became more arid and could no longer support large numbers of people nor their coming together, small groups traveled widely, going to where they could find water and places for their animals to graze.

They still had to build monuments in one episode, such as for burials, but by this time they tended to be smaller and use smaller stones, the researchers found.

What became more common were what are called accretive monuments, which people built over time -- sometimes many years -- rather than in one episode, like the earlier platform monuments.

One example of such monuments is accretive triliths. The higher number of triliths, along with the smaller stone volumes with few heavy stones, are consistent with monuments built over time by smaller, dispersed groups in an era of hyper-aridity.

These accretive monuments functioned as touchstones, allowing pastoralists to maintain connections and social resilience even as their movements and populations became more dispersed.

"In many cases, they were building a memory. They come to a monument and add their piece, which was a replicated element of the whole. It helped people maintain a community, even with those they may rarely see," she said.

It is impossible to say what were the precise messages the monuments were meant to convey, according to McCorriston. "What we can say is that the monuments conveyed readable meanings to others who shared the same cultural context."

It is possible, though, that some monuments were built to assure others in a social network access to important environmental information as they came by later.

"People would need to know, did it rain here last year? Did the goats eat all the grass? Pastoralists used this technology to help absorb the risk of being in an inherently variable and risky environment," she said. And they would need to depend on social networks for livestock exchanges, marriage partners, and rare materials, like sea shells, carnelian and agate and metal.

"That is one of the key points of what we found. Our model highlights a reliance on monuments to preserve connections and adapt socially in a changing world."

Other Ohio State co-authors on the study were Lawrence Ball, Ian Hamilton, Matthew Senn and Abigail Buffington. Other co-authors were Michael Harrower of Johns Hopkins University; Sarah Ivory of Penn State University; Tara Steimer-Herbet of the Universite de Geneve, Geneva, Switzerland; and 'Ali Ahmad Al-Kathiri and 'Ali Musalam Al-Mahriof the Ministry of Heritage and Tourism, Salalah, Sultanate of Oman.
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Huge sea-urchin populations are overwhelming Hawaii's coral reefs | ScienceDaily
As coral reefs struggle to adapt to warming waters, high levels of pollution and sea-level rise, ballooning sea-urchin populations are threatening to push some reefs in Hawaii past the point of recovery.


						
The phenomenon is described in a new study that uses on-site field work and airborne imagery to track the health of the reef in Honaunau Bay, Hawaii. Overfishing is the main culprit behind the explosion in sea-urchin numbers, said Kelly van Woesik, Ph.D. student in the North Carolina State University Center for Geospatial Analytics and first author of the study.

"Fishing in these areas has greatly reduced the number of fishes that feed on these urchins, and so urchin populations have grown significantly," van Woesik said. "We are seeing areas where you have about 51 urchins per square meter, which is among the highest population density for sea urchins anywhere in the world."

Those urchins eat the reef, which is already not growing at a healthy rate, van Woesik said. Water pollution and overheated water created by climate change result in a poor environment for the coral to reproduce and grow, leaving the reef even less able to keep up with the pace of erosion caused by the urchins.

Reef growth is generally measured in terms of net carbonate production, which refers to the amount of calcium carbonate produced in a square meter over a year. Prior research in the 1980s found areas in Hawaii with carbonate production around 15 kilograms per square meter, which would signal a healthy, growing reef, van Woesik said. The reef in Honaunau Bay today, however, showed an average net carbonate production of only 0.5 kg per square meter, indicating that the reef is growing very slowly.

By combining data gathered through on-site scuba diving with images taken from the air, van Woesik determined that the reef would need to maintain an average of 26% coral cover to break even with the pace of urchin erosion, and a higher cover in order to grow. The average coral cover across all depths was 28%, she said, but areas in shallow depths with more erosion would still need nearly 40% cover to break even.

For the islands they surround, coral reefs like those in Honaunau Bay provide important coastal protection against erosion from waves, absorbing up to 97% of incoming wave energy. They are also often vital to the economies of those areas, which rely on the reefs and the fishes that live there. Van Woesik said the study highlights the need for more robust fisheries management in the area to bolster the populations of carnivorous fishes that eat the urchins.

"The reefs cannot keep up with erosion without the help of those natural predators, and these reefs are essential to protecting the islands they surround," she said. "Without action taken now, we risk allowing these reefs to erode past the point of no return."
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Bed bugs are most likely the first human pest, new research shows | ScienceDaily
Ever since a few enterprising bed bugs hopped off a bat and attached themselves to a Neanderthal walking out of a cave 60,000 years ago, bed bugs have enjoyed a thriving relationship with their human hosts.


						
Not so for the unadventurous bed bugs that stayed with the bats -- their populations have continued to decline since the Last Glacial Maximum, also known as the ice age, which was about 20,000 years ago.

A team led by two Virginia Tech researchers recently compared the whole genome sequence of these two genetically distinct lineages of bed bugs. Published in Biology Letters on Tuesday, May 28, their findings indicate the human-associated lineage followed a similar demographic pattern as humans and may well be the first true urban pest.

"We wanted to look at changes in effective population size, which is the number of breeding individuals that are contributing to the next generation, because that can tell you what's been happening in their past," said Lindsay Miles, lead author and postdoctoral fellow in the Department of Entomology.

According to the researchers, the historical and evolutionary symbiotic relationship between humans and bed bugs will inform models that predict the spread of pests and diseases under urban population expansion.

By directly tying human global expansion to the emergence and evolution of urban pests like bed bugs, researchers may identify the traits that co-evolved in both humans and pests during urban expansion.

A stairway graph (at left) shows that the genome-wide patterns of bed bug demography mirrors global human expansion, courtesy of Biology Letters 21: 20250061. The image of bed bugs is courtesy of Warren Booth.




"Initially with both populations, we saw a general decline that is consistent with the Last Glacial Maximum; the bat-associated lineage never bounced back, and it is still decreasing in size," said Miles, an affiliate with the Fralin Life Sciences Institute. "The really exciting part is that the human-associated lineage did recover and their effective population increased."

Miles points to the early establishment of large human settlements that expanded into cities such as Mesopotamia about 12,000 years ago.

"That makes sense because modern humans moved out of caves about 60,000 years ago," said Warren Booth, the Joseph R. and Mary W. Wilson Urban Entomology Associate Professor. "There were bed bugs living in the caves with these humans, and when they moved out they took a subset of the population with them so there's less genetic diversity in that human-associated lineage."

As humans increased their population size and continued living in communities and cities expanded, the human-associated lineage of the bed bugs saw an exponential growth in their effective population size.

By using the whole genome data, the researchers now have a foundation for further study of this 245,000 year old lineage split. Since the two lineages have genetic differences yet not enough to have evolved into two distinct species, the researchers are interested in focusing on the evolutionary alterations of the human-associated lineage compared with the bat-associated lineage that have taken place more recently.

"What will be interesting is to look at what's happening in the last 100 to 120 years," said Booth. "Bed bugs were pretty common in the old world, but once DDT [dichloro-diphenyl-trichloroethane] was introduced for pest control, populations crashed. They were thought to have been essentially eradicated, but within five years they started reappearing and were resisting the pesticide."

Booth, Miles, and graduate student Camille Block have already discovered a gene mutation that could contribute to that insecticide resistance in a previous study, and they are looking further into the genomic evolution of the bed bugs and relevance to the pest's insecticide resistance.

Booth said the project is a good example of what happens when researchers "follow the science," which he is afforded the space to do thanks in part to the Joseph R. and Mary W. Wilson endowment that supports his faculty position.

"It's a great resource to have," said Booth. "We are using it for work investigating the evolution of insecticide resistance and species spread using museum specimens collected from 120 years ago to our present-day samples. "I'm very lucky to have that freedom to explore."
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Nearly five million seized seahorses just 'tip of the iceberg' in global wildlife smuggling | ScienceDaily
Close to five million smuggled seahorses worth an estimated CAD$29 million were seized by authorities over a 10-year span, according to a new study that warns the scale of the trade is far larger than current data suggest.


						
Published today in Conservation Biology, the study analyzed online seizure records from 2010 to 2021 and found smuggling incidents in 62 countries, with dried seahorses, widely used in traditional medicine, most commonly intercepted at airports in passenger baggage or shipped in sea cargo.

"The nearly 300 seizures we analyzed were based only on online records and voluntary disclosures including government notices and news stories. This means that what we're seeing is just the tip of the iceberg," said first author Dr. Sarah Foster, research associate at UBC's Project Seahorse and focal point for trade in the International Union for Conservation of Nature global expert group on seahorses and their relatives.

Seahorses were often seized alongside other illegally traded products such as elephant ivory and pangolin scales, showing marine life is smuggled just like terrestrial wildlife in global networks.

The team also found emerging trade routes for dried seahorses involving Europe and Latin America, in addition to major destinations like China and Hong Kong. "Trade routes appear to be diversifying, and so must enforcement efforts," said co-author Syd Ascione, an undergraduate research biologist at Project Seahorse.

Legal trade of seahorses

International seahorse trade is allowed with permits certifying it does not harm wild populations under the Convention on International Trade in Endangered Species of Wild Fauna and Flora (CITES), an agreement among 184 countries, including Canada and the European Union. But barriers like proving the trade is sustainable make permits difficult to obtain, moving the trade underground.




The researchers also noted that data about seizures is scarce, particularly for marine life, and enforcement efforts often focus on larger, more charismatic animals like elephants or tigers.

"All countries must step up with strong deterrents -- good detective work, determined enforcement, and meaningful penalties -- to shut down the illegal seahorse trade," said senior author Dr. Teale Phelps Bondaroff, director of research at OceansAsia."At the same time, we must continue using innovative research and investigation methods to uncover hidden networks and outpace traffickers."

Stepping up enforcement

The study found that most seizures of seahorses occurred in transit or destination countries, highlighting the potential efficacy of enforcement efforts at those points.

Airports were the most common places where seahorses were seized, with passenger baggage accounting for the highest number of cases. However, the largest seizures by volume were found in sea cargo, highlighting the need for countries to keep a close eye on illegal wildlife moving by sea.

Customs and other enforcement agencies made the vast majority of reported seizures, but only seven per cent of these had information on legal penalties, leaving it unclear as to how often seizures lead to punishment.

Values for seized seahorses were provided in 34 records. Using these, the researchers estimated the average value per seahorse was about CAD$7, for a total of CAD$29 million over 10 years.

Seahorses are used in traditional medicine and can be a valuable income source for fishers, so efforts to reduce illegal trade need both a carrot and a stick, said Dr. Foster. "We need to make sustainable, legal trade viable enough that people obey the laws, and ensure that we also have sufficient deterrents to stop illegal activity."

Seahorses are a symbol of ocean biodiversity and protecting them helps everyone involved, she added. "We've done work with traditional medicine traders in Hong Kong, and when we ask them, 'How long do you want seahorses around?', they say 'Forever, they're really important!' And we agree."
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Researchers engineer a herpes virus to turn on T cells for immunotherapy | ScienceDaily
Recent research points to the potential utility of a familiar sounding foe-herpes virus-in the fight against cancer.


						
The idea: the virus has evolved to commandeer cellular machinery in order activate signaling pathways inside cells and these strategies can be repurposed to bolster immunotherapy against diseases like cancer.

T cells are front line defenders against pathogens, like viruses, and cancer because they can kill infected or malignant cells.

Scientists have for years been trying different techniques to direct these immune cells to protect against disease.

CAR-T therapy is one such example of prompting the body's own immune system to attack certain forms of cancer using T cells.

However, the therapeutic potential of T cells can be limited by the suppressive environment present within tumors that impairs T cell survival and function.

The University of Michigan team identified herpes virus saimiri, which infects the T cells of squirrel monkeys, as a source of proteins that activate pathways in T cells that are needed to promote T cell survival.




The work, led by the lab of Adam Courtney, Ph.D., in the Department of Pharmacology and the U-M Rogel Cancer Center, exploits this ability in order to investigate whether a modified viral protein could be used to activate transcription factors known as STAT proteins.

The approach is borne of observations that stimulation of the JAK-STAT5 pathway by cytokines like interleukin-2 (IL-2) helps boost the therapeutic ability of T cells to kill cancer cells.

The team engineered a variant of the tyrosine kinase interacting protein from the herpes virus to bind LCK (a kinase active in resting T cells) and recruit it to activate STAT5.

In this way, the team determined that direct activation of STAT5 could sustain T cell function in tumors of mouse models of melanoma and lymphoma.

Their findings hint at a new approach -- using genes from organisms with proven ability to modulate human cells -- to enhance the power of immunotherapy.

Ph.D. candidate Yating Zheng, of the Department of Pharmacology at U-M Medical School is first author of the paper.
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New AI tool reveals single-cell structure of chromosomes -- in 3D | ScienceDaily
In a major leap forward for genetic and biomedical research, two scientists at the University of Missouri have developed a powerful new artificial intelligence tool that can predict the 3D shape of chromosomes inside individual cells -- helping researchers gain a new view of how our genes work.


						
Chromosomes are the tiny storage boxes that hold our DNA. Since each cell has about six feet of DNA packed inside it, it must be folded up tightly to fit. This folding not only saves space -- it also controls which genes are active or inactive. But when the DNA doesn't fold the right way, it can disrupt normal cell functions and lead to serious diseases, including cancer.

Historically, scientists have relied on data that averaged results from millions of cells at once. That makes it almost impossible to see the unique differences between individual cells. But the new AI model developed by Yanli Wang and Jianlin "Jack" Cheng at Mizzou's College of Engineering changes that.

"This is important because even cells from the same part of the body can have chromosomes folded in very different ways," Wang, a graduate student and lead author of the study, said. "That folding controls which genes are turned on or off."

Studying single cells is tricky because the data is often messy or incomplete. But the new AI tool is specially designed to work with those challenges. It's smart enough to spot weak patterns in noisy data, and it knows how to estimate a chromosome's 3D shape even when some information is missing.

It also understands how to "see" biological structures correctly, even when they're rotated. Compared to a previous deep learning AI method, Mizzou's tool is more than twice as accurate when analyzing human single-cell data.

The team has made the software free and available to scientists around the world. That means researchers can now use it to better understand how genes function, how diseases start and how to design better treatments.

"Every single cell can have a different chromosome structure," Cheng, a Curators' Distinguished Professor of Electrical Engineering and Computer Science, said. "Our tool helps scientists study those differences in detail -- which can lead to new insights into health and disease."

The researchers now plan to improve the AI tool even further by expanding it to build the high-resolution structures of entire genomes. Their goal: to give scientists the clearest picture yet of the genetic blueprint inside our cells.
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Ongoing surface modification on Jupiter's moon Europa uncovered | ScienceDaily
A series of experiments led by Southwest Research Institute's Dr. Ujjwal Raut support spectral data recently collected by the James Webb Space Telescope (JWST) that found evidence that the icy surface of Jupiter's moon Europa is constantly changing. Europa's surface ice is crystallizing at different rates in different places, which could point to a complex mix of external processes and geologic activity affecting the surface.


						
Water ice can be divided into two broad categories based on its structure. On Earth, crystalline ice occurs when water molecules arrange into a hexagonal pattern during the freezing process. But on the surface of Europa, exposed water ice is constantly bombarded by charged particles that disrupt the crystalline structure, forming what is referred to as amorphous ice.

Raut, a program manager in SwRI's Planetary Science Section, cowrote a paper outlining the findings from extensive laboratory experiments conducted by his team to understand the Europa's icy surface. The experiments proved critical to constrain the time scales for the amorphization and recrystallization of ice on Europa, particularly in the chaos terrains where features such as ridges, cracks and plains are jumbled and enmeshed with one another. Combined with the new data collected by JWST, Raut said they are seeing increasing evidence for a liquid ocean beneath the icy surface.

For the past couple decades, scientists have thought that Europa's surface was covered by a very thin layer of amorphous ice protecting crystalline ice beneath this upper veneer (~ 0.5 mm depths). This new study found crystalline ice on the surface as well as at depth in some areas on Europa, especially an area known as Tara Regio.

"We think that the surface is fairly porous and warm enough in some areas to allow the ice to recrystallize rapidly," said Dr. Richard Cartwright, lead author of the paper and a spectroscopist at Johns Hopkins University's Applied Physics Laboratory. "Also, in this same region, generally referred to as a chaos region, we see a lot of other unusual things, including the best evidence for sodium chloride, like table salt, probably originating from its interior ocean. We also see some of the strongest evidence for CO2 and hydrogen peroxide on Europa. The chemistry in this location is really strange and exciting."

"Our data showed strong indications that what we are seeing must be sourced from the interior, perhaps from a subsurface ocean nearly 20 miles (30 kilometers) beneath Europa's thick icy shell," said Raut. "This region of fractured surface materials could point to geologic processes pushing subsurface materials up from below. When we see evidence of CO2 at the surface, we think it must have come from an ocean below the surface. The evidence for a liquid ocean underneath Europa's icy shell is mounting, which makes this so exciting as we continue to learn more."

For instance, CO2 found in this area includes the most common type of carbon, which has an atomic mass of 12 and contains six protons and six neutrons, as well as the rarer, heavier isotope that has an atomic mass of 13 with six protons and seven neutrons.

"Where is this 13CO2 coming from? It is hard to explain, but every road leads back to an internal origin, which is in line with other hypotheses about the origin of 12CO2 detected in Tara Regio," Cartwright said.
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Timing, consistency of activity linked to better fitness | ScienceDaily
Some people spring into action at dawn, while others prefer a slower start to their day. Whether you rise with a grin or a groan, scientists say your internal clock -- known as the circadian rhythm -- might influence that behavior and much more.


						
These biological clocks regulate not only sleep-wake cycles but also a wide range of daily physiological and metabolic functions. A growing body of research suggests that circadian rhythms are fundamental contributors to health and resilience.

Now, a new University of Florida Health study, funded by the National Institute on Aging, or NIA, shows that the timing and consistency of your daily activity might be associated with improved cardiorespiratory fitness and walking efficiency -- two key indicators of healthy aging.

The NIA is a part of the National Institutes of Health.

The study found that older adults with earlier and more consistent daily activity patterns had better heart and lung fitness compared with those with later or more irregular schedules.

"While we've long known that being active supports healthy aging, this study reveals that when you're active may also matter," said Karyn Esser, Ph.D., senior author and professor and chair of the UF College of Medicine's Department of Physiology and Aging. "The circadian mechanisms that generate daily rhythms in our system are important for our well-being."

Published in April in Medicine & Science in Sports and Exercise, the study does not prove causation, Esser emphasized. While the results are promising, more research is needed to determine whether adjusting activity timing can lead to health improvements and whether these findings extend to younger populations, she said.




Researchers enrolled about 800 independent older adults in the study with an average age of 76. Participants wore wrist devices that continuously monitored activity for seven days. They then underwent cardiopulmonary exercise testing to obtain a comprehensive assessment of their heart and lung health.

Key findings include:
    	Higher-amplitude activity and rest cycles -- this reflects greater activity during the active part of the day relative to the rest period -- were associated with better cardiorespiratory fitness and walking efficiency.
    	Earlier daily peak activity -- defined as the time of day when individuals were most active -- was linked to improved cardiorespiratory fitness and walking efficiency.
    	Greater consistency in daily activity patterns, such as having the peak activity occur at the same time each day, was also associated with better outcomes.

Activity includes all daily movement -- walking, gardening, cleaning or shopping -- not just formal exercise.

The body's internal clock helps align physiological functions, such as hormone release, blood pressure and core temperature, to the natural cycle of day and night. Disruptions to this rhythm, such as those experienced during jet lag or shift work, can have negative consequences for sleep, mood and physical functioning.

Esser emphasized that although her study suggests a link between earlier, consistent activity and better health, it doesn't prove that following such a schedule will improve health and fitness.

Still, the findings open intriguing possibilities for personalized medicine, she said. Because circadian rhythms vary from person to person, future health strategies could include tailoring activity and treatment schedules to an individual's internal clock.




"Each of us has a chronotype -- a biological tendency to be more alert in the morning or evening -- and that variation may play a significant role in our health," Esser said. "We're moving toward a future where understanding and respecting our individual rhythms can help guide medical care and daily living."

Scientists use an easy shorthand to describe whether someone is a morning or an evening person. An early riser is a "lark," the name taken from the bird whose song is often heard around dawn. The late risers are "owls," named, of course, after the bird that hunts at night and sleeps in the day.

In case anyone is wondering, Esser is a lark.

"The morning chronotype, that's me," she said. Lest anyone think all scientists share this trait, Esser notes, "I have a number of colleagues who are truly owls and don't like mornings at all."
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Observing one-dimensional anyons: Exotic quasiparticles in the coldest corners of the universe | ScienceDaily
Scientists led by Hanns-Christoph Nagerl have observed anyons -- quasiparticles that differ from the familiar fermions and bosons -- in a one-dimensional quantum system for the first time. The results, published in Nature, may contribute to a better understanding of quantum matter and its potential applications.


						
Nature categorizes particles into two fundamental types: fermions and bosons. While matter-building particles such as quarks and electrons belong to the fermion family, bosons typically serve as force carriers -- examples include photons, which mediate electromagnetic interactions, and gluons, which govern nuclear forces. When two fermions are exchanged, the quantum wave function picks up a minus sign, i.e., mathematically speaking, a phase of pi. This is totally different for bosons: Their phase upon exchange is zero. This quantum statistical property has drastic consequences for the behaviour of either fermionic or bosonic quantum many-body systems. It explains why the periodic table is built up the way it is, and it is at the heart of superconductivity.

However, in low-dimensional systems, a fascinating new class of particles emerges: anyons -- neither fermions nor bosons, with exchange phases between zero and pi. Unlike traditional particles, anyons do not exist independently but arise as excitations within quantum states of matter. This phenomenon is akin to phonons, which manifest as vibrations in a string yet behave as distinct "particles of sound." While anyons have been observed in two-dimensional media, their presence in one-dimensional (1D) systems has remained elusive -- until now.

A study published in Nature reports the first observation of emergent anyonic behaviour in a 1D ultracold bosonic gas. This research is a collaboration between Hanns-Christoph Nagerl's experimental group at the University of Innsbruck (Austria), theorist Mikhail Zvonarev at Universite Paris-Saclay, and Nathan Goldman's theory group at Universite Libre de Bruxelles (Belgium) & College de France (Paris). The research team achieved this remarkable feat by injecting and accelerating a mobile impurity into a strongly interacting bosonic gas, meticulously analysing its momentum distribution. Their findings reveal that the impurity enables the emergence of anyons in the system.

"What's remarkable is that we can dial in the statistical phase continuously, allowing us to smoothly transition from bosonic to fermionic behavior," says Sudipta Dhar, one of the leading authors of the study. "This represents a fundamental advance in our ability to engineer exotic quantum states." The theorist Botao Wang agrees: "Our modelling directly reflects this phase and allows us to capture the experimental results very well in our computer simulations."

This elegantly simple experimental framework opens new avenues for studying anyons in highly controlled quantum gases. Beyond fundamental research, such studies are particularly exciting because certain types of anyons are predicted to enable topological quantum computing -- a revolutionary approach that could overcome key limitations of today's quantum processors.

This discovery marks a pivotal step in the exploration of quantum matter, shedding new light on exotic particle behaviour that may shape the future of quantum technologies.
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Cosmic mystery deepens as astronomers find object flashing in both radio waves and X-rays | ScienceDaily
Astronomers from the International Centre for Radio Astronomy Research (ICRAR), in collaboration with international teams, have made a startling discovery about a new type of cosmic phenomenon.


						
The object, known as ASKAP J1832-0911, emits pulses of radio waves and X-rays for two minutes every 44 minutes.

This is the first time objects like these, called long-period transients (LPTs), have been detected in X-rays. Astronomers hope it may provide insights into the sources of similar mysterious signals observed across the sky.

The team discovered ASKAP J1832-0911 by using the ASKAP radio telescope on Wajarri Country in Australia, owned and operated by Australia's national science agency, CSIRO. They correlated the radio signals with X-ray pulses detected by NASA's Chandra X-ray Observatory, which was coincidentally observing the same part of the sky.

"Discovering that ASKAP J1832-0911 was emitting X-rays felt like finding a needle in a haystack," said lead author Dr Ziteng (Andy) Wang from the Curtin University node of ICRAR.

"The ASKAP radio telescope has a wide field view of the night sky, while Chandra observes only a fraction of it. So, it was fortunate that Chandra observed the same area of the night sky at the same time."

LPTs, which emit radio pulses that occur minutes or hours apart, are a relatively recent discovery. Since their first detection by ICRAR researchers in 2022, ten LPTs have been discovered by astronomers across the world.




Currently, there is no clear explanation for what causes these signals, or why they 'switch on' and 'switch off' at such long, regular and unusual intervals.

"This object is unlike anything we have seen before," Dr Wang said.

"ASKAP J1831-0911 could be a magnetar (the core of a dead star with powerful magnetic fields), or it could be a pair of stars in a binary system where one of the two is a highly magnetised white dwarf (a low-mass star at the end of its evolution)."

However, even those theories do not fully explain what we are observing. This discovery could indicate a new type of physics or new models of stellar evolution."

Detecting these objects using both X-rays and radio waves may help astronomers find more examples and learn more about them.

According to second author Professor Nanda Rea from the Institute of Space Science (ICE-CSIC) and Catalan Institute for Space studies (IEEC) in Spain, "Finding one such object hints at the existence of many more. The discovery of its transient X-ray emission opens fresh insights into their mysterious nature,"

"What was also truly remarkable is that this study showcases an incredible teamwork effort, with contributions from researchers across the globe with different and complementary expertise," she said.




The discovery also helps narrow down what the objects might be. Since X-rays are much higher energy than radio waves, any theory must account for both types of emission -- a valuable clue, given their nature remains a cosmic mystery.

The paper "Detection of X-ray Emission from a Bright Long-Period Radio Transient" was published overnight in Nature.

ASKAP J1832-0911 is located in our Milky Way galaxy about 15,000 light-years from Earth.
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Solitonic superfluorescence paves way for high-temperature quantum materials | ScienceDaily

The international team that did the work was led by North Carolina State University and included researchers from Duke University, Boston University and the Institut Polytechnique de Paris.

"In this work, we show both experimental and theoretical reasons behind macroscopic quantum coherence at high temperature," says Kenan Gundogdu, professor of physics at NC State and corresponding author of the study. "In other words, we can finally explain how and why some materials will work better than others in applications that require exotic quantum states at ambient temperatures."

Picture a school of fish swimming in unison or the synchronized flashing of fireflies -- examples of collective behavior in nature. When similar collective behavior happens in the quantum world -- a phenomenon known as macroscopic quantum phase transition -- it leads to exotic processes such as superconductivity, superfluidity, or superfluorescence. In all these processes a group of quantum particles forms a macroscopically coherent system that acts like a giant quantum particle.

However, quantum phase transitions normally require super cold, or cryogenic, conditions to occur. This is because higher temperatures create thermal "noise" that disrupts the synchronization and prevents the phase transition.

In a previous study, Gundogdu and colleagues had determined that the atomic structure of some hybrid perovskites protected the groups of quantum particles from the thermal noise long enough for the phase transition to occur. In these materials, large polarons -- groups of atoms bound to electrons -- formed, insulating light emitting dipoles from thermal interference and allowing superfluorescence.

In the new study, the researchers found out how the insulating effect works. When they used a laser to excite the electrons within the hybrid perovskite they studied, they saw large groups of polarons coming together. This grouping is called a soliton.




"Picture the atomic lattice as a fine cloth stretched between two points," Gundogdu says. "If you place solid balls -- which represent excitons -- on the cloth, each ball deforms the cloth locally. To get an exotic state like superfluorescence you need all the excitons, or balls, to form a coherent group and interact with the lattice as a unit, but at high temperatures thermal noise prevents this.

"The ball and its local deformation together form a polaron," Gundogdu continues. "When these polarons transition from a random distribution to an ordered formation in the lattice, they make a soliton, or coherent unit. The soliton formation process dampens the thermal disturbances, which otherwise impede quantum effects."

"A soliton only forms when there is enough density of polarons excited in the material," says Mustafa Ture, NC State Ph.D. student and co-first author of the paper. "Our theory shows that if the density of polarons is low, the system has only free incoherent polarons, whereas beyond a threshold density, polarons evolve into solitons."

"In our experiments we directly measured the evolution of a group of polarons from an incoherent uncorrelated phase to an ordered phase," adds Melike Biliroglu, postdoctoral researcher at NC State and co-first author of the work. "This is one of the first direct observations of macroscopic quantum state formation."

To confirm that the soliton formation suppresses the detrimental effects of temperature, the group worked with Volker Blum, the Rooney Family Associate Professor of Mechanical Engineering and Materials Science at Duke, to calculate the lattice oscillations responsible for thermal interference. They also collaborated with Vasily Temnov, professor of physics at CNRS and Ecole Polytechnique, to simulate the recombination dynamics of the soliton in the presence of thermal noise. Their work confirmed the experimental results and verified the intrinsic coherence of the soliton.

The work represents a leap forward in understanding both how and why certain hybrid perovskites are able to exhibit exotic quantum states.

"Prior to this work it wasn't clear if there was a mechanism behind high temperature quantum effects in these materials," says Franky So, co-author of the paper and the Walter and Ida Freeman Distinguished Professor of Materials Science and Engineering at NC State.

"This work shows a quantitative theory and backs it up with experimental results," Gundogdu says. "Macroscopic quantum effects such as superconductivity are key to all the quantum technologies we are pursuing -- quantum communication, cryptology, sensing and computation -- and all of them are currently limited by the need for low temperatures. But now that we understand the theory, we have guidelines for designing new quantum materials that can function at high temperatures, which is a huge step forward."

The work is supported by the Department of Energy, Office of Science (grant no. DE-SC0024396). Researchers Xixi Qin, and Uthpala Herath from Duke University; Anna Swan from Boston University; and Antonia Ghita from the Institut Polytechnique de Paris, also contributed to the work.
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Coastal Alaska wolves exposed to high mercury concentrations from eating sea otters | ScienceDaily
In late 2020, a female coastal wolf collared for a study on predation patterns unexpectedly died in southeastern Alaska.


						
The wolf, No. 202006, was only four years old.

"We spent quite a bit of time trying to figure out the cause of her death by doing a necropsy and different analyses of tissues," says Gretchen Roffler, a wildlife research biologist with the Alaska Department of Fish and Game.

"What finally came up was really unprecedented concentrations of mercury in this wolf's liver and kidneys and other tissues."

Roffler was put in touch with Dr. Ben Barst, PhD, an assistant professor in the Faculty of Science at the University of Calgary who was working at the University of Alaska Fairbanks at the time.

They, along with a team of other scientists, have now published new research in the journal Science of The Total Environment that shows wolves eating sea otters have much higher concentrations of mercury than those eating other prey such as deer and moose.

Mercury found in high concentrations in predators

Barst, an expert in ecotoxicology, says mercury is a naturally occurring element humans release from the Earth's crust through coal combustion and small-scale gold mining.




"It's a really weird metal in that it's liquid at room temperature or it can be a vapour," he says. "When it gets into the atmosphere in its elemental form, it can travel for really long distances."

Barst says it also gets converted into methyl mercury when it gets into aquatic environments.

"It's an organic form of mercury that really moves quite efficiently through the food web, and so it can reach high concentrations in predators that are tapped into aquatic food webs," he says. "So, we see higher concentrations in wolves that are tapped into a marine system."

The latest research compares wolves from Pleasant Island -- located in the Alaska Panhandle region, west of Juneau -- with the population on the mainland adjacent to the island, as well as wolves from interior Alaska.

"The highest concentrations are the wolves from Pleasant Island," says Barst, noting that the mainland population mostly feeds on moose and the odd sea otter.

He says there could be a number of factors driving the higher concentrations of mercury, but they are still researching several possibilities.




Mercury-wolf health impact examined

Researchers are also doing more work to determine mercury's role in impacting wolf health, as it remains unclear exactly what caused the death of Wolf No. 202006.

Barst notes, however, that years of data collected by Roffler show that 70 per cent of the island wolves' diet is sea otters.

"They're eating so many sea otters that they're just getting this higher dose of mercury and it accumulates over time," he says.

Roffler says there are other populations of wolves in Alaska as well as in B.C. that appear to be eating sea otters.

"It turns out that this might be a more widespread phenomenon than we thought originally," she says. "At first I was surprised it was happening at all."

It's not yet known whether the sea otters off the B.C. coast also contain high levels of mercury.

Potential link to climate change

Back in Alaska, Barst says there's a potential link to climate change due to the state's shrinking glaciers.

"We know that glaciers can release a tremendous amount of mercury," he says. "In coastal Alaska, glaciers are retreating at some of the most rapid rates in the world.

"With that melting of glaciers, you get release of the particulate bedrock and some of that bedrock contains mercury -- and so we don't really know the fate of that mercury. It may just get buried in sediments or it may actually be available for conversion to methyl mercury and get into the food web.

"That's part of what we're doing now."
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Mother's warmth in childhood influences teen health by shaping perceptions of social safety | ScienceDaily
Parental warmth and affection in early childhood can have life-long physical and mental health benefits for children, and new UCLA Health research points to an important underlying process: children's sense of social safety.


						
The study, published in JAMA Psychiatry, found that children who experience more maternal warmth at age 3 have more positive perceptions of social safety at age 14, which in turn predicts better physical and mental health outcomes at age 17.

Greater maternal warmth, defined as more praise, positive tone of voice and acts of affection, has previously been shown to predict better health across the lifespan. However, the mechanisms underlying these associations have been unclear, said Dr. Jenna Alley, lead author of the study and a postdoctoral fellow in the Laboratory for Stress Assessment and Research at UCLA.

One possibility is that interpersonal experiences early in life affect whether children perceive the social world as safe vs. threatening, accepting vs. rejecting and supportive vs. dismissive. Over time, these perceptions develop into mental frameworks, called social safety schemas, which help individuals interpret, organize, and make predictions about social situations and relationships.

"Your social safety schema is the lens through which you view every social interaction you have," Alley said. "In a way, these schemas represent your core beliefs about the world, what you can expect from it, and how you fit in."

The UCLA Health study is the first longitudinal research to track how maternal warmth in early childhood is related to perceptions of social safety in mid adolescence, and how perceptions of social safety influence physical and mental health outcomes as youth near adulthood.

Warmth from fathers was not studied because there was insufficient data from fathers in the dataset used in the study from the Millenium Cohort Study. Parental warmth care has been historically overlooked in research, Alley said, although preliminary research suggests that the quality of care that fathers provide also predicts child outcomes and should thus be a focus of future research.




Researchers used data from more than 8,500 children who were assessed as part of long-term Millennium Cohort Study in the United Kingdom. Independent evaluators visited the children's homes at age 3 and assessed their mother's warmth (praise, positive tone of voice) and harshness (physically restraining or grabbing the child). At age 14, social safety schemas were measured with questions such as "Do I have family and friends who help me feel safe, secure and happy?" The children then reported on their overall physical health, psychiatric problems and psychological distress at age 17.

Alley and her colleagues found:
    	Children with mothers exhibiting more maternal warmth in early childhood perceived the world as being more socially safe at age 14 and had fewer physical health problems at age 17.
    	Children who perceived the world as more socially safe at age 14 in turn had fewer physical health problems, less psychological distress and fewer psychiatric problems at age 17.
    	Children's social safety schemas fully explained the association between maternal warmth and how psychologically distressed youth were at age 17.
    	In contrast, maternal harshness did not predict children's perceptions of social safety at 14, or their physical or mental health at age 17.

"These are the first results we know of showing that maternal warmth can affect the health and wellbeing of kids years later by influencing how they think about the social world," said Dr. George Slavich, senior author of the study and Director of the Laboratory for Stress Assessment and Research at UCLA. "That is a powerful message, because although early-life circumstances are not always easy to change, we can help youth view others and their future in a more positive light," said Slavich.

Alley said the fact that maternal warmth was found to more strongly affect adolescent health than maternal harshness was important because it has implications for how to best intervene. Based on the study findings, for example, enhancing a teenager's sense of safety, by way of a public health campaign or intervention, may be more effective than focusing on reducing perceptions of harshness, and it can potentially have a positive impact on health outcomes for years to come, even after poor maternal care has been experienced.

"The findings tell the story of resilience. Namely, it's not just about stopping the negative things like poor care but about putting effort toward enhancing the positives like warmth and safety," Alley said. "It also important to know that people who have experienced poor care during childhood are not doomed; if we focus on their perceptions of the world, we can greatly improve their lives."

"The message is clear," said Slavich. "Perceiving the social world as a socially safe, inclusive place to be really matters for physical and mental health, and this knowledge can be used to develop better interventions and public health campaigns designed to enhance resilience across the lifespan."

Additional studies are needed to determine how maternal warmth affects children in other contexts outside the United Kingdom, as well as how health care providers and policymakers may improve perceptions of social safety to enhance youth health outcomes.




The study was co-authored by Drs. Jenna Alley, Summer Mengelkoch and George Slavich of UCLA, and Dr. Dimitris Tsomokos of the University College London.
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Funding for the work was provided by grant #OPR21101 from the California Governor's Office of Planning and Research/California Initiative to Advance Precision Medicine (Jenna Alley, Summer Mengelkoch, and George Slavich) and the Alphablocks Nursery School (Dimitris Tsomokos). The findings and conclusions in the article are those of the authors and do not necessarily represent the views or opinions of these organizations, which had no role in designing or planning this study; in collecting, analyzing, or interpreting the data; in writing the article; or in deciding to submit the article for publication.
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When the forest is no longer a home -- forest bats seek refuge in settlements | ScienceDaily
Many bat species native to Germany, such as the Leisler's bat, are forest specialists. However, as it is becoming increasingly hard for them to find tree hollows in forest plantations, so they are moving to settlements instead. Using high-resolution GPS data from bats, a team led by scientists from the Leibniz Institute for Zoo and Wildlife Research (Leibniz-IZW) has analysed in greater detail than ever before how Leisler's bats use their habitats, which tree species they look for when searching a roost, and which forest types they avoid. They found that these bats increasingly seek refuge in old trees in urban areas and in old buildings such as churches. In an article published in the "Journal of Environmental Management," the team calls for stronger efforts to preserve these alternative roosts in settlements, as well as for ecologically sustainable forestry that protects old trees and promotes structurally rich forests.


						
With more than 1,400 species worldwide, bats are an enormously species-rich group of mammals. Many native species in Germany and Central Europe, such as the Leisler's bat (Nyctalus leisleri), are classic forest dwellers that depend on tree hollows and structurally rich forests. In their study, the research team demonstrates how today's forestry is altering the habitat of these animals and highlights the importance of targeted measures to preserve their roosts. Leisler's bats are increasingly having to switch to daytime roosts in villages, as old trees with suitable cavities for roosting are getting rarer in forest plantations. They therefore seek shelter in the walls of old village churches and in old trees in residential areas, parks, and along lanes.

European forests have been intensively managed for a long time, which has had a detrimental effect on many specialised species, such as Leisler's bats. Professor Christian Voigt, from the Leibniz-IZW and the University of Potsdam, explains the new study in the east of Germany: 'We wanted to know how Leisler's bats, which are typical forest dwellers, respond to the intensification of forest management. This European species of bat is dependent on diverse deciduous forests with many old trees bearing woodpecker holes. This kind of habitat has become hard to find in the monotonous pine plantations of the study area." Although Leisler's bats are relatively abundant in Germany, their exact population size is unknown.

Oak forests favoured -- spruce forests avoided: first detailed insights into the habitat use of the Leisler's bat

For the study, the team fitted 32 adult Leisler's bats in the German state of Brandenburg with miniature GPS loggers. These loggers generated detailed movement data, describing where the bats forage, where they rest during the day and which corridors they use for commuting. "Thanks to the high resolution of bat movement data, we were able to compare these with high-resolution landscape data for the first time, enabling us to carry out analyses at the level of individual forest tree species and small-scale structures such as copses, hedges or rows of trees," explains wildlife biologist Dr Carolin Scholz from the Leibniz-IZW. 'Such detailed insight into the habitat selection of the Leisler's bat was previously unavailable. However, this information is crucial to better consider the ecological requirements of the species in the future.'

The team's analysis clearly shows that Leisler's bats favour structurally rich oak forests as a habitat, while certain coniferous forests including those dominated by spruce forests were largely avoided. Old trees, especially oaks, are a key habitat for Leisler's bats. Interestingly, the data also shows that Leisler's bats regularly roost in residential areas. Bat expert Dipl.-Biol. Uwe Hoffmeister from the natura Buro fur zoologische und botanische Fachgutachten (office for zoological and botanical consulting) explains: "With the help of GPS telemetry, we were able to show that, Leisler's bats are increasingly exploring village centres and historic buildings such as churches, although they prefer forests as their natural habitat. We suspect that this is a response to the lack of suitable daytime roosts in managed forests -- Leisler's bats are probably forced to switch to alternative habitats in settlements because they have lost their original roosts in the forest."

Sustainable forestry and preservation of old trees also necessary in residential areas

According to the authors, it is key to protect alternative roosting sites for bats and to develop an ecologically sustainable forestry practice that promotes old trees and structurally rich deciduous and mixed forests. According to the authors, this is the only way that forest bats such as the Leisler's bat can survive in managed forests in the long term. Measures such as targeted, careful timber extraction and longer growth periods before harvesting can significantly increase structural diversity without fundamentally jeopardising the economic benefits of forestry. Furthermore, urban green spaces should be recognised as refuges for wildlife, such as bats. "Old and hollow-rich trees should be protected not only in forest plantations, but also in urban areas for species such as the Leisler's bats," concludes Voigt.

Wind turbines in the forest as an additional threat

As Leisler's bats are frequently die at wind turbines, expanding the use of wind energy in forests could negatively impact this species' population growth. Wind turbines even appear to attract Leisler's bats. Voigt explains: 'At dusk, the bats may mistake the turbines' silhouettes for large trees and fly towards them in search of roosts. The risk of collision could increase notably, as the bats fly at a height at which the turbines' rotor blades spin." It is therefore urgent that we consider the habitat requirements and the movement behaviour of this highly mobile species. This study provides data that will enable foresters, landscape ecologists, and nature conservation authorities to implement effective protection measures for the bats. For example, new wind turbines should not be erected near structurally rich deciduous forests or next to bat roosts.
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Intestinal bacteria influence aging of blood vessels | ScienceDaily
Cardiovascular diseases are the most common cause of death worldwide. Even if known traditional risk factors such as diabetes or high blood pressure are treated, the disease worsens in half of all cases, especially in older patients. Researchers at UZH have now shown for the first time that intestinal bacteria and their metabolites can accelerate the ageing of blood vessels and trigger cardiovascular disease.


						
Phenylacetic acid triggers cell aging

The human body consists of around 30 to 100 trillion bacteria that reside in our organs. Ninety percent of these bacteria live in the intestine, processing the food we eat into metabolic products, which in turn affect our bodies. "Half of these substances have not yet been recognized," says Soheil Saeedi. His research group at the Center for Translational and Experimental Cardiology is investigating how the microbiota composition changes with age and whether this affects the cardiovascular system.

Using data from more than 7,000 healthy individuals aged between 18 and 95 as well as a mouse model of chronological aging, the researchers found that the breakdown product of the amino acid phenylalanine -- phenylacetic acid -- accumulates with age. In several series of experiments, Saeedi's team was able to prove that phenylacetic acid leads to senescence of endothelial cells, in which the cells that line the inside of blood vessels do not proliferate, secrete inflammatory molecules, and exhibit aging phenotype. As a result, the vessels stiffen up and their function is impaired.

Responsible bacterium found

By conducting a comprehensive bioinformatic analysis of the microbiome of mice and humans, the researchers were able to identify the bacterium Clostridium sp.ASF356, which can process phenylalanine into phenylacetic acid. When the researchers colonized young mice with this bacterium, they subsequently showed increased phenylacetic acid levels and signs of vascular aging. However, when the bacteria were eliminated with antibiotics, the concentration of phenylacetic acid in the body decreased. "We were thus able to show that the intestinal bacteria are responsible for the increased levels," explains Saeedi.

The body's own fountain of youth

However, the microbiome in the gut also produces substances that are beneficial to vascular health. Short-chain fatty acids such as acetate, which are produced by fermentation of dietary fibers and polysaccharides in the intestine, act as natural rejuvenating agents. The research group used in-vitro experiments to show that adding sodium acetate can restore the function of aged vascular endothelial cells. When analyzing intestinal bacteria, they found that the number of bacteria that produce such rejuvenating agents decreases with age.

"The aging process of the cardiovascular system can therefore be regulated via the microbiome," says Saeedi. The pharmacologist and his team are now investigating which diet has a positive influence on the complex interaction between bacteria and humans. Dietary fibers and foods with antioxidant and anti-inflammatory properties boost the body's own "fountain of youth." In contrast, intake of food and drinks that are rich in phenylalanine, e.g. red meat, dairy products and certain artificial sweeteners, should be limited to slow down vascular aging. The researchers are also working on ways to reduce phenylacetic acid in the body through medication. Initial attempts to curb the formation of phenylacetic acid with the help of genetically modified bacteria have been promising.
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New chiral photonic device combines light manipulation with memory | ScienceDaily
As fast as modern electronics have become, they could be much faster if their operations were based on light, rather than electricity. Fiber optic cables already transport information at the speed of light; to do computations on that information without translating it back to electric signals will require a host of new optical components.


						
Engineering researchers at the University of Utah have now developed such a device -- one that can be adjusted on the fly to give light different degrees of circular polarization. Because information can be stored in a property of light known as chirality, the researchers' device could serve as a multifunctional, reconfigurable component of an optical computing system.

Led by Weilu Gao, assistant professor in the Department of Electrical & Computer Engineering, and Jichao Fan, a Ph.D. candidate in his lab at the John and Marcia Price College of Engineering, a study demonstrating the device was published in the journal Nature Communications.

Chiral light refers to electromagnetic waves that exhibit handedness; they can be either left-handed or right-handed. This "handedness" arises from the rotation of the magnetic fields as the light propagates, creating a spiral structure.

"Traditional chiral optics were like carved stone -- beautiful but frozen," Gao said. "This made them not useful for applications requiring real-time control, like reconfigurable optical computing or adaptive sensors."

"We've created 'living' optical matter that evolves with electrical pulses," Fan said, "thanks to our aligned-carbon-nanotube-phase-change-material heterostructure that merges light manipulation and memory into a single scalable platform."

This "heterostructure" consists of a stack of multiple different thin films, including a collection of aligned carbon nanotubes with different orientations. Other films in the stack consist of germanium-antimony-tellurium, a well-known "phase-change material" or PCM. An electrical pulse along the carbon nanotube layer introduces heat, which in turn causes the PCM layer's internal structure to transition from amorphous to crystalline.




"The carbon nanotubes simultaneously act as chiral optical elements and transparent electrodes for PCM switching -- eliminating the need for separate control components," Fan said.

Critically, this change modifies the heterostructure's circular dichroism, which means it can be made to absorb different types of circularly polarized light at different strengths. The research team's advances in manufacturing techniques and artificial-intelligence-assisted design enabled these layers to be assembled into a stacked heterostructure without degrading their individual optical properties.

Once assembled, the layers selectively reduce the amount of left- or right-circularly polarized light that passes through them, depending on the state of the PCM layer. And because that phase change can be initiated by an electrical pulse, the structure's overall circular dichroism can be adjusted in real-time.

The researchers were able to achieve this on the wafer-scale, because of the scalable manufacturing of aligned carbon nanotubes and phase-change-material films.

Being able to modify the device's circular dichroism gives researchers fine-grained control over which direction circularly polarized light twists, meaning its "handedness" can be used as memory in an optical circuit. In addition to light's speed advantage over electricity, there are additional properties of light in which information can be stored in parallel.

"By adding circular dichroism as an independent parameter, we create an orthogonal information channel," Gao said. "Adjusting it does not interfere with other properties like amplitude or wavelength."

The research was supported by the National Science Foundation through Grants No. 2230727, No. 2235276, No. 2316627 and No. 2321366.
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Research untangles role of stress granules in neurodegenerative disease | ScienceDaily
Scientists from St. Jude Children's Research Hospital and Washington University in St. Louis report mechanistic insights into the role of biomolecular condensation in the development of neurodegenerative disease. The collaborative research, published in Molecular Cell, focused on the interactions that drive the formation of condensates versus the formation of amyloid fibrils and how these relate to stress granules. Stress granules are biomolecular condensates that form under conditions of cellular stress and have been previously implicated as drivers of amyotrophic lateral sclerosis (ALS), frontotemporal dementia (FTD) and other neurodegenerative diseases.


						
The researchers demonstrated that fibrils are the globally stable states of driver proteins, whereas condensates are metastable sinks. They also showed that disease-linked mutations diminish condensate metastability, thereby enhancing fibril formation, the pathological hallmark of key neurodegenerative diseases. Amyloid fibrils formed by stress granule proteins, which resemble structures formed in other neurodegenerative disorders, have been previously suggested to originate within stress granules. However, the researchers showed that while fibril formation can be initiated on condensates' surfaces, the condensates' interiors actually suppress fibril formation. This means that condensates are not crucibles of ALS or FTD. Mutations that stabilize stress granules reversed the effects of disease-causing mutations in test tubes and cells, pointing to a protective role of stress granules in neurodegenerative diseases.

"It's important to know whether stress granules are crucibles for fibril formation or protective," said the study's co-corresponding author Tanja Mittag, PhD, St. Jude Department of Structural Biology. "This information will aid in deciding how to develop potential treatments against a whole spectrum of neurodegenerative diseases."

Mittag led the work alongside co-corresponding author Rohit Pappu, PhD, the Gene K. Beare Distinguished Professor of Biomedical Engineering and Director of the Center for Biomolecular Condensates at Washington University in St. Louis's McKelvey School of Engineering, as part of the successful St. Jude Research Collaborative on the Biology and Biophysics of RNP Granules.

"This work, anchored in principles of physical chemistry, shows two things: Condensates are kinetically accessible thermodynamic ground states that detour proteins from the slow-growing, pathological fibrillar solids. And the interactions that drive condensation versus fibril formation were separable, which augurs well for therapeutic interventions that enhance the metastability of condensates," said Pappu.

Disease fibrils form with or without stress granules

Under stress conditions such as heat, cells form stress granules to temporarily halt energy-intensive processes such as protein production. This is akin to a ship lowering its sails in a storm. When the stress is gone, the granules disassemble, and normal processes resume. Pathogenic mutations in key stress granule proteins such as hNRNPA1 prolong the lifetime of stress granules and drive the formation of insoluble fibril threads, which accumulate over time, causing neurodegeneration.




Mittag, Pappu, and their teams examined hNRNPA1 to better understand the relationship between stress granules and fibril formation. They found that disease-linked mutations drive proteins away from condensate interiors more rapidly than the "wild-type" proteins, thus enabling the formation of fibrils as they exit the condensate.

"We found that condensates are 'metastable' with respect to fibrils, meaning that they act as a sink for soluble proteins," explained co-first author Fatima Zaidi, PhD, St. Jude Department of Structural Biology. "Eventually, however, proteins are drawn out of the condensate to form the globally stable fibrils."

The authors further showed that while fibrils begin growing on condensates' surfaces, proteins eventually incorporated into these fibrils stem from the outside, not from the inside of the condensates. Fibrils could also form in the complete absence of condensates.

Building on these foundational discoveries made jointly in the Mittag and Pappu labs, the researchers designed protein mutants which could suppress the process of fibril formation in favor of condensate formation. Remarkably, this approach also restored normal stress granule dynamics in cells bearing ALS-causing mutations.

"Collectively, this suggests that stress granules should be looked at not as a crucible, but rather a potential protective barrier to disease," said co-first author Tapojyoti Das, PhD, St. Jude Department of Structural Biology.

These findings illuminate the role of stress granules in pathogenic fibril formation and provide an important foundation for investigating novel therapeutic approaches for neurodegenerative diseases.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250528131549.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Whether it's smoking or edibles, marijuana can be bad for your heart, study suggests | ScienceDaily
A new study led by UC San Francisco researchers finds that chronic cannabis use -- whether it's smoked or consumed in edible form -- is associated with significant cardiovascular risks.


						
The report, published May 28 in JAMA Cardiology, found that people who regularly used marijuana in either form had reduced blood vessel function that was comparable to tobacco smokers. Vascular function in those who used cannabis by either means was reduced roughly by half compared to those who did not use it.

Decreased vascular function is associated with a greater risk of heart attack, hypertension, and other cardiovascular conditions.

The researchers recruited 55 people between October 2021 and August 2024 who were outwardly healthy and either regularly smoked marijuana or consumed edibles containing tetrahydrocannabinol (THC), the primary psychoactive compound found in cannabis.

The participants, none of whom used any form of nicotine, consumed cannabis at least three times a week for at least a year. Smokers averaged 10 years of chronic use, and those who took edibles averaged five years.

Along with decreased vascular function, marijuana smokers had changes in their blood serum that were harmful to endothelial cells, which form the inner lining of all blood and lymphatic vessels. Those who took edibles containing THC, however, did not display these changes in blood serum.

It's unclear how THC damages blood vessels. But the researchers said it must be happening in a way that does not involve those changes to blood serum.

These results suggest smoking marijuana negatively affects vascular function for different reasons than ingesting THC does, according to first author Leila Mohammadi, MD, PhD, and senior author Matthew L. Springer, PhD.
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Electric buses struggle in the cold, researchers find | ScienceDaily
Cornell University researchers have released new insights on a pilot program involving all-electric buses in Ithaca -- with implications for cities, schools and other groups that are considering the electrification of their fleets, as well as operators, policymakers and manufacturers.


						
The study is the first to assess and analyze electric buses' performance in the northeastern U.S., with an unprecedented dataset that covers significant distance -- nearly 50,000 miles- at cold temperatures.

Tompkins Consolidated Area Transit (TCAT) in Ithaca faced issues with the manufacturers of the buses, in addition to the buses struggling in Ithaca's hilly terrain and being unreliable, with reduced range, in cold weather.

For the study, researchers analyzed two years of data and quantified the increased energy consumption of the pilot fleet, finding that the batteries on the electric buses consumed 48% more energy in cold weather (between 25 to 32 degrees Fahrenheit) and nearly 27% more in a broader temperature range (10 to 50 degrees Fahrenheit).

"One of the lessons we've learned is that these buses should be designed for the whole country, including states with colder climates," said senior author Max Zhang, professor of engineering. "We've also found that they're different from conventional diesel buses, with different behaviors, which require different strategies to take advantage of this."

The researchers found that half of the increased consumption in cold weather comes from the batteries' need to heat themselves. Batteries in electric vehicles operate at an optimal temperature of around 75 degrees Fahrenheit, and the colder the battery is when the bus starts, the more energy it takes to warm it. The other main culprit is the heating of the bus's cabin. With frequent stops, especially on urban routes in which the doors are opened and closed every few minutes, the batteries must work harder to heat the cabins.

The researchers also found that regenerative braking, whereby the battery recharges by capturing energy during braking, was less efficient in cold weather. They said this is likely because the battery, which is about eight times the size of a standard electric vehicle battery, struggles to maintain an even temperature across its cells.

Short-term strategies to improve the batteries' function include storing the buses indoors when not in use, so the ambient temperature is warmer; charging the batteries when they're still warm; and limiting the length of time the bus doors are open at stops.

On a larger scale, first author and doctoral student Jintao Gu said the research points to the need for greater adjustments in, or assessments of, infrastructure to accommodate electric buses.

"You have to try to optimize the schedule of all of the buses and to consider the capability of your infrastructure -- how many charging stations you have, and if you have your own garage," he said. "You have to train the drivers, the dispatchers and the service workers. I think from an operational and infrastructure perspective, there are a lot of messages here for future transit system planning."
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Zika virus uses cells' 'self-care' system to turn against host | ScienceDaily
A new study reveals the biological secret to the Zika virus's infectious success: Zika uses host cells' own "self-care" system of clearing away useless molecules to suppress the host proteins that the virus has employed to get into those cells in the first place.


						
While these cell surface proteins are valuable for viral entry, they also have roles in producing an antiviral response. Before that can happen, the virus manipulates a process cells use to keep themselves healthy to lower the proteins' activity, clearing the way for unfettered viral infection.

Though other viruses, such as HIV, are known to silence host receptors that let them into cells, Zika is unusual for having at least three of its own proteins that can get the job done, said Shan-Lu Liu, senior author the study and a virology professor in the Department of Veterinary Biosciences at The Ohio State University.

"That's the most interesting part: It's amazing that not only one, but several Zika proteins can do this," said Liu, also a professor in the Department of Microbial Infection and Immunity. "We looked at two Zika virus strains and examined three physiologically relevant cell types. With both strains, we could see the downregulation in all three cell types. It looks like this is an important mechanism."

The study was published May 23 in Proceedings of the National Academy of Sciences.

The Zika virus, transmitted to humans primarily by Aedes aegypti mosquitoes, has caused infectious outbreaks in Africa, the Americas, Asia and the Pacific since 2007, according to the World Health Organization. Though cases have declined globally since 2017, virus transmission continues at low levels in the Americas and other endemic regions.

A large epidemic in Brazil in 2015 led to confirmation of a link between Zika infection during pregnancy and babies born with congenital problems including microcephaly, or smaller than normal head size. While most infected people develop no or only mild symptoms, the virus is also associated with Guillain-Barre syndrome, neuropathy and myelitis (spinal cord inflammation) in adults and older children.




Previous research has shown that specific cell surface proteins known as PS receptors are important entry points for many viruses, including Zika. This study focused on two of these proteins, known as AXL and TIM-1, that had previously been linked to Zika infection. In this work, Liu and colleagues set out to explain how Zika sustains infection after gaining entry through AXL and TIM-1.

The team completed cell culture experiments using African and Asian strains of Zika virus in three types of cells related to respiratory, reproductive and neurological systems targeted by the pathogen: human cells that line the lungs, embryo-supporting cells called trophoblasts and glioblastoma brain cancer cells.

Experiments showed that both AXL and TIM-1 were downregulated on the three types of cells after infection by Zika. The researchers expected to find this suppression occurred through two common protein degradation processes, but found instead that the Zika virus makes use of a cellular self-preservation routine: autophagy.

"Autophagy is a fundamental physiological mechanism to conserve cellular processes by degrading host components. It's also called self-eating -- the host needs to remove their own damaged organelles or misfolded proteins because they're not good for the host," said Liu, also associate director of Ohio State's Center for Retrovirus Research and a program co-director of the Viruses and Emerging Pathogens Program in Ohio State's Infectious Diseases Institute.

In this case, the virus's infectious process manipulated the host cells into suppressing their own protective proteins -- a viral adaptive tactic that allows Zika to control its own destiny.

Without this suppression, AXL and TIM-1 would begin producing inflammatory molecules as part of an antiviral response. Their normal level of facilitating viral entry could also enable more Zika particles to access already-infected cells, setting up a competitive scenario called a superinfection -- something viruses want to avoid because the overcrowding threatens to kill cells, which kills infecting pathogens.




Further experiments identified three Zika proteins that prompt host cell autophagy, all of which are located on the virus's membrane.

"Normally those proteins mediate viral entry or are involved in viral replication, but they're also responsible for this downregulation -- kind of a new function, which is not so surprising because viruses encode something that's important for them, either for their own replication or to modulate the host," Liu said.

Though further research is needed to know for sure, there is a chance this mechanism is relevant to the Ebola virus, which uses the TIM-1 protein to access host cells, or to other pathogens in the same flavivirus family as Zika, including West Nile, yellow fever and dengue viruses.

"The bottom line is this speaks to the co-evolution of viral-host interactions. The more important a host factor is to a virus, the more a virus is going to do to take control of it," Liu said. "Understanding these mechanisms is an important part of being prepared for emerging or reemerging viruses that cause infectious diseases."

This work was primarily conducted by Jingyou Yu, a former graduate student in the Liu lab and now a principal investigator at the Guangzhou National Laboratory in China. Additional contributions were made by Yi-Min Zheng, a senior scientist, and Pei Li, a postdoctoral fellow in the Liu lab. This work was primarily supported by an Ohio State fund and the National Institutes of Health.

Additional co-authors are Megan Sheridan, Toshihiko Ezashi and R. Michael Roberts of the University of Missouri.
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New study analyzes air quality impacts of wildfire smoke | ScienceDaily
With wildfires increasing in frequency, severity, and size in the Western U.S., researchers are determined to better understand how smoke impacts air quality, public health, and even the weather. As fires burn, they release enormous amounts of aerosols -- the vaporized remains of burning trees and homes that enter the atmosphere and the air we breathe. Now, a new study dissects these aerosols and gases to pinpoint their potential effects on our health as well as the planet's short and long-term weather.


						
The research, published in April's issue of Environmental Science: Atmospheres, measured air quality in Reno, Nevada over a 19 month period between 2017 and 2020 to capture both smoky and clear days. During this timeframe, smoke from more than 106 wildfires impacted the city's air. DRI scientists Siying Lu and Andrey Khlystov led the research, which found increases in both fine aerosols (known as PM 2.5 for the size of the particulate matter) and carbon monoxide during smoky days. During the fire-prone late summer months analyzed during the study, wildfire smoke accounted for 56% to 65% of PM2.5 and 18% to 26% of carbon monoxide concentrations in Reno air. The results have implications for weather, cloud formation, and public health.

"We know that Reno is frequently impacted by wildfires in summer, so we wanted to compare smoky and non-smoky days and measure the impacts on local air quality," said Lu, who completed the research as part of her PhD work. "Although we focused on Reno for this study, we developed the method so that it can theoretically be applied anywhere."

The research team started on the roof of DRI's Reno campus, where they set up equipment that could measure the size of atmospheric particles. This information is important because it determines how the particles interact with both the atmosphere and the human body. Larger particles can affect our upper respiratory tract, whereas fine aerosols can travel deeper into lungs.

The researchers also collected data from a downtown Reno EPA air monitoring station that provided hourly concentrations of PM2.5, ozone, carbon monoxide, and other air pollutants. The data also provided concentrations of potassium, an element released by burning trees and other wood which can be used to confirm the presence of wildfire smoke in the air.

The team further verified when air pollution was caused by wildfire smoke by using satellite images to identify visible smoke plumes and fire location information from NASA and NOAA. With an additional tool from NOAA, they could track Reno's winds back in time to verify that they had indeed passed through a wildfire area.

Wildfire aerosols have a complicated effect on the weather. On one hand, they can act as a filter to scatter and reflect incoming sunlight, creating a cooling effect. On the other hand, they contain light-absorbing material, such as soot and brown organic compounds, that can cause warming. Larger aerosols can promote cloud formation and duration by acting as nuclei for water vapor to condense around. The data showed that smoky days contained aerosols that are likely to act as cloud nuclei at concentrations up to 13 times higher than average.




"We figured out that the size of particles is quite distinct during fires from a normal day in Reno, which has implications for cloud formation and how sunlight scatters, as well as public health," said Khlystov, Research Professor of Chemistry at DRI.

The study also found carbon monoxide present in higher concentrations during smoky days. Breathing high concentrations of carbon monoxide can reduce the ability of blood to carry oxygen to your brain and other organs.

In contrast, concentrations of nitrogen oxides and ozone were present in Reno's air at similar levels during both smoky and average days. They attribute this to their release by vehicle traffic and chemical reactions induced by sunlight.

"Our research offers one of the most comprehensive looks at how wildfire smoke is affecting air quality in the Western U.S.," Lu said.

Lu is working on a machine-learning program to facilitate this kind of air quality research by automating the ability to identify when wildfire smoke is present in the air. This could potentially be used to build an automated app that can identify real-time smoke impacts by location and facilitate air quality research and public health messaging.
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Cryogenic hydrogen storage and delivery system for next-generation aircraft | ScienceDaily
Researchers at the FAMU-FSU College of Engineering have designed a liquid hydrogen storage and delivery system that could help make zero-emission aviation a reality. Their work outlines a scalable, integrated system that addresses several engineering challenges at once by enabling hydrogen to be used as a clean fuel and also as a built-in cooling medium for critical power systems aboard electric-powered aircraft.


						
The study, published in Applied Energy, introduces a design tailored for a 100-passenger hybrid-electric aircraft that draws power from both hydrogen fuel cells and hydrogen turbine-driven superconducting generators. It shows how liquid hydrogen can be efficiently stored, safely transferred and used to cool critical onboard systems -- all while supporting power demands during various flight phases like takeoff, cruising, and landing.

"Our goal was to create a single system that handles multiple critical tasks: fuel storage, cooling and delivery control," said Wei Guo, a professor in the Department of Mechanical Engineering and corresponding author of the study. "This design lays the foundation for real-world hydrogen aviation systems."

Hydrogen is seen as a promising clean fuel for aviation because it packs more energy per kilogram than jet fuel and emits no carbon dioxide. But it's also much less dense, meaning it takes up more space unless stored as a super-cold liquid at -253degC.

To address this challenge, the team conducted a comprehensive system-level optimization to design cryogenic tanks and their associated subsystems. Instead of focusing solely on the tank, they defined a new gravimetric index, which is the ratio of the fuel mass to the full fuel system. Their index includes the mass of the hydrogen fuel, tank structure, insulation, heat exchangers, circulatory devices and working fluids.

By repeatedly adjusting key design parameters, such as vent pressure and heat exchanger dimensions, they identified the configuration that yields the maximum fuel mass relative to total system mass. The resulting optimal configuration achieves a gravimetric index of 0.62, meaning 62% of the system's total weight is usable hydrogen fuel, a significant improvement compared to conventional designs.

The system's other key function is thermal management. Rather than installing a separate cooling system, the design routes the ultra-cold hydrogen through a series of heat exchangers that remove waste heat from onboard components like superconducting generators, motors, cables and power electronics. As hydrogen absorbs this heat, its temperature gradually rises, a necessary process since hydrogen must be preheated before entering the fuel cells and turbines.




Delivering liquid hydrogen throughout the aircraft presents its own challenges. Mechanical pumps add weight and complexity and can introduce unwanted heat or risk failure under cryogenic conditions. To avoid these issues, the team developed a pump-free system that uses tank pressure to control the flow of hydrogen fuel.

The pressure is regulated using two methods: injecting hydrogen gas from a standard high-pressure cylinder to increase pressure and venting hydrogen vapor to decrease it. A feedback loop links pressure sensors to the aircraft's power demand profile, enabling real-time adjustment of tank pressure to ensure the correct hydrogen flow rate across all flight phases. Simulations show it can deliver hydrogen at rates up to 0.25 kilograms per second, sufficient to meet the 16.2-megawatt electrical demand during takeoff or an emergency go-around.

The heat exchangers are arranged in a staged sequence. As the hydrogen flows through the system, it first cools high-efficiency components operating at cryogenic temperatures, such as high-temperature superconducting generators and cables. It then absorbs heat from higher-temperature components, including electric motors, motor drives and power electronics. Finally, before reaching the fuel cells, the hydrogen is preheated to match the optimal fuel cell inlet conditions.

This staged thermal integration allows liquid hydrogen to serve as both a coolant and a fuel, maximizing system efficiency while minimizing hardware complexity.

"Previously, people were unsure about how to move liquid hydrogen effectively in an aircraft and whether you could also use it to cool down the power system component," Guo said. "Not only did we show that it's feasible, but we also demonstrated that you needed to do a system-level optimization for this type of design."

FUTURE STEPS

While this study focused on design optimization and system simulation, the next phase will involve experimental validation. Guo and his team plan to build a prototype system and conduct tests at FSU's Center for Advanced Power Systems.




The project is part of NASA's Integrated Zero Emission Aviation program, which brings together institutions across the U.S. to develop a full suite of clean aviation technologies. Partner universities include Georgia Tech, Illinois Institute of Technology, University of Tennessee and University at Buffalo. FSU leads the effort in hydrogen storage, thermal management and power system design.

At FSU, key contributors include graduate student Parmit S. Virdi; professors Lance Cooley, Juan Ordonez, Hui Li, Sastry Pamidi; and other faculty experts in cryogenics, superconductivity and power systems.

This project was supported by NASA as part of the organization's University Leadership initiative, which provides an opportunity for U.S. universities to receive NASA funding and take the lead in building their own teams and setting their own research agenda with goals that support and complement the agency's Aeronautics Research Mission Directorate and its Strategic Implementation Plan.

Guo's research was conducted at the FSU-headquartered National High Magnetic Field Laboratory, which is supported by the National Science Foundation and the State of Florida.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250527180926.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Just add iron: Researchers develop a clever way to remove forever chemicals from water | ScienceDaily
PFOS, also known as "forever chemicals," are synthetic compounds popular for several commercial applications like making products resistant to stains, fire, grease, soil and water. They have been used in non-stick cookware, carpets, rugs, upholstered furniture, food packaging and firefighting foams deployed at airports and military airfields. PFOS (perfluorooctane sulfonate or perfluorooctane sulfonic acid) are part of the larger class of forever chemicals called PFAS (per- and polyfluoroalkyl substances.) Both types have been linked to a variety of health issues, including liver disease, immune system malfunction, developmental issues and cancer.


						
Because of their widespread use, PFOS are found in soil, agricultural products and drinking water sources, presenting a health risk. Xiaoguang Meng and Christos Christodoulatos, professors at the Department of Civil, Environmental and Ocean Engineering at Stevens Institute of Technology, and Ph.D. student Meng Ji working in their lab, wanted to identify the most efficient way to remove these toxins from the water.

Most water filters use activated carbon to remove forever chemicals and other contaminants. Activated carbon removes PFOS through a process called adsorption, in which the PFOS molecules stick to the large, porous surface area of the carbon particles as the water flows through them.

However, in the wastewater industry, iron powder -- in scientific terms called microscale zero-valent iron or mZVI -- is also used to remove contaminants from the effluent. "Iron powder is commonly used for water treatment and wastewater treatment, because it's cheap -- it's cheaper than activated carbon," says Meng. They wanted to compare the adsorption potency of iron powder and activated carbon.

They found that iron powder was a better water purifier. "The iron powder was 26 times more effective than activated carbon per unit surface area," says Ji. Researchers outlined their findings in the study titled Kinetic and Mechanism Study of PFOS Removal by Microscale Zero-Valent Iron from Water, published in Environmental Science & Technology, an ACS (American Chemical Society) publication, on March 19, 2025.

More interestingly, the team found that even when the iron powder rusted from being in the water, its adsorption properties weren't affected much. "The particles' surface is covered by iron oxide, but it's still very active," says Meng -- and that's surprising. It means that the oxidized iron still contributes to PFOS removal. The unexpected findings made the study popular with other researchers, Meng says. Although published recently, the paper has already been viewed over 1000 times.

Meng and Ji are planning to investigate this phenomenon further. "Now we need to do more research to find out why," Meng says. "Because this is important for the development of large-scale removal technologies."
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Overlooked cells might explain the human brain's huge storage capacity | ScienceDaily
The human brain contains about 86 billion neurons. These cells fire electrical signals that help the brain store memories and send information and commands throughout the brain and the nervous system.


						
The brain also contains billions of astrocytes -- star-shaped cells with many long extensions that allow them to interact with millions of neurons. Although they have long been thought to be mainly supportive cells, recent studies have suggested that astrocytes may play a role in memory storage and other cognitive functions.

MIT researchers have now put forth a new hypothesis for how astrocytes might contribute to memory storage. The architecture suggested by their model would help to explain the brain's massive storage capacity, which is much greater than would be expected using neurons alone.

"Originally, astrocytes were believed to just clean up around neurons, but there's no particular reason that evolution did not realize that, because each astrocyte can contact hundreds of thousands of synapses, they could also be used for computation," says Jean-Jacques Slotine, an MIT professor of mechanical engineering and of brain and cognitive sciences, and an author of the new study.

Dmitry Krotov, a research staff member at the MIT-IBM Watson AI Lab and IBM Research, is the senior author of the open-access paper, which appeared May 23 in the Proceedings of the National Academy of Sciences. Leo Kozachkov PhD '22 is the paper's lead author.

Memory capacity

Astrocytes have a variety of support functions in the brain: They clean up debris, provide nutrients to neurons, and help to ensure an adequate blood supply.




Astrocytes also send out many thin tentacles, known as processes, which can each wrap around a single synapse -- the junctions where two neurons interact with each other -- to create a tripartite (three-part) synapse.

Within the past couple of years, neuroscientists have shown that if the connections between astrocytes and neurons in the hippocampus are disrupted, memory storage and retrieval are impaired.

Unlike neurons, astrocytes can't fire action potentials, the electrical impulses that carry information throughout the brain. However, they can use calcium signaling to communicate with other astrocytes. Over the past few decades, as the resolution of calcium imaging has improved, researchers have found that calcium signaling also allows astrocytes to coordinate their activity with neurons in the synapses that they associate with.

These studies suggest that astrocytes can detect neural activity, which leads them to alter their own calcium levels. Those changes may trigger astrocytes to release gliotransmitters -- signaling molecules similar to neurotransmitters -- into the synapse.

"There's a closed circle between neuron signaling and astrocyte-to-neuron signaling," Kozachkov says. "The thing that is unknown is precisely what kind of computations the astrocytes can do with the information that they're sensing from neurons."

The MIT team set out to model what those connections might be doing and how they might contribute to memory storage. Their model is based on Hopfield networks -- a type of neural network that can store and recall patterns.




Hopfield networks, originally developed by John Hopfield and Shun-Ichi Amari in the 1970s and 1980s, are often used to model the brain, but it has been shown that these networks can't store enough information to account for the vast memory capacity of the human brain. A newer, modified version of a Hopfield network, known as dense associative memory, can store much more information through a higher order of couplings between more than two neurons.

However, it is unclear how the brain could implement these many-neuron couplings at a hypothetical synapse, since conventional synapses only connect two neurons: a presynaptic cell and a postsynaptic cell. This is where astrocytes come into play.

"If you have a network of neurons, which couple in pairs, there's only a very small amount of information that you can encode in those networks," Krotov says. "In order to build dense associative memories, you need to couple more than two neurons. Because a single astrocyte can connect to many neurons, and many synapses, it is tempting to hypothesize that there might exist an information transfer between synapses mediated by this biological cell. That was the biggest inspiration for us to look into astrocytes and led us to start thinking about how to build dense associative memories in biology."

The neuron-astrocyte associative memory model that the researchers developed in their new paper can store significantly more information than a traditional Hopfield network -- more than enough to account for the brain's memory capacity.

Intricate connections

The extensive biological connections between neurons and astrocytes offer support for the idea that this type of model might explain how the brain's memory storage systems work, the researchers say. They hypothesize that within astrocytes, memories are encoded by gradual changes in the patterns of calcium flow. This information is conveyed to neurons by gliotransmitters released at synapses that astrocyte processes connect to.

"By careful coordination of these two things -- the spatial temporal pattern of calcium in the cell and then the signaling back to the neurons -- you can get exactly the dynamics you need for this massively increased memory capacity," Kozachkov says.

One of the key features of the new model is that it treats astrocytes as collections of processes, rather than a single entity. Each of those processes can be considered one computational unit. Because of the high information storage capabilities of dense associative memories, the ratio of the amount of information stored to the number of computational units is very high and grows with the size of the network. This makes the system not only high capacity, but also energy efficient.

"By conceptualizing tripartite synaptic domains -- where astrocytes interact dynamically with pre- and postsynaptic neurons -- as the brain's fundamental computational units, the authors argue that each unit can store as many memory patterns as there are neurons in the network. This leads to the striking implication that, in principle, a neuron-astrocyte network could store an arbitrarily large number of patterns, limited only by its size," says Maurizio De Pitta, an assistant professor of physiology at the Krembil Research Institute at the University of Toronto, who was not involved in the study.

To test whether this model might accurately represent how the brain stores memory, researchers could try to develop ways to precisely manipulate the connections between astrocytes' processes, then observe how those manipulations affect memory function.

"We hope that one of the consequences of this work could be that experimentalists would consider this idea seriously and perform some experiments testing this hypothesis," Krotov says.

In addition to offering insight into how the brain may store memory, this model could also provide guidance for researchers working on artificial intelligence. By varying the connectivity of the process-to-process network, researchers could generate a huge range of models that could be explored for different purposes, for instance, creating a continuum between dense associative memories and attention mechanisms in large language models.

"While neuroscience initially inspired key ideas in AI, the last 50 years of neuroscience research have had little influence on the field, and many modern AI algorithms have drifted away from neural analogies," Slotine says. "In this sense, this work may be one of the first contributions to AI informed by recent neuroscience research."
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How does digestion affect molecular analysis of owl pellets? | ScienceDaily
Scientists are using isotopes to answer a surprising variety of questions about the world, according to University of Cincinnati Professor Brooke Crowley.


						
Isotopes are different forms of the same element that researchers can use like a fingerprint to identify where and when something lived and even what that place was like.

"Isotopic analysis is coming into its heyday. In the last five to 10 years, there has been a tremendous explosion of research analyses."

In Crowley's Stable Isotope Ecology course, students come up with creative questions and applications for isotopic analysis and carry out small group projects.

"Does shade-grown coffee look different from sun-grown? Absolutely," she said.

"What about cage-free eggs or free-range chickens versus the alternative? Yes," she said.

"Does digestion affect the ratios of isotopes?" The answer is yes, according to a study published in the journal Ecology and Evolution.




"What goes in is isotopically different from what comes out," researchers concluded.

The research was led by UC College of Arts and Sciences graduate Maddie Greenwood, initially as part of a class project, and then as a senior research project. The research team was completed by Rachel Reid, a research scientist from Virginia Tech.

They collected the droppings and regurgitated pellets from two captive animals at the Cincinnati Zoo & Botanical Garden: a Eurasian eagle owl and red-tailed hawk, both of which subsist on a diet of frozen rats. The acidic digestive system of the hawk helped it digest more bone than that of the owl, but both leave behind at least some bone in their pellets and droppings.

The researchers compared the ratios of carbon, nitrogen, oxygen and strontium isotopes in the rats to those found in the bird poop and pellets. And there were significant differences, Crowley said. They concluded that the influence of digestion on bone is large enough to affect interpretations of diet and ingested strontium.

"The results were not what we were expecting," she said.

Increasingly, scientists are turning to isotopes in poop to non-invasively study wild animals that are rare or difficult to track like jaguars. They also use bones from small animals to help establish what environmental conditions were in the past. However, remains of small animals in archaeological and paleontological settings are often accumulations of bones regurgitated by birds of prey like owls.




"Researchers should use caution if using potentially digested bone to evaluate the diet of consumed prey, establish strontium baselines or infer past climate or environmental conditions," the study warned.

"This is significant for anyone using rodent bones to identify prey locations or climate and other environmental conditions," Crowley said. "But by no means is it the end of the story. More work needs to be done."

UC's Greenwood said the results demonstrate how insightful isotopic analysis can be to answer questions about the natural world.

"I think it's incredibly rewarding. Just like anything in science, we figure out new ways to use this tool and new ways to make it helpful. I appreciate being a part of that," she said.
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Rapid simulations of toxic particles could aid air pollution fight | ScienceDaily
A pioneering method to simulate how microscopic particles move through the air could boost efforts to combat air pollution, a study suggests.


						
Tiny particles found in exhaust fumes, wildfire smoke and other forms of airborne pollution are linked with serious health conditions such as stroke, heart disease and cancer, but predicting how they move is notoriously difficult, researchers say.

Now, scientists have developed a new computer modelling approach that dramatically improves the accuracy and efficiency of simulating how so-called nanoparticles behave in the air.

In practice, this could mean simulations that currently can take weeks to run could be completed in a matter of hours, the team says.

Better understanding the behaviour of these particles -- which are small enough to bypass the body's natural defences -- could lead to more precise ways of monitoring air pollution, researchers say.

Using the UK's national supercomputer ARCHER2, researchers from the Universities of Edinburgh and Warwick have created a method that allows a key factor governing how particles travel -- known as the drag force -- to be calculated up to 4,000 times faster than existing techniques.

At the heart of the team's approach is a new way of modelling the way air flows around nanoparticles.




It involves a mathematical solution based on how air disturbances caused by nanoparticles fade with distance. When applied to the simulation, researchers can zoom in much closer to particles without compromising accuracy.

This differs from current methods, which involve simulating vast regions of surrounding air to mimic undisturbed air flow and require far more computing power, the team says.

By enabling fast and precise simulations at the nanoscale, the new approach could help better predict how these particles will behave inside the body, the team says.

As well as potentially aiding the development of improved air pollution monitoring tools, the advance could also inform the design of nanoparticle-based technologies, such as lab-made particles for targeted drug delivery, the team adds.

The study, published in the Journal of Computational Physics, was supported by the Engineering and Physical Sciences Research Council (EPSRC).

Lead author Dr Giorgos Tatsios, of the University of Edinburgh's School of Engineering, said: "Airborne particles in the nanoscale range are some of the most harmful to human health -- but also the hardest to model. Our method allows us to simulate their behaviour in complex flows far more efficiently, which is crucial for understanding where they go and how to mitigate their effects."

Professor Duncan Lockerby, of the University of Warwick's School of Engineering, said: "This approach could unlock new levels of accuracy in modelling how toxic particles move through the air -- from city streets to human lungs -- as well as how they behave in advanced sensors and cleanroom environments."
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Cryo-em freezes the funk: How scientists visualized a pungent protein | ScienceDaily
They say a picture is worth a thousand words.


						
But it takes millions of pictures to understand the intricate chemistry of an enzyme that helps break down sulfur, commonly found in fruits, vegetables, alcohol and gasoline, into the colorless gas most noted for its distinctive odor.

Most people have witnessed -- or rather smelled -- when a protein enzyme called sulfite reductase works its magic. This enzyme catalyzes the chemical reduction of sulfite to hydrogen sulfide. Hydrogen sulfide is the rotten egg smell that can occur when organic matter decays and is frequently associated with sewage treatment facilities and landfills.

Beth Stroupe is a professor of biological science.

But scientists have not been able to capture a visual image of the enzyme's structure until now, thus limiting their full understanding of how it works. Florida State University Professor of Biological Science Elizabeth Stroupe and her former doctoral student Behrouz Ghazi Esfahani have solved that problem and published their work in the journal Nature Communications.

"Artificial intelligence has gotten better at predicting protein structures, but at the end of the day, it's not data," Stroupe said. "This gives us the primary knowledge we need to better understand this kind of structure."

Stroupe and Ghazi Esfahani used an advanced technique called cryo-electron microscopy to visualize the 3D structure of this enzyme. Cryo-electron microscopy allows scientists to continually capture images of chemical reactions, giving them the necessary data to visualize the structure.




To the untrained eye, protein molecules look like complicated strings of chemicals, but this clear visualization of the 3D structure allows scientists to see the exact arrangement of atoms and how electron transfer occurs.

"I think of it as an octopus with four yo-yos because the molecule is particularly flexible," Stroupe said.

This work, funded by the National Science Foundation, is essential for scientists so they can learn how to control or manipulate chemical reactions, a process that is often used by drug manufacturers or industry when they develop products with these chemicals.

"There are environmental implications too," Ghazi Esfahani said. "Some bacteria use sulfur as an energy source the way humans or other living creatures use oxygen. This allows us to understand how some of those bacteria thrive in anaerobic conditions."

This research was a big step in gaining a better understanding of how sulfite reductase works, but there are still unanswered questions about how it functions as a larger protein assembly and how similar enzymes in other organisms, like the pathogen that causes tuberculosis, which depends on sulfur to live in a human host, work. Stroupe's lab is continuing to work on that problem as well as other structural questions related to the sulfur metabolism process.
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Hitting the right notes to play music by ear | ScienceDaily
Learning to play music by ear is challenging for most musicians, but research from a team at the University of Waterloo may help musicians-in-training find the right notes.


						
The Waterloo team analyzed a range of YouTube videos that focused on learning music by ear and identified four simple ways music learning technology can better aid prospective musicians -- helping people improve recall while listening, limiting playback to small chunks, identifying musical subsequences to memorize, and replaying notes indefinitely.

"There are a lot of apps and electronic tools out there to help learn by ear from recorded music," said Christopher Liscio, a recent Waterloo master's graduate in computer science and the study's lead author.

"But we see evidence that musicians don't appear to use them very much, which makes us question whether these tools are truly well-suited to the task. By studying how people teach and learn how to play music by ear in YouTube videos, we can try to understand what might actually help these ear-learning musicians."

The team studied 28 YouTube ear-learning lessons, breaking each down to examine how the instructors structured their teaching and how students would likely retain what they heard. Surprisingly, they found that very few creators or viewers were using existing digital learning tools to loop playback or manipulate playback speed despite their availability for over two decades.

"We started this research planning to build a specific tool for ear learners, but then we realized we might be reinforcing a negative pattern of building tools without knowing what users actually want," said Dan Brown, professor of Computer Science at Waterloo. "Then we got excited when we realized YouTube could be a helpful resource for that research process."
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Nature-inspired breakthrough enables subatomic ferroelectric memory | ScienceDaily
A research team led by Prof. Si-Young Choi from the Department of Materials Science and Engineering and the Department of Semiconductor Engineering at POSTECH (Pohang University of Science and Technology) has discovered ferroelectric phenomena occurring at a subatomic scale in the natural mineral Brownmillerite, in collaboration with Prof. Jae-Kwang Lee's team from Pusan National University as well as Prof. Woo-Seok Choi's team from Sungkyunkwan University. The research was published on May 20 in Nature Materials.


						
Electronic devices store data in memory units called 'domains,' whose minimum size limits the density of stored information. However, ferroelectric-based memory has been facing challenges in minimizing domain size due to the collective nature of atomic vibrations. The research team found inspiration to overcome these limitations in nature. They focused on Brownmillerite, a naturally occurring mineral characterized by its unique alternating layers of tetrahedral (FeO4) and octahedral (FeO6) iron-oxygen structures, resembling a sandwich with alternating layers of bread and ham.

Strikingly, Brownmillerite exhibits a special phenomenon known as 'phonon decoupling.' Phonons represent atomic vibrations; normally, when atoms vibrate, nearby atoms are also influenced, due to collective vibrations. However, in Brownmillerite, when the tetrahedral layers vibrate, the adjacent octahedral layers remain mostly unaffected. This unique property enables the selective formation of domains within the tetrahedral layers when an electric field is applied.

This phenomenon was confirmed in various types of Brownmillerite, such as thin films of SrFeO2.5 and CaFeO2.5. and a single crystalline CaFeO2.5. Their experiments demonstrated that the electric field influenced only the tetrahedral layers, altering the atomic positions while leaving the octahedral layers unchanged. The team further demonstrated the practicality of this phenomenon by successfully developing ferroelectric capacitors and thin-film transistor devices based on this structure.

If commercialized, this technology is expected to enable the development of memory devices that are tens of times smaller and faster than current models. Consequently, the storage capacity and processing speed of smartphones and computers could be significantly improved, accelerating advancements in high-speed data processing technologies such as artificial intelligence (AI) and autonomous vehicles.

Prof. Si-Young Choi of POSTECH remarked, "This study exemplifies how wisdom derived from nature can provide critical solutions to technological limitations. Unlocking the secrets of still-unexplained natural phenomena could further enhance the applicability of various advanced technologies."

This research was supported by the Core Facility Center Project (Materials Imaging and Analysis Center), the Researcher Program of the Ministry of Science and ICT, the Nano and Materials Technology Development Program, and the Next-generation Intelligent Semiconductor Technology Development Program.
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Location matters: Belly fat compared to overall body fat more strongly linked to psoriasis risk | ScienceDaily
Researchers have found that central body fat, especially around the abdomen, is more strongly linked to psoriasis risk than total body fat, particularly in women. This link between central fat and psoriasis remained consistent regardless of genetic predisposition, indicating that abdominal fat is an independent risk factor.The study in the Journal of Investigative Dermatology, published by Elsevier, provides insights that could help improve early risk prediction and guide personalized prevention strategies.


						
Psoriasis is a chronic inflammatory skin condition that can have a significant impact on quality of life. Many individuals with psoriasis also have elevated levels of body fat. While it is well established that increasing levels of body fat raise the risk of developing psoriasis, the impact of specific fat distribution and genetics remains unclear.

Researchers of the current study analyzed data from over 330,000 participants with White British ancestry in the UK Biobank, including more than 9,000 people with psoriasis. They examined 25 different measures of body fat using both traditional methods and advanced imaging techniques, assessing how each was associated with psoriasis.

Lead investigator Ravi Ramessur, MD, St John's Institute of Dermatology, King's College London, explains, "Our research shows that where fat is stored in the body matters when it comes to psoriasis risk. Central fat -- especially around the waist -- seems to play a key role. This has important implications for how we identify individuals who may be more likely to develop psoriasis or experience more severe disease, and how we approach prevention and treatment strategies."

Catherine H. Smith, MD, also at St John's Institute of Dermatology, King's College London, and senior author adds, "As rates of obesity continue to rise globally, understanding how different patterns of body fat influence chronic inflammatory conditions such as psoriasis is important. Our findings suggest that central body fat contributes to psoriasis risk irrespective of genetic predisposition and reinforces the importance of measuring waist circumference and pro-active healthy weight strategies in psoriasis care."

Because this study only included individuals of White British ancestry from the UK Biobank, the generalizability of these findings to more diverse populations may be limited. Future studies incorporating datasets with dermatologist-confirmed diagnoses and broader ethnic representation will be important to further validate these associations and refine risk stratification approaches.

Dr. Ramessur notes, "We were surprised by how consistently strong the association was across different central fat measures and how much stronger the effect was in women. The observed links between central body fat and psoriasis suggest that there may be underlying biological mechanisms contributing to the disease that are not yet fully understood and which warrant further investigation."

In an accompanying editorial Joel M. Gelfand, MD, MSCE, FAAD, Department of Dermatology and Center for Clinical Sciences in Dermatology, University of Pennsylvania Perelman School of Medicine, points to the potential of incretin therapy for psoriatic disease. Incretins are gut-derived hormones, principally glucagon-like peptide-1 (GLP-1) and glucose-dependent insulinotropic peptide (GIP), that regulate glucose, digestion, and appetite, and are approved for treatment of diabetes, obesity, and obesity-associated obstructive sleep apnea.

Dr. Gelfand comments, "The strong relationship between psoriasis and obesity and the emerging promise of glucagon-like peptide-1 receptor agonists (GLP1RA) for reducing psoriasis morbidity is a call to action for large scale clinical trials of GLP1RA monotherapy for treatment of psoriasis. Our current paradigm of just focusing on the skin and joint manifestations when treating psoriasis is outdated in the context of our evolving understanding of the tight relationship of psoriasis, obesity, and cardiometabolic disease."
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Home water-use app improves water conservation | ScienceDaily
A UC Riverside-led study has found that a smartphone app that tracks household water use and alerts users to leaks or excessive consumption offers a promising tool for helping California water agencies meet state-mandated conservation goals.


						
Led by Mehdi Nemati, an assistant professor of public policy at UCR, the study found that use of the app -- called Dropcountr -- reduced average household water use by 6%, with even greater savings among the highest water users.

Dropcountr works by interpreting water-use data from smart water meters, which many utilities originally installed for remote reading to streamline billing. The app turns data from these meters into real-time feedback for consumers, showing how much water they use, how their usage compares to similar households, and how it has changed over time.

This type of digital feedback gives users what behavioral economists call a "nudge" -- a timely prompt to take water-saving actions, such as taking shorter showers, fixing leaks, or delaying using appliances like dishwashers and washing machines until they are full.

The app also alerts users when their consumption nears costly higher-rate tiers and notifies them of possible leaks. Utilities also can use the app to send customers tips for cutting use and notify them of rebate programs, such as those for replacing lawns with drought-tolerant landscaping.

"California water agencies are under pressure to hit individualized water-use targets and conservation goals under the 'Making Conservation a California Way of Life' regulation," Nemati said. "Our study shows that this digital feedback tool can be a powerful, low-cost way to help households manage their use and reduce consumption."

The research focused on the City of Folsom in Northern California, where Dropcountr was offered to residential customers beginning in late 2014. About 3,600 households volunteered for the program, which collected smart meter data from 2013 to 2019. This allowed researchers to analyze more than 32 million records of daily water use.




The findings, published in the journal Resource and Energy Economics, showed that participating households reduced their daily consumption by an average of 6.2% compared to a control group. The reduction was greater among high-volume users. The top 20% of users cut their water use by up to 12%.

"This is a crucial outcome when every drop counts," Nemati said. "We found strong, statistically significant reductions, especially for high-use customers."

Dropcountr also uses behavioral science concepts, especially the power of social norms. Users receive personalized water-use summaries that show how their consumption stacks up against more efficient nearby households, helping them set reasonable and achievable conservation goals. The app also flags possible leaks by detecting continuous usage patterns -- such as when water use remains steady for 72 hours. These alerts were found to be especially effective: Water use dropped roughly 50% on the day after a leak alert was sent, followed by a 30% drop the next day, and a sustained 9% reduction even six days later. "The sharp drop suggests customers are paying attention and acting quickly," Nemati said. "One major advantage is that they can detect leaks right away -- sometimes before they cause damage or result in costly bills. That's difficult with traditional billing systems, where usage is only seen after 30 or 60 days." Importantly, the study also found that these behavioral changes lasted. "We looked at water use 50 months out and still found sustained reductions," Nemati said. "People weren't just reacting once and forgetting. They stayed engaged."

The app works best with homes equipped with smart meters, while many homes in California still rely on older, manually read meters. Fortunately, adoption of advanced metering infrastructure continues to expand.

Still, Nemati noted, many agencies that do have smart meters continue to rely on outdated methods -- like mailed letters -- to notify customers of high usage or leaks.

"People get water bills, but the information may not be salient. Most bills report usage in cubic feet or units, which aren't easy to interpret," Nemati said. "What platforms like Dropcountr do well is make the data meaningful. People want to use water wisely. They just need timely, clear, and actionable feedback. These platforms give them that -- and they work."

With California preparing to enforce stricter drought and efficiency standards, Nemati said more utilities should consider deploying digital tools like Dropcountr.

"We have the data," he said. "Now we just need to use it in smarter ways. This study shows how a relatively inexpensive solution can help homeowners conserve and ease pressure on our water systems."

The study is titled "High-frequency analytics and residential water consumption: Estimating heterogeneous effects." Co-authors are Steven Buck of the University of Kentucky and Hilary Soldati of Cal Poly San Luis Obispo.
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Nordic studies show the significance of old-growth forests for biodiversity | ScienceDaily
Researchers at the University of Eastern Finland conducted a systematic review of 99 scientific publications that compared the flora or fauna of old-growth forests, managed forests and clearcut sites in boreal Europe. The reviewed studies showed large differences in the species communities inhabiting these forest types.


						
The studies analysed for the systematic review show that the species richness of full-canopy forests increases as the forest gets older. Clearcut sites are also species-rich, but they are inhabited by a distinct set of species in comparison to full-canopy forests.

The studies had examined several species groups that cover a large part of the flora and fauna inhabiting forests, including birds, epiphytes (i.e., lichens and bryophytes growing on tree trunks), fungi and insects inhabiting deadwood, soil fungi, ground-dwelling invertebrates, other insects and understory vegetation.

Birds, epiphytes and fungi and insects in deadwood were more diverse in older forests. Understory vegetation and insects other than those inhabiting deadwood were more diverse in younger forests, especially clearcut sites. There were few studies on soil fungi.

The flora and fauna characteristic of old-growth forests are associated with old or dead trees. Such species are rare or absent in forests in commercial use.

"In managed forests, trees are cut down before they grow old or die, and thus old and dead trees are scanty in them. Leaving a portion of the trees standing during clearcutting would be an effective solution, but only very few of these so-called retention trees are left in harvests," says Doctoral Researcher Aleksi Nirhamo from the University of Eastern Finland.

Clearcut sites are inhabited by species associated with open habitats and young forests. Conditions on clearcut sites are very different from full-canopy forests, and thus they are inhabited largely by distinct sets of species.




Even though the flora and fauna of clearcut sites are rich in certain species groups, they are degraded habitats.

"Early stages of forest succession would be formed without clearcuts by disturbances such as storms. These kinds of habitats differ from clearcut sites for example by having huge amounts of deadwood that is missing from clearcut sites," Nirhamo points out.

"Additionally, the treeless stage of succession is cut short by the planting of conifers, which also homogenises the tree species composition of the regenerating stand," he continues.

At the moment, there is a great abundance of habitat in the Nordic countries for species inhabiting clearcut sites. For the species of old-growth forests, the situation is worse.

"Forest habitats are modified widely in order to enhance wood production, which homogenises and degrades them," Nirhamo says.

"Especially old and dead trees are abundant and versatile only in forests that have remained unharvested for long, and thus there is little space for species dependent on those resources."
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Machine learning simplifies industrial laser processes | ScienceDaily
Laser-based processes for metals are considered to be particularly versatile in industry. Lasers can be used, for example, to precision-weld components together or produce more complex parts using 3D printing -- quickly, precisely and automatically. This is why laser processes are used in numerous sectors, such as the automotive and aviation industries, where maximum precision is required, or in medical technology, for example for the production of customized titanium implants.


						
However, despite their efficiency, laser processes are technically challenging. The complex interactions between the laser and the material make the process sensitive to the smallest of deviations -- whether in the material properties or in the settings of the laser parameters. Even minor fluctuations can lead to errors in production.

"To ensure that laser-based processes can be used flexibly and achieve consistent results, we are working on better understanding, monitoring and control of these processes," says Elia Iseli, research group leader in Empa's Advanced Materials Processing laboratory in Thun. In line with these principles, Giulio Masinelli and Chang Rajani, two researchers from his team, want to make laser-based manufacturing techniques more affordable, more efficient and more accessible -- using machine learning.

Vaporize or melt?

First, the two researchers focused on additive manufacturing, i.e. the 3D printing of metals using lasers. This process, known as powder bed fusion (PBF), works slightly differently to conventional 3D printing. Thin layers of metal powder are melted by the laser in exactly the right spots so that the final component is gradually "welded" out of them.

PBF allows the creation of complex geometries that are hardly possible with other processes. Before production can begin, however, a complex series of preliminary tests is almost always required. This is because there are basically two modes for laser processing of metal, including PBF: In conduction mode, the metal is simply melted. In keyhole mode, it is even vaporized in some instances. The slower conduction mode is ideal for thin and very precise components. Keyhole mode is slightly less precise, but much faster and suitable for thicker workpieces.

Where exactly the boundary between these two modes lies depends on a variety of parameters. The right settings are needed for the best quality of the final product -- and these vary greatly depending on the material being processed. "Even a new batch of the same starting powder can require completely different settings," says Masinelli.




Better quality with fewer experiments

Normally, a series of experiments must be carried out before each batch to determine the optimum settings for parameters such as scanning speed and laser power for the respective component. This requires a lot of material and must be supervised by an expert. "That is why many companies cannot afford PBF in the first place," says Masinelli.

Masinelli and Rajani have now optimized these experiments using machine learning and data from optical sensors that are already incorporated in the laser machines. The researchers "taught" their algorithm to "see" which welding mode the laser is currently in during a test run using this optical data. Based on this, the algorithm determines the settings for the next test. This reduces the number of preliminary experiments required by around two thirds -- while maintaining the quality of the product.

"We hope that our algorithm will enable non-experts to use PBF devices," summarizes Masinelli. All it would take for the algorithm to be used in industry is integration into the firmware of the laser welding machines by the device manufacturers.

Real-time optimization

PBF is not the only laser process that can be optimized using machine learning. In another project, Rajani and Masinelli focused on laser welding -- but went one step further. They not only optimized the preliminary experiments, but also the welding process itself. Even with the ideal settings, laser welding can be unpredictable, for example if the laser beam hits tiny defects on the surface of the metal.

"It is currently not possible to influence the welding process in real time," says Chang Rajani. "This is beyond the capabilities of human experts." The speed at which the data have to be evaluated and decisions to be made is a challenge even for computers. This is why Rajani and Masinelli used a special type of computer chip for this task, a so-called field-programmable gate array (FPGA). "With FPGAs, we know exactly when they will execute a command and how long the execution will take -- which is not the case with a conventional PC," explains Masinelli.

Nevertheless, the FPGA in their system is also linked to a PC, which serves as a kind of "backup brain." While the specialized chip is busy observing and controlling the laser parameters, the algorithm on the PC learns from this data. "If we are satisfied with the performance of the algorithm in the virtual environment on the PC, we can 'transfer' it to the FPGA and make the chip more intelligent all at once," explains Masinelli.

The two Empa researchers are convinced that machine learning and artificial intelligence can contribute a great deal more in the field of laser processing of metals. That is why they are continuing to develop their algorithms and models and are expanding their area of application -- in collaboration with partners from research and industry.
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The magic of light: Dozens of images hidden in a single screen | ScienceDaily
From smartphones and TVs to credit cards, technologies that manipulate light are deeply embedded in our daily lives, many of which are based on holography. However, conventional holographic technologies have faced limitations, particularly in displaying multiple images on a single screen and in maintaining high-resolution image quality. Recently, a research team led by Professor Junsuk Rho at POSTECH (Pohang University of Science and Technology) has developed a groundbreaking metasurface technology that can display up to 36 high-resolution images on a surface thinner than a human hair. This research has been published in Advanced Science.


						
This achievement is driven by a special nanostructure known as a metasurface. Hundreds of times thinner than a human hair, the metasurface is capable of precisely manipulating light as it passes through. The team fabricated nanometer-scale pillars using silicon nitride, a material known for its robustness and excellent optical transparency. These pillars, referred to as meta-atoms, allow for fine control of light on the metasurface.

A remarkable aspect of this technology is its ability to project entirely different images depending on both the wavelength (color) and spin (polarization direction) of light. For example, left-circularly polarized red light may reveal an image of an apple, while right-circularly polarized red light may produce an image of a car. Using this technique, the researchers successfully encoded 36 images at 20 nm intervals within the visible spectrum, and 8 images spanning from the visible to the near-infrared region -- all onto a single metasurface.

What makes this innovation particularly notable is not only its simplified design and fabrication process, but also its enhanced image quality. The team addressed previous issues of image crosstalk and background noise by incorporating a noise suppression algorithm, resulting in clearer images with minimal interference between channels.

"This is the first demonstration of multiplexing spin and wavelength information through a single phase-optimization process while achieving low noise and high image fidelity," said Professor Rho. "Given its scalability and commercial viability, this technology holds strong potential for a wide range of optical applications, including high-capacity optical data storage, secure encryption systems, and multi-image display technologies."

This research was supported by the POSCO Holdings N.EX.T Impact Program, as well as the Pioneer Program for Converging Technology of the National Research Foundation of Korea, funded by the Ministry of Science and ICT.
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Boys who are overweight in their early teens risk passing on harmful epigenetic traits to future children | ScienceDaily
A new study suggests that boys who become overweight in their early teens risk damaging the genes of their future children, increasing their chances of developing asthma, obesity and low lung function.


						
Research published in Communications Biology is the first human study to reveal the biological mechanism behind the impact of fathers' early teenage obesity on their children.

Researchers from the University of Southampton and the University of Bergen in Norway investigated the epigenetic profiles of 339 people, aged 7 to 51. They assessed the father's changes in body composition across adolescence using self-reported body image as a proxy for body fat composition.

They identified epigenetic changes in over 2,000 sites in 1,962 genes linked with adipogenesis (formation of fat cells) and lipid (fat) metabolism in the children of fathers who gained weight as teenagers.

These changes in the way DNA is packaged in cells (methylation) regulate gene expression (switching them on and off) and are associated with asthma, obesity and lung function. The effect was more pronounced in female children than male children, with different genes involved.

"The overweight status of future fathers during puberty was associated with a strong signal in their children's DNA which were also related to the likelihood of their children being overweight themselves," says author of the paper Dr Negusse Tadesse Kitaba, Senior Research Fellow at the University of Southampton.

"Early puberty, when boys start their developing sperm, seems to be a key window of vulnerability for lifestyle influences to drive epigenetic changes in future offspring."

Professor Cecilie Svanes from the University of Bergen says: "The new findings have significant implications for public health and may be a game-changer in public health intervention strategies.




"They suggest that a failure to address obesity in young teenagers today could damage the health of future generations, further entrenching health inequalities for decades to come."

Prof John Holloway from the University of Southampton and the National Institute for Health and Care Research (NIHR) Southampton Biomedical Research Centre added: "Childhood obesity is increasing globally. The results of this study demonstrate that this is a concern not only for the health of the population now but also for generations to come."

The research was funded by the Norwegian Research Council.
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Without public trust, effective climate policy is impossible | ScienceDaily
When formulating climate policy, too little attention is paid to social factors and too much to technological breakthroughs and economic reasons. Because citizens are hardly heard in this process, European governments risk losing public support at a crucial moment in the climate debate. This is the conclusion of several researchers from Radboud University in a paper published this week in Earth System Governance.


						
Without public trust, effective climate policy is impossible, warns Vincent de Gooyert, sociologist and lead author of the article. "You see this, for example, in the development of carbon capture and storage (CCS). This technology is essential for achieving climate targets, but it is still barely off the ground. Industry wants government subsidies, the government says there is no public support for this, and society wants to see industry take responsibility first. But then you're stuck in a vicious circle."

No market value, but essential

The climate debate is currently often framed from a techno-economic perspective, explains De Gooyert. "Every solution must have direct market value. If that is lacking, no one is willing to take the first step. But a solution such as CCS has no direct market value. In addition to technology, regulations and subsidies, you really need that support, because a policy without support mainly results in resistance."

De Gooyert collaborated with colleagues Senni Maatta, Sandrino Smeets and Heleen de Coninck on the article. Their recommendations are based, among other things, on extensive experience with discussions between government, business, citizens and other stakeholders on climate issues. They work with environmental organisations, industry and governments in European countries including Finland, Sweden, Spain and Belgium.

Trust

"What keeps coming back is that policy only works if there is mutual trust. People often think that if we explain it well, support will come naturally. But then you mainly have one-way communication, and research shows that this can be counterproductive. What you end up with is people thinking: there go those arrogant policymakers again, telling us what's good for us, and if we don't agree, they'll push it through anyway."

De Gooyert and his colleagues advocate the use of independent, scientific advisory councils, but also initiatives such as citizens' councils. "Citizens must be able to form an informed opinion independently, and there must be room for complexity and nuance. We must be honest with each other in such sessions: there are difficult choices to be made, but people must be given openness about the options and the consequences. Citizens deserve a say in their environment. To offer comfort to local residents, governments and businesses will also have to make sacrifices. We won't get there with the current method. Then we'll remain in the situation we're in now: no one willing to take big steps on climate policy, while time is running out."
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Wilms tumors: How genes and imprinting pave the way for cancer | ScienceDaily
A research team at the Biocenter of Julius-Maximilians-Universitat Wurzburg (JMU), together with cooperation partners at the Wellcome Sanger Institute in Cambridge (UK), has taken a significant step towards understanding Wilms' tumors, malignant kidney tumors in young children. Using samples from the Wilms tumor biobank, the team was able to systematically decipher the hereditary predisposition for Wilms tumors in a large cohort. The results have now been published in the journal Genome Medicine; they open up new avenues for genetic counseling and monitoring of patients at risk.


						
A scientific treasure: the Wilms tumor biobank at the JMU

The biobank for Wilms tumors located at the JMU Biocenter is at the heart of this research. Over a period of almost 30 years (1994 to 2022), samples from around 1,800 affected children have been collected as part of the German Wilms tumor study. These included 20 familial tumors, i.e. tumors that also occurred in parents and/or siblings, as well as 109 bilateral tumors, which are assumed to have a genetic predisposition.

"We were able to identify the underlying predisposition in over 90 percent of these cases," explains Dr. Jenny Wegert, a member of staff at the Department of Developmental Biochemistry and lead author of the study.

Gradual tumor development and stereotypical patterns

Over 50 years ago, Alfred Knudsen postulated the so-called "two-hit hypothesis," which was intended to explain hereditary forms of childhood tumors such as Wilms' tumor. The researchers have now been able to demonstrate these gradual genetic changes during tumor development in molecular detail in their study.

Most frequently, they found mutations in WT1, a tumor suppressor gene, where initially one of the two copies of the WT1 gene is inactivated in all body cells. This alone is associated with an increased risk of kidney failure and, in boys, with genitourinary malformations.




However, actual tumor formation only occurs when the second copy of the WT1 gene in kidney cells also fails and the growth factor IGF2 is activated at the same time, leading to the formation of tumor precursors. A final step, the additional activation of the WNT signaling pathway, which controls many growth and differentiation processes, is then responsible for the development of a malignant tumor.

Genomic imprinting disorders as tumor triggers

For around half of the patients, the scientists were able to identify genetic changes in the germline and therefore in all body cells as the likely cause. In addition to WT1, numerous other genes were also affected, but much less frequently.

"One surprising finding, however, was that around a third of the children did not have one of the classic hereditary mutations, but a disturbance of the so-called genomic imprinting of the IGF2 gene," says Jenny Wegert. Imprinting is established during embryonic development and is therefore not hereditary. "This means that there is no increased risk for siblings and that those affected do not pass on the tumor predisposition," says the scientist.

Children with this epigenetic predisposition often exhibited "mosaics," meaning they had cells with normal and cells with impaired IGF2 imprinting side by side. If mutations in other genes occurred in kidney cells with disturbed IGF2 regulation, tumors developed.

Consequence: genetic screening for patients at risk

"Our new findings impressively demonstrate that a significant proportion of childhood kidney tumors have a hereditary component," says Professor Manfred Gessler, Chair of Developmental Biochemistry and head of the study. "This has important consequences for the clinic: in such cases, there is an increased risk for siblings, and the patients themselves can later develop secondary tumors or suffer early kidney failure."

The study therefore makes a clear case for broad molecular testing of blood and tumor samples from young patients to identify cases with an increased risk at an early stage and ensure close monitoring.
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A chip with natural blood vessels | ScienceDaily
How can we investigate the effects of a new drug? How can we better understand the interaction between different organs to grasp the systemic response? In biomedical research, so-called organs-on-a-chip, also referred to as microphysiological systems, are becoming increasingly important: by cultivating tissue structures in precisely controlled microfluidic chips, it is possible to conduct research much more accurately than in experiments involving living humans or animals.


						
However, there has been a major obstacle: such mini-organs are incomplete without blood vessels. To facilitate systematic studies and ensure meaningful comparisons with living organisms, a network of perfusable blood vessels and capillaries must be created -- in a way that is precisely controllable and reproducible. This is exactly what has now been achieved at TU Wien: the team established a method using ultrashort laser pulses to create tiny blood vessels in a rapid and reproducible manner. Experiments show that these vessels behave just like those in living tissue. Liver lobules have been created on a chip with great success.

Real Cells in Artificial Microchannels

"If you want to study how certain drugs are transported, metabolized and absorbed in different human tissues, you need the finest vascular networks," says Alice Salvadori, a member of the Research Group 3D Printing and Biofabrication established by Prof. Aleksandr Ovsianikov at TU Wien.

Ideally such blood vessels have to be created directly within special materials called hydrogels. Hydrogels provide structural support for living cells, while being permeable similarly to natural tissues. By creating tiny channels within these hydrogels, it becomes possible to guide the formation of blood vessel-like structures: endothelial cells -- the cells that line the inside of real blood vessels in the human body -- can settle inside these channel networks. This creates a model that closely mimics the structure and function of natural blood vessels.

The major challenge so far has been geometry: the shape and size of these microvascular networks have been difficult to control. In self-organization based approaches, vessel geometry varies significantly from one sample to another. This makes it impossible to run reproducible, precisely controlled experiments -- yet that is exactly what is needed for reliable biomedical research.

Improved Hydrogel and Laser Precision

The team at TU Wien therefore relied on advanced laser technology: with the help of ultrashort laser pulses in the femtosecond range, highly precise3D structures can be written directly into the hydrogel -- quickly and efficiently.




"We can create channels spaced only a hundred micrometers apart. That's essential when you would like to replicate the natural density of blood vessels in specific organs," says Aleksandr Ovsianikov.

But it's not just about precision: the artificial blood vessels have to be formed quickly and also remain structurally stable once they are populated with living cells. "We know that cells actively remodel their environment. That can lead to deformations or even to the collapse of vessels," explains Alice Salvadori. "That's why we also improved the material preparation process."

Instead of using the standard single-step gelation method, the team used a two-step thermal curing process: the hydrogel is warmed in two phases, using different temperature, rather than just one. This alters its network structure, producing a more stable material. The vessels formed within such material remain open and maintain their shape over time.

"We have not only shown that we can produce artificial blood vessels that can actually be perfused. The even more important thing is: We have developed a scalable technology that can be used on an industrial scale," says Aleksanr Ovsianikov. "It takes only 10 minutes to pattern 30 channels, which is at least 60 times faster than other techniques."

Simulating Inflammation: Natural Reactions on a Chip

If biological processes are to be realistically modeled on a chip, the artificial tissues must behave like their natural counterparts. And this, too, has now been demonstrated:

"We showed that these artificial blood vessels are colonized by endothelial cells that respond just like real ones in the body," says Alice Salvadori. "For example, they react to inflammation in the same way -- becoming more permeable, just like real blood vessels."




This marks an important step toward establishing lab-on-a-chip technology as an industrial standard in many fields of medical research.

Big Success with Liver Tissue

"Using this approach, we were able to vascularize a liver model. In collaboration with Keio University (Japan), we developed a liver lobule-on-chip that incorporates a controlled 3D vascular network, closely mimicking the in vivo arrangement of the central vein and sinusoids," says Aleksandr Ovsianikov.

"Replicating the liver's dense and intricate microvasculature has long been a challenge in organ-on-chip research. By building multiple layers of microvessels spanning the entire tissue volume, we were able to ensure adequate nutrient and oxygen supply -- which, in turn, led to improved metabolic activity in the liver model. We believe that these advancements bring us a step closer to integrating Organ-on-a-chip technology into preclinical drug discovery," says Masafumi Watanabe (Keio University).

"OoC technology and advanced laser technology work well together to create more reliable models of blood vessels and liver tissues. One important breakthrough is the ability to build tiny tissues on a chip that allow liquid to flow through them, similar to how blood flows in the body. This helps researchers better understand how blood flow affects cells. OoC technology also makes it possible to closely observe how cells react under a microscope. These models will help scientists study how the body works and may lead to better treatments and healthcare in the future," says Prof. Ryo Sudo at Keio University.
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'Raindrops in the Sun's corona': New adaptive optics shows stunning details of our star's atmosphere | ScienceDaily
The Sun's corona -- the outermost layer of its atmosphere, visible only during a total solar eclipse -- has long intrigued scientists due to its extreme temperatures, violent eruptions, and large prominences. However, turbulence in the Earth's atmosphere has caused image blur and hindered observations of the corona. A ground-breaking recent development by scientists from the U.S. National Science Foundation (NSF) National Solar Observatory (NSO), and New Jersey Institute of Technology (NJIT), is changing that by using adaptive optics to remove the blur.


						
As published in Nature Astronomy, this pioneering 'coronal adaptive optics' technology has produced the most astonishing, clearest images and videos of fine-structure in the corona to date. This development will open the door for deeper insights into the corona's enigmatic behavior and the processes driving space weather.

Most Detailed Coronal Images to Date Revealed

Funded by the NSF and installed at the 1.6-meter Goode Solar Telescope (GST), operated by NJIT's Center for Solar-Terrestrial Research (CSTR) at Big Bear Solar Observatory (BBSO) in California, "Cona" -- the adaptive optics system responsible for these new images -- compensates for the blur caused by air turbulence in the Earth's atmosphere -- similar to the bumpy air passengers feel during a flight.

"The turbulence in the air severely degrades images of objects in space, like our Sun, seen through our telescopes. But we can correct for that," says Dirk Schmidt, NSO Adaptive Optics Scientist who led the development.

Among the team's remarkable observations is a movie of a quickly restructuring solar prominence unveiling fine, turbulent internal flows. Solar prominences are large, bright features, often appearing as arches or loops, extending outward from the Sun's surface.

A second movie replays the rapid formation and collapse of a finely structured plasma stream. "These are by far the most detailed observations of this kind, showing features not previously observed, and it's not quite clear what they are," says Vasyl Yurchyshyn, co-author of the study and NJIT-CSTR research professor. "It is super exciting to build an instrument that shows us the Sun like never before," Schmidt adds.




A third movie shows fine strands of coronal rain -- a phenomenon where cooling plasma condenses and falls back toward the Sun's surface. "Raindrops in the Sun's corona can be narrower than 20 kilometers," NSO Astronomer Thomas Schad concludes from the most detailed images of coronal rain to date, "These findings offer new invaluable observational insight that is vital to test computer models of coronal processes."

Another movie shows the dramatic motion of a solar prominence being shaped by the Sun's magnetism.

A Breakthrough in Solar Adaptive Optics

The corona is heated to millions of degrees-much hotter than the Sun's surface-by mechanisms unknown to scientists. It is also home to dynamic phenomena of much cooler solar plasma that appears reddish-pink during eclipses. Scientists believe that resolving the structure and dynamics of the cooler plasma at small scales holds a key to answering the coronal heating mystery and improving our understanding of eruptions that eject plasma into space driving space weather -- i.e., the conditions in Earth's near-space environment primarily influenced by the Sun's activity (e.g., solar flares, coronal mass ejections, and the solar wind) that can impact technology and systems on Earth and in space. The precision required demands large telescopes and adaptive optics systems like the one developed by this team.

The GST system Cona uses a mirror that continuously reshapes itself 2,200 times per second to counteract the image degradation caused by turbulent air. "Adaptive optics is like a pumped-up autofocus and optical image stabilization in your smartphone camera, but correcting for the errors in the atmosphere rather than the user's shaky hands," says BBSO Optical Engineer and Chief Observer, Nicolas Gorceix.

Since the early 2000s, adaptive optics have been used in large solar telescopes to restore images of the Sun's surface to their full potential, enabling telescopes to reach their theoretical diffraction limits -- i.e., the theoretical maximum resolution of an optical system. These systems have since revolutionized observing the Sun's surface, but until now, have not been useful for observations in the corona; and the resolution of features beyond the solar limb stagnated at an order of 1,000 kilometers or worse -- levels achieved 80 years ago.




"The new coronal adaptive optics system closes this decades-old gap and delivers images of coronal features at 63 kilometers resolution -- the theoretical limit of the 1.6-meter Goode Solar Telescope," says Thomas Rimmele, NSO Chief Technologist who built the first operational adaptive optics for the Sun's surface, and motivated the development.

Implications for the Future

Coronal adaptive optics is now available at the GST. "This technological advancement is a game-changer, there is a lot to discover when you boost your resolution by a factor of 10," Schmidt says.

The team now knows how to overcome the resolution limit imposed by the Earth's lowest region of the atmosphere -- i.e., the troposphere -- on observations beyond the solar limb and is working to apply the technology at the 4-meter NSF Daniel K. Inouye Solar Telescope, built and operated by the NSO in Maui, Hawai?i. The world's largest solar telescope would see even smaller details in the Sun's atmosphere.

"This transformative technology, which is likely to be adopted at observatories world-wide, is poised to reshape ground-based solar astronomy," says Philip R. Goode, distinguished research professor of physics at NJIT-CSTR and former director at BBSO, who co-authored the study. "With coronal adaptive optics now in operation, this marks the beginning of a new era in solar physics, promising many more discoveries in the years and decades to come."

The authors are: Dirk Schmidt (NSO), Thomas A. Schad (NSO), Vasyl Yurchyshyn (NJIT), Nicolas Gorceix (NJIT), Thomas R. Rimmele (NSO), and Philip R. Goode (NJIT).
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The ocean seems to be getting darker | ScienceDaily
More than one-fifth of the global ocean -- an area spanning more than 75million sq km -- has been the subject of ocean darkening over the past two decades, according to new research.


						
Ocean darkening occurs when changes in the optical properties of the ocean reduce the depth of its photic zones, home to 90% of all marine life and places where sunlight and moonlight drive ecological interactions.

For the new study, published in Global Change Biology, researchers used a combination of satellite data and numerical modelling to analyse annual changes in the depth of photic zones all over the planet.

They found that between 2003 and 2022, 21% of the global ocean -- including large expanses of both coastal regions and the open ocean -- had become darker.

In addition to this, more than 9% of the ocean -- an area of more than 32million sq km, similar in size to the continent of Africa -- had seen photic zone depths reducing by more than 50metres, while 2.6% saw the photic zone reduced by more than 100m.

However, the picture is not solely of a darkening ocean with around 10% of the ocean -- more than 37million sq km -- becoming lighter over the past 20 years.

While the precise implications of the changes are not wholly clear, the researchers say it could affect huge numbers of the planet's marine species and the ecosystem services provided by the ocean as a whole.




The study was conducted by researchers from the University of Plymouth and Plymouth Marine Laboratory, who have spent more than a decade examining the impact of artificial light at night (ALAN) on the world's coasts and oceans.

They say that is not directly connected to ocean darkening, however, with the changes likely being as a result of a combination of nutrient, organic material and sediment loading near the coasts, caused by factors such as agricultural runoff and increased rainfall.

In the open ocean, they believe it will be down to factors such as changes in algal bloom dynamics and shifts in sea surface temperatures, which have reduced light penetration into surface waters.

Dr Thomas Davies, Associate Professor of Marine Conservation at the University of Plymouth, said: "There has been research showing how the surface of the ocean has changed colour over the last 20 years, potentially as a result of changes in plankton communities. But our results provide evidence that such changes cause widespread darkening that reduces the amount of ocean available for animals that rely on the sun and the moon for their survival and reproduction. We also rely on the ocean and its photic zones for the air we breathe, the fish we eat, our ability to fight climate change, and for the general health and wellbeing of the planet. Taking all of that into account, our findings represent genuine cause for concern."

Professor Tim Smyth, Head of Science for Marine Biogeochemistry and Observations at the Plymouth Marine Laboratory, added: "The ocean is far more dynamic than it is often given credit for. For example, we know the light levels within the water column vary massively over any 24-hour period, and animals whose behaviour is directly influenced by light are far more sensitive to its processes and change. If the photic zone is reducing by around 50m in large swathes of the ocean, animals that need light will be forced closer to the surface where they will have to compete for food and the other resources they need. That could bring about fundamental changes in the entire marine ecosystem."

Assessing changes in the ocean's photic zones

To assess changes in the photic zone, the researchers used data from NASA's Ocean Colour Web, which breaks the global ocean down into a series of 9km pixels.




This satellite derived data enabled them to observe changes on the ocean surface for each of these pixels, while an algorithm developed to measure light in sea water was used to define the depth of the photic zone in each location.

They also used solar and lunar irradiance models to examine particular changes that might impact marine species during daylight and moonlight conditions, demonstrating that changes in photic zone depth at night were small compared to daytime, but remained ecologically important.

A shifting global picture of ocean change

The most prominent changes in photic zone depth in the open ocean were observed at the top of the Gulf Stream, and around both the Arctic and Antarctic, areas of the planet experiencing the most pronounced shifts as a result of climate change.

Darkening is also widespread in coastal regions and enclosed seas -- such as the Baltic Sea -- where rainfall on land brings sediment and nutrients into the sea, stimulating plankton growth and reducing light availability.
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Chronic renal failure: Discovery of a crucial biomarker | ScienceDaily
In a world first, Canadian scientists at the CRCHUM, the hospital research centre affiliated with Universite de Montreal, have identified microRNA able to protect small blood vessels and support kidney function after severe injury.


						
For the four million people diagnosed with chronic renal failure in Canada -- and millions more abroad -- this scientific advancement could have a major impact on early diagnosis and prevention of the disease.

Previously, there was no known reliable biomarker for evaluating the health of these capillaries and for developing targeted approaches to preserve kidney function.

In a study published last Thursday in JCI Insight, the CRCHUM research team shows that miR-423-5p microRNA is a promising marker in the blood for predicting the microvascular health of the kidneys.

UdeM medical professors Marie-Josee Hebert and Heloise Cardinal, holders of the Shire Chair in Nephrology, Renal Transplantation and Regeneration, co-authored the study with Hebert's research associate Francis Migneault.

Their specialty is studying the loss of peritubular capillaries, a conclusive indicator of chronic renal failure.

Located in the kidneys, millions of these small blood vessels filter waste products out of the blood and transport the oxygen and nutrients necessary for the organ's functions.




Kidney injuries, caused by the temporary interruption and restoration of blood flow, can lead to a decrease in the number of small blood vessels, seriously disrupting kidney function.

"In people who have received a transplant, if kidney function is severely altered, the kidney's survival is threatened," said Hebert, a nephrology-transplant physician and UdeM's outgoing vice-rector for research, discovery, creation and innovation.

"Using this biomarker, a test could be developed to evaluate the status of the small blood vessels much earlier," she said. "Doctors in hospitals could then better evaluate the microvascular health of higher-risk patients.

"These could include elderly patients or those undergoing surgeries during which blood flow is temporarily stopped, as is the case for organ transplants or cardiovascular interventions."

Of mice and... 51 transplant recipients

"We first observed fluctuating levels of miR-423-5p microRNA in the blood of mice with acute kidney injuries," said Migneault, the study's first author. "These results were then confirmed in 51 transplant recipients who participated in the CHUM kidney transplant biobank."

Thanks to this biomarker, clinical teams could confirm whether their interventions improve or diminish the health of small blood vessels.




"But what's really incredible is that by injecting this microRNA into mice with kidney injuries, we were able to preserve the small blood vessels and limit the damage done to the kidneys," said Migneault.

While direct injection into the kidney is a clinically feasible method during a transplant, to protect the remaining small blood vessels, the CRCHUM scientists are now focused on alternative techniques to transport the microRNA, or likely a microRNA cocktail, to the kidney.

Potentially useful for other patients

In terms of prevention, a test based on this miR-423-5p microRNA could be useful for patients with cardiac failure, pulmonary failure or certain neurodegenerative diseases.

"For these medical conditions, the loss of small blood vessels plays a key role, because of the association with normal or accelerated aging," said Hebert. "Our discovery could, therefore, have a significant impact on the health of all Canadians."

For those with pulmonary failure, several research projects are in progress under Emmanuelle Brochiero, a researcher and head of the Immunopathology research theme at the CRCHUM.

It may also be possible, using the CHUM's biological material biobank, to determine if existing medications, administered after a kidney transplant to treat another issue, impact small blood vessel health, added Hebert.
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New pace of aging measurement reveals trajectories of healthspan and lifespan in older people | ScienceDaily
A newly refined method for measuring the Pace of Aging in population-based studies provides a powerful tool for predicting risks associated with aging, including chronic illness, cognitive impairment, disability, and mortality. Developed by researchers at Columbia University Mailman School of Public Health, the method offers researchers and policy makers a novel approach to quantify how quickly individuals and populations experience age-related health decline.


						
Until now the metrics used in population health research on aging did not distinguish differences caused by early-life factors, such as prenatal care and nutrition, from those caused by ongoing changes in people's bodies due to aging. Findings from the study are published in Nature Aging.

"The Pace of Aging method is an important approach for understanding population aging," explained Arun Balachandran, PhD, a postdoctoral researcher at the Columbia Aging Center and lead author of the study. "Our existing toolkit doesn't include methods that can separate out the legacies of early life from the changes caused by aging," Daniel Belsky, PhD, associate professor of Epidemiology at Columbia Mailman School and member of the Robert N. Butler Columbia Aging Center elaborated.

"We originally developed the Pace of Aging method to evaluate the effectiveness of interventions targeting the biology of aging. The new approach introduced in this paper is designed to do the same for social policies and public health programs. Our method will enable researchers and public health professionals working with population data to better understand how policies, social structures, environments, and individual behaviors shape aging trajectories across populations worldwide."

The team analyzed data from two large-scale, nationally representative studies: the U.S. Health and Retirement Study (HRS)and theEnglish Longitudinal Study of Aging (ELSA). These long-term studies follow adults aged 50 and older -- along with their spouses -- and collect detailed information on health, cognition, socioeconomic status, and family dynamics. The studies have been ongoing for decades and periodically enroll new participants.

The new approach makes use of data from dried blood spots, physical exams, and performance tests given to participants in their homes at up to three timepoints over eight-year follow-up intervals. Pace of Aging was examined in 19,045 participants who contributed data over 2006-2016, with additional follow-up to determine disease, disability, and mortality through 2022. In the US study, Pace of Aging was measured from C-reactive protein (CRP), Cystatin-C, glycated hemoglobin (HbA1C), diastolic blood pressure, waist circumference, lung capacity (peak flow), balance, grip strength, and gait speed.

"Our findings establish that we can measure important variability in the pace of aging in older people with a relatively limited set of measurements," said Belsky. "Our findings open up possibilities to study pace of aging in cohorts around the world," expanded Balachandran. "These metrics consistently predict future health outcomes, including disease onset, disability, and death. And they reveal important differences in aging trajectories across population subgroups." For example, the study reported signs of accelerated aging in people with lower levels of education."

Originally developed using data from the Dunedin Study -- a longitudinal study of individuals born in 1972-73 -- the initial Pace of Aging tool focused on changes from young adulthood through midlife. The newly adapted method extends its utility to population-based studies of aging, offering planners and policymakers a valuable resource for monitoring and improving population health and longevity.




"Beyond medicine and gerontology, this work has important implications for sociology and economics," added Belsky. "It can help us understand how life transitions -- such as retirement, caregiving, and bereavement -- affect the aging process and support the development of more effective public health and social policies."

"The differences in aging speed we found weren't just statistically significant -- they were meaningful," Belsky said. "People aging faster were much more likely to get sick, become disabled, or die sooner, even if they were the same age on paper."

Other co-authors are Heming Pei, Yifan Shi, John Beard, Alan Cohen, Claire Eckstein Indik, Calen Ryan, Alex Furuya, Meerai Kothari, and Yuang Zhang, Butler Aging Center, Columbia Mailman School; Avshalom Caspi and Terrie Moffitt, University of London; Benjamin Domingue, Stanford University; Luigi Ferrucci, National Institute on Aging; and Vegard Skirbekk, Norwegian Institute for Public Health.

The study was supported by National Institutes of Health grant R01AG061378, T32AI114398 and U01AG009740; Russel Sage Foundation, BioSS Grant 1810-08987, and the Robert N Butler Columbia Aging Center.
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Different versions of APOE protein have varying effect on microglia in Alzheimer's disease | ScienceDaily

Alzheimer's disease is the most common cause of dementia in the UK, affecting 1 in 14 people over the age of 65. Alzheimer's is characterised pathologically by a buildup of proteins in the form of amyloid plaques and tau tangles.

The apolipoprotein E (APOE) gene is a major genetic risk factor for Alzheimer's disease. There are three different versions of the APOE protein: APOE2, APOE3, and APOE4. While APOE4 increases the risk of developing Alzheimer's, APOE2 is associated with a lower risk. However, how these isoforms lead to strikingly different risk profiles is poorly understood.

In this study, researchers looked at APOE in microglia, the brain's immune cells known to play a role in Alzheimer's disease. As the three versions of APOE are evolutionarily unique to humans, they can't be directly studied in a mouse brain, posing a challenge to studying them in a laboratory setting.

To overcome this, researchers developed a human "xenotransplantation model." This is where human microglia were grown from stem cells, manipulated to express different APOE versions, then transplanted into the brains of mice that had developed a buildup of amyloid plaques. The microglia were then isolated and analysed for their gene expression (using a technique called transcriptomics) and for their chromatin accessibility (how accessible the DNA is for genes to be expressed).

The researchers uncovered widespread changes to the transcriptomic and chromatin landscape of microglia, dependent on the APOE isoform expressed. The largest differences were observed when comparing the APOE2 and APOE4 microglia.

In APOE4 microglia, researchers saw an increase in the production of cytokines, signalling molecules involved in immune regulation. They also observed diminished capacity for the microglia to migrate and shift into protective states. Furthermore, the microglia became less effective in phagocytosis, a process by which they digest and clear up particles such as debris and pathogens.

Conversely, APOE2 microglia showed increased expression of various genes that increase microglia proliferation and migration, and a decreased inflammatory immune response. Additionally, APOE2 microglia showed increased DNA-binding of the vitamin D receptor. Low levels of vitamin D have been associated with a higher incidence of Alzheimer's.

The study highlights that microglia responses to amyloid pathology differ significantly across APOE versions. This finding underscores that considering the interplay between genetic risk factors and microglial states is critical in disease progression. The study also highlights the potential role of the vitamin D receptor, providing new avenues for therapeutic exploration.

Dr Sarah Marzi, Senior Lecturer in Neuroscience at King's College London and lead author of the study, said: "Our findings emphasise that there is a complex interplay between genetic, epigenetic, and environmental factors that influence microglial responses in Alzheimer's disease. We found remarkable differences when comparing microglia expressing different isoforms of the same gene. Our research suggests that microglia expressing the risk-increasing APOE4 variant are not as effective at mounting protective microglial functions, including cell migration, phagocytosis and anti-inflammatory signalling. This underscores the need for targeted interventions based on APOE genotype."
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How brain stimulation alleviates symptoms of Parkinson's disease | ScienceDaily
Researchers are investigating the mechanisms and identifying new areas of the brain that can benefit patients when stimulated.


						
Persons with Parkinson's disease increasingly lose their mobility over time and are eventually unable to walk. Hope for these patients rests on deep brain stimulation, also known as a brain pacemaker. In a current study, researchers at Ruhr University Bochum and Philipps-Universitat Marburg, Germany, investigated whether and how stimulation of a certain region of the brain can have a positive impact on ambulatory ability and provide patients with higher quality of life. To do this, the researchers used a technique in which the nerve cells are activated and deactivated via light. Their report appeared in the journal Scientific Reports on April 12, 2025.

Improving ambulatory ability

If medication is no longer sufficient in alleviating restricted mobility in the advanced stage of Parkinson's disease, one alternative is deep brain stimulation. An electrical pulse emitter is implanted within the brain, such as in the subthalamic nucleus, which is functionally part of the basal ganglia system.

The group under Dr. Liana Melo-Thomas from Philipps-Universitat Marburg was able to show in previous studies on rats that stimulation of the inferior colliculus -- chiefly known for processing auditory input -- can be used to overcome mobility restrictions. "There are indications that stimulation of this region of the brain leads to activation of the mesencephalic locomotor region, or MLR," says Melo-Thomas.

Interestingly, the colliculus inferior -- unlike the basal ganglia -- is not affected by Parkinson's disease. However, the research group under Melo-Thomas discovered that its stimulation activates alternative motor pathways and can improve patients' mobility.

The current study aimed to further investigate this activating influence of the inferior colliculus on the MLR. "We suspected that this would have a positive effect on ambulatory ability," says Melo-Thomas.




Optically influencing nerve cells

The Marburg group led by Professor Rainer Schwarting sought support by Dr. Wolfgang Kruse from the Department of General Zoology and Neurobiology at Ruhr University Bochum. The team in Bochum led by Professor Stefan Herlitze played a significant role in co-developing the methods of optogenetics.

While doing so, the researchers ensure that the nerve cells of genetically modified test animals produce a light-sensitive protein in interesting regions of the brain. Light that reaches these nerve cells via small, implanted optical fibers allows the researchers to activate or inhibit them specifically. "This method is thus much more precise than electrical stimulation, which always affects the area around the cells as well," says Kruse.

For the first time, the effect of the stimulation was directly documented with electrophysiological measurements of neuronal activity in the target structures. A multi-electrode system originally developed at Philipps-Universitat Marburg was used for this purpose. By combining these methods, the researchers were able to directly understand the effect of the stimulation. Parallel measurement with up to four electrodes is also highly efficient, allowing minimization of the number of animals used. Behavioral effects that can be triggered by the stimulation were monitored in conscious animals.

Stimulation of the inferior colliculus provides the desired effect

Optogenetic stimulation in the inferior colliculus predominantly triggered the expected increase in neuronal activity within it. "Simultaneous measurements in the deeper MLR region showed increased activity in the majority of cells, although nearly one quarter of the cells were inhibited by the additional activity in the inferior colliculus," reports Kruse. The activation of individual nerve cells occurred with an average delay of 4.7 milliseconds, indicating a functional synaptic interconnection between the inferior colliculus and MLR.

Foundations for new types of therapy

Investigating circuits outside of the basal ganglia that are affected by Parkinson's disease is a promising step in the search for a new therapeutic approach to alleviating motor deficits resulting from the disease. Such is the case with the connection between the inferior colliculus and the MLR that was investigated for this study.

"Even if the path toward new therapeutic approaches to alleviating the symptoms of Parkinson's disease still appears long, such foundational research is immensely important," emphasizes Kruse. The exact mechanisms that lead to the observed relief of symptoms with deep brain stimulation in the basal ganglia are not fully understood. Further investigation of the underlying interconnections may provide new insight that could optimize therapy in the long term.
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Stirling research could extend biopesticide effectiveness | ScienceDaily
Changes to a pest's diet could slow the evolution of resistance to biopesticides, according to research from University of Stirling scientists.


						
It is hoped that the findings could allow the development of biopesticides that are effective for longer, potentially increasing food security, reducing damage to the natural environment and boosting agro-ecological biodiversity.

Researchers discovered that cotton bollworm pests -- a species of moth that can cause considerable agricultural damage -- show a great deal of genetic variation in how well they survive after being exposed to biopesticide fungi which are often considered safer alternatives to chemical pesticides.

The study showed that exposure to biopesticide fungi might lead to the evolution of resistance, just as with synthetic pesticides, and builds on previous findings that indicated new approaches are required in managing resistance risks to greener pesticides.

However, alterations to the pest's diet, the crop it eats, had a greater impact on evolution of resistance than switching the type of pesticide used -- meaning that the variety of crop grown could impact how quickly pests adapt to biopesticides.

Scientists from Stirling's Faculty of Natural Sciences, working with colleagues at the Sao Paulo State University (Brazil), and the University of Gothenburg (Sweden) raised thousands of cotton bollworm larvae in the lab from different family lines.

The team tested how well the larvae survived after being exposed to two different fungal pathogens, while feeding on tomato, maize, or soybean plants.




Research took place in controlled lab conditions at the University of Stirling using fungi sourced from Brazil with the support of international partners, and combined breeding experiments with advanced statistical modelling to uncover genetic patterns.

It builds on a study published in 2023 that showed insect pests which attack crops already carry many genes that improve their ability to combat infection, which could lead to resistance to greener pesticides.

Dr Rosie Mangan, post-doctoral researcher at the University of Stirling, said: "This is a major insight because we have shown the potential for substantial evolutionary changes in surviving exposure to biopesticides -- but also that farmers might slow this down by using more diverse cropping systems.

"Understanding how diet influences fungal biopesticides resistance helps inform smarter pest management strategies that are sustainable and less reliant on chemicals.

"Farmers and policymakers could use these findings to design pest control systems that keep biopesticides effective for longer, reducing environmental damage, helping promote agro-ecological biodiversity and improving global food security.

"These insights are especially relevant to agricultural policy in the UK, EU, and other regions where biopesticide use is growing."

Dr Mangan worked on the study with Professor Matthew Tinsley and Ester Ferrari, of the Faculty of Natural Sciences at the University of Stirling, Dr Luc Bussiere of the University of Gothenburg, and Dr Ricardo Polanczyk of Sao Paulo State University.

The study formed part of a larger international initiative focused on making crop protection more sustainable, funded by the UK's Biotechnology and Biological Sciences Research Council (BBSRC) and the Sao Paulo Research Foundation (FAPESP) through a Newton Fund international partnership.

Additional support came from Sweden's Vetenskapsradet and the Carl Trygger Foundation.
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Discovery offers new insights into skin healing in salmon | ScienceDaily
University of Stirling scientists have discovered cells in the skin of Atlantic salmon that offer new insights into how wounds heal, tissues regenerate, and cellular transitions support long-term skin health.


						
By understanding how skin cells remodel and heal tissue, researchers hope to develop new strategies to enhance tissue integrity and reduce non healing wounds, potentially improving salmon farming mortality rates.

Research led by Dr Rose Ruiz Daniels of the University's Institute of Aquaculture uncovered the previously unknown population of stem cells.

Published in BMC Biology, the study, Transcriptomic Characterization of Transitioning Cell Types in the Skin of Atlantic Salmon, reveals that fibroblast-like stem cells -- known as mesenchymal stromal cells (MSCs) -- play a central role in the remodelling phase of wound healing, which is critical for restoring skin integrity following injury.

Using advanced cell profiling technologies -- single-nucleus RNA sequencing and spatial transcriptomics -- the researchers profiled skin cells during a wound healing time course.

Dr Rose Ruiz Daniels said: "We found MSCs at both the wound site and in intact skin, suggesting these adult stem cells are a stable and functional part of salmon skin, and likely to be involved in maintaining its barrier and structural properties.

"These cells become more transcriptionally active during the remodelling stage of healing and show signs of differentiating into multiple tissue types including bone and fat.




"This hints at a broader regenerative capacity in fish skin than previously understood, potentially linking repair processes in the skin to those in deeper tissues like muscle, scales, and connective tissue."

1200x630 Dr Rose Ruiz Daniels. University of Stirling Dr Rose Ruiz Daniels

MSC-like cells are well characterised in mammals, but this study suggests that in teleost fish such as salmon, these cells may retain higher pluripotency -- or stemness -- meaning they can take on a wider range of regenerative roles.

This raises the possibility that fish skin regeneration may operate through more flexible cellular pathways than in terrestrial vertebrates. The study also maps the spatial niches of various MSC subclusters, laying the groundwork for future studies aimed at manipulating these cells to improve tissue repair, resilience, and overall fish health.

Dr Ruiz Daniels added: "These findings have potentially far-reaching implications for aquaculture. Barrier tissue health, particularly of the skin and gills, is a major challenge in Atlantic salmon farming and a leading cause of mortality in sea cages.

"There is an urgent need for innovative biotechnological approaches to enhance fish health, as aquaculture also faces mounting challenges from climate change, including heightened disease risks and increased thermal uncertainties.

"By understanding how skin cells remodel and heal tissue, we hope to develop new strategies to enhance tissue integrity and reduce non healing wounds at barrier tissues."

This study is a collaborative effort across institutions including the University of Stirling, the Roslin Institute, Nofima, and the University of Prince Edward Island.

Co-authors include Dr Sarah Salisbury, Dr Diego Robledo, Dr Lene Sveen, Dr Paula Rodriguez Villamayor, Professor Nick Robinson, Professor Ross Houston, Professor James Bron, Dr Sean Monaghan, Professor Mark Fast, Marianne Vaadal, Professor Aleksei Krasnov, Dr Torstein Tengs, Dr Carolina Penaloza Navarro, and Dr Maeve Ballantyne.
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How you handle your home life can boost work performance, shows new study | ScienceDaily
A new study shows that people who proactively reorganise their family routines -- such as adjusting childcare schedules or redistributing domestic responsibilities -- are more likely to demonstrate adaptability and innovation at work.


						
Researchers found that employees who take initiative at home carry the momentum into their professional lives, becoming more resilient and forward-thinking.

The study, published in the Journal of Occupational and Organizational Psychology, was led by the University of Bath's School of Management. Over a period of six weeks researchers followed 147 full-time, dual-income heterosexual couples with children in the US to explore how home life influences work performance.

"Sometimes family life can feel like survival mode," said Professor Yasin Rofcanin from the University of Bath's Future of Work research centre. "But when people proactively and deliberately make changes -- whether to childcare routines, to care of older relatives, or how domestic tasks are shared -- they feel more capable and in control. That confidence can carry over into their work, helping them become more creative and adaptable."

Examples of these home-based changes include implementing shared calendars to coordinate busy schedules, rotating school pick-up duties, setting up new systems for eldercare, or introducing structured family planning sessions to resolve conflicts and set goals together. These small but intentional adjustments in home life reflect what researchers call 'strategic renewal'.

Other examples of strategic renewal at home include redesigning living spaces to better support remote work, setting up quiet zones for focused tasks, or establishing tech-free periods to improve family connection.

Dr Siqi Wang, co-author from Aston Business School said: "Couples might hold regular 'household check-ins' to reassign chores, revisit priorities, or coordinate weekly plans. These kinds of deliberate, future-oriented adjustments enable families to respond flexibly to changing demands to build confidence, reduce stress, and enhance overall functioning at home and at work."

The researchers emphasise that creativity is essential not only in the workplace but also within family systems, where individuals must continually adapt to shifting responsibilities and external demands.




A family environment that fosters openness, collaboration, and experimentation -- what the researchers refer to as family creativity -- can significantly enhance this adaptability, making proactive efforts more likely to have a positive impact on the individual, carrying over to improved performance and resilience at work.

Professor Rofcanin said: "As hybrid and flexible work models become the norm, the boundaries between home and work continue to blur. It's important that employers recognise how home dynamics influence workplace performance. Supporting employees both at work and home can lead to a more engaged and innovative workforce."

The study suggests that employers can amplify these benefits by investing in leadership development programmes that include training on work-family dynamics. Coaching, constructive feedback, and flexible working arrangements can further build employees' confidence and problem-solving skills.

Additional support -- such as wellness programmes, counselling services, family care assistance, and leisure incentives -- can also play a key role in fostering a productive and creative workforce.

Previous research from the same team has shown that supportive interactions with co-workers can positively influence home life, benefiting partners and enhancing creativity at work.

The research team included collaborators from IESE Business School (Spain), ESE Business School (Chile), the University of the West of England and UBI Business School (Belgium).
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Unconditional cash transfers following childbirth increases breastfeeding | ScienceDaily
The U.S. is facing a maternal health crisis with higher rates of maternal mortality than any other high-income country. Social and economic factors, including income, are recognized determinants of maternal morbidity and mortality. In addition, more than half of pregnancy-related deaths (deaths occurring during pregnancy or within one year after delivery) occur in the postpartum year.


						
In what is believed to be the first review to summarize evidence on the effect of unconditional cash transfers (UCTs) on postpartum health outcomes in the U.S., researchers have found strong evidence that UCTs increase breastfeeding rates and result in little to no difference in postpartum mood.

"UCTs provide low-income parents with the ability to cover expensive costs following childbirth which can ease financial strain and allow more time to rest and bond with their baby. Healthier parents and children mean fewer hospital visits, better child development, and stronger families -- all of which can save the public money in the long run and build healthier, thriving communities," explained first author Sahar Choudhry, MPH, operations manager of StreetCred, a medical-financial partnership at Boston Medical Center. The senior and corresponding author is Mara Murray Horwitz MD, MPH, assistant professor of medicine at Boston University Chobanian & Avedisian School of Medicine and a primary care physician at Boston Medical Center.

The researchers reviewed research articles to see how different types of UCT programs affect postpartum (0 to 2 years after delivery) health outcomes in the U.S. Types of UCTs included social programs such as tax credits, disability benefits from Social Security, and direct cash transfers. After finding all eligible articles, they conducted a dual data extraction, followed by a study quality and strength of evidence assessment for each eligible article. Ultimately, they found 11 reports from six studies. Four of these studies analyzed three social programs, and two were experiments that gave cash directly to low-income people after giving birth.

Based on their review, the researchers concluded that UCTs increased breastfeeding across a variety of different settings and populations. Breastfeeding can improve maternal health in many ways, such as lowering the risks of future high blood pressure, diabetes, breast cancer, and ovarian cancer. "Future studies should examine more closely the mechanisms by which UCTs increase breastfeeding, and any other factors that play into it such as work or childcare, so that interventions can be designed for maximum impact," adds Choudhry.

Additionally, the review found that UCTs of different types (e.g., tax credits, disability benefits, and direct cash transfers), all administered to people with low incomes, resulted in little to no difference in postpartum mood (namely depressive symptoms). Some of the authors of those analyses suggested that the UCTs were not large enough, or were not studied for a sufficient amount of time, to truly understand their impact on maternal depression.

Finally, this review highlights the lack of postpartum outcome data collected after UCTs. The researchers recommend that UCT programs collect data on a wider set of postpartum outcomes, especially those associated with delivery complications, mental health, and heart disease. They also highlight the need for increased collaboration between social scientists and clinicians in designing effective interventions to guide public health policy and maternal health outcomes.

These findings appear online in the Annals of Internal Medicine.
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        Mid-air transformation helps flying, rolling robot to transition smoothly
        Engineers have developed a real-life Transformer that has the 'brains' to morph in midair, allowing the drone-like robot to smoothly roll away and begin its ground operations without pause. The increased agility and robustness of such robots could be particularly useful for commercial delivery systems and robotic explorers.

      

      
        A sweeping study of 7,000 years of monuments in South Arabia
        New research brings together 7,000 years of history in South Arabia to show how ancient pastoralists changed placement and construction of monuments over time in the face of environmental and cultural forces.

      

      
        Huge sea-urchin populations are overwhelming Hawaii's coral reefs
        This study measured the growth rate of coral reefs in Honaunau Bay, Hawaii, using on-site data gathering and aerial imagery. Researchers found that the reefs are being eroded by sea urchin populations which have exploded due to overfishing in the area. The reefs are also threatened by climate change and water pollution, and their growth rates are not fast enough to counteract the erosion caused by the urchins.

      

      
        Nearly five million seized seahorses just 'tip of the iceberg' in global wildlife smuggling
        Close to five million smuggled seahorses worth an estimated CAD$29 million were seized by authorities over a 10-year span, according to a new study that warns the scale of the trade is far larger than current data suggest. The study analyzed online seizure records from 2010 to 2021 and found smuggling incidents in 62 countries, with dried seahorses, widely used in traditional medicine, most commonly intercepted at airports in passenger baggage or shipped in sea cargo.

      

      
        New AI tool reveals single-cell structure of chromosomes -- in 3D
        In a major leap forward for genetic and biomedical research, scientists have developed a powerful new artificial intelligence tool that can predict the 3D shape of chromosomes inside individual cells -- helping researchers gain a new view of how our genes work.

      

      
        Ongoing surface modification on Jupiter's moon Europa uncovered
        A series of experiments support spectral data recently collected by the James Webb Space Telescope that found evidence that the icy surface of Jupiter's moon Europa is constantly changing. Europa's surface ice is crystallizing at different rates in different places, which could point to a complex mix of external processes and geologic activity affecting the surface.

      

      
        Observing one-dimensional anyons: Exotic quasiparticles in the coldest corners of the universe
        Scientists have observed anyons -- quasiparticles that differ from the familiar fermions and bosons -- in a one-dimensional quantum system for the first time. The results may contribute to a better understanding of quantum matter and its potential applications.

      

      
        Cosmic mystery deepens as astronomers find object flashing in both radio waves and X-rays
        A team of international astronomers have discovered a new cosmic object emitting both radio waves and x-rays.

      

      
        Coastal Alaska wolves exposed to high mercury concentrations from eating sea otters
        Scientists show that wolves that are eating sea otters in Alaska have much higher concentrations of mercury than those eating other prey such as deer and moose.

      

      
        Mother's warmth in childhood influences teen health by shaping perceptions of social safety
        Parental warmth and affection in early childhood can have life-long physical and mental health benefits for children, and new research points to an important underlying process: children's sense of social safety.

      

      
        Whether it's smoking or edibles, marijuana can be bad for your heart, study suggests
        A new study finds that chronic cannabis use -- whether it's smoked or consumed in edible form -- is associated with significant cardiovascular risks.

      

      
        Cryogenic hydrogen storage and delivery system for next-generation aircraft
        Researchers have designed a liquid hydrogen storage and delivery system that could help make zero-emission aviation a reality. Their work outlines a scalable, integrated system that addresses several engineering challenges at once by enabling hydrogen to be used as a clean fuel and also as a built-in cooling medium for critical power systems aboard electric-powered aircraft.

      

      
        Overlooked cells might explain the human brain's huge storage capacity
        Researchers have a new hypothesis for how brain cells called astrocytes might contribute to memory storage in the brain. Their model, known as dense associative memory, would help explain the brain's massive storage capacity.

      

      
        The magic of light: Dozens of images hidden in a single screen
        New technology that uses light's color and spin to display multiple images.

      

      
        'Raindrops in the Sun's corona': New adaptive optics shows stunning details of our star's atmosphere
        Scientists have produced the finest images of the Sun's corona to date. To make these high-resolution images and movies, the team developed a new 'coronal adaptive optics' system that removes blur from images caused by the Earth's atmosphere. Their ground-breaking results pave the way for deeper insight into coronal heating, solar eruptions, and space weather, and open an opportunity for new discoveries in the Sun's atmosphere.

      

      
        The ocean seems to be getting darker
        Scientists, who have spent more than a decade examining the impact of artificial light at night on the world's coasts and oceans, have shown that more than one-fifth of the global ocean -- an area spanning more than 75 million sq km -- has been the subject of ocean darkening over the past two decades. Ocean darkening occurs when changes in the optical properties of the ocean reduce the depth of its photic zones, home to 90% of all marine life and places where sunlight and moonlight drive ecologic...

      

      
        Why after 2000 years we still don't know how tickling works
        How come you can't tickle yourself? And why can some people handle tickling perfectly fine while others scream their heads off? Neuroscientists argue that we should take tickle research more seriously.

      

      
        New fuel cell could enable electric aviation
        Engineers developed a fuel cell that offers more than three times as much energy per pound compared to lithium-ion batteries. Powered by a reaction between sodium metal and air, the device could be lightweight enough to enable the electrification of airplanes, trucks, or ships.

      

      
        Oldest whale bone tools discovered
        Humans were making tools from whale bones as far back as 20,000 years ago, according to a new study. This discovery broadens our understanding of early human use of whale remains and offers valuable insight into the marine ecology of the time.

      

      
        Megalodon: The broad diet of the megatooth shark
        Contrary to widespread assumptions, the largest shark that ever lived -- Otodus megalodon -- fed on marine creatures at various levels of the food pyramid and not just the top. Scientists analyzed the zinc content of a large sample of fossilized megalodon teeth, which had been unearthed above all in Sigmaringen and Passau, and compared them with fossil teeth found elsewhere and the teeth of animals that inhabit our planet today.

      

      
        'Hopelessly attached': Scientists discover new 2D material that sticks the landing
        Researchers have discovered a new 2D material, confirming decade-old prediction.

      

      
        A dental floss that can measure stress
        Scientists create a floss pick that samples cortisol within saliva as a marker of stress and quantifies it with a built-in electrode. The system uses a polymer casting technology that can be adapted to capture a wide a range of markers, such as estrogen for tracking fertility, or glucose for tracking diabetes. Ease of use allows monitoring to be incorporated into many areas of treatment.

      

      
        Why are some rocks on the moon highly magnetic?
        Scientists may have solved the mystery of why the moon shows ancient signs of magnetism although it has no magnetic field today. An impact, such as from a large asteroid, could have generated a cloud of ionized particles that briefly enveloped the moon and amplified its weak magnetic field.

      

      
        Daytime boosts immunity, scientists find
        Daylight can boost the immune system's ability to fight infections.

      

      
        Controlling quantum motion and hyper-entanglement
        A new experiment encodes quantum information in the motion of the atoms and creates a state known as hyper-entanglement, in which two or more traits are linked among a pair of atoms.

      

      
        New biosensor solves old quantum riddle
        Researchers united insights from cellular biology, quantum computing, old-fashioned semiconductors and high-definition TVs to both create a revolutionary new quantum biosensor. In doing so, they shed light on a longstanding mystery in quantum materials.

      

      
        Mystery of 'very odd' elasmosaur finally solved: fiercely predatory marine reptile is new species
        A group of fossils of elasmosaurs -- some of the most famous in North America -- have just been formally identified as belonging to a 'very odd' new genus of the sea monster, unlike any previously known. This primitive 85-million-year-old, 12 meter-long, fiercely predatory marine reptile is unlike any elasmosaur known to-date and hunted its prey from above.

      

      
        Earliest use of psychoactive and medicinal plant 'harmal' identified in Iron Age Arabia
        A new study uses metabolic profiling to uncover ancient knowledge systems behind therapeutic and psychoactive plant use in ancient Arabia.

      

      
        Different phases of evolution during ice age
        Cold-adapted animals started to evolve 2.6 million years ago when the permanent ice at the poles became more prevalent. There followed a time when the continental ice sheets expanded and contracted and around 700,000 years ago the cold periods doubled in length. This is when many of the current cold-adapted species, as well as extinct ones like mammoths, evolved.

      

      
        When the sea moves inland: A global climate wake-up call from Bangladesh's Delta
        As sea levels climb and weather grows more extreme, coastal regions everywhere are facing a creeping threat: salt. Salinization of freshwater and soils adversely affects 500 million people around the world, especially in low-lying river deltas. A new study sheds light on how rising oceans are pushing saltwater into freshwater rivers and underground water sources in the world's largest river mouth -- the Bengal Delta in Bangladesh.

      

      
        Researchers make breakthrough in semiconductor technology set to supercharge 6G delivery
        Self-driving cars which eliminate traffic jams, getting a healthcare diagnosis instantly without leaving your home, or feeling the touch of loved ones based across the continent may sound like the stuff of science fiction. But new research could make all this and more a step closer to reality thanks to a radical breakthrough in semiconductor technology.

      

      
        New ketamine study promises extended relief for depression
        For the nearly 30 percent of major depressive disorder patients who are resistant to treatment, ketamine provides some amount of normalcy, but it requires frequent treatment and can have side effects. Researchers now show in proof-of-concept experiments that it may be possible to extend ketamine's antidepressant effect from about a week to up to two months.

      

      
        An artificial protein that moves like something found in nature
        Proteins catalyze life by changing shape when they interact with other molecules. The result is a muscle twitching, the perception of light, or a bit of energy extracted from food. The ability to engineer shapeshifting proteins opens new avenues for medicine, agriculture, and beyond.

      

      
        Why Europe's fisheries management needs a rethink
        Every year, total allowable catches (TACs) and fishing quotas are set across Europe through a multi-step process -- and yet many fish stocks in EU waters remain overfished. A new analysis reveals that politically agreed-upon catch limits are not sustainable because fish stock sizes are systematically overestimated and quotas regularly exceed scientific advice. In order to promote profitable and sustainable fisheries, the researchers propose establishing an independent institution to determine eco...

      

      
        Scientists have figured out how extinct giant ground sloths got so big and where it all went wrong
        Scientists have analyzed ancient DNA and compared more than 400 fossils from 17 natural history museums to figure out how and why extinct sloths got so big.

      

      
        A new approach could fractionate crude oil using much less energy
        Engineers developed a membrane that filters the components of crude oil by their molecular size, an advance that could dramatically reduce the amount of energy needed for crude oil fractionation.

      

      
        Tapping into the World's largest gold reserves
        Earth's largest gold reserves are not kept inside Fort Knox, the United States Bullion Depository. In fact, they are hidden much deeper in the ground than one would expect. More than 99.999% of Earth's stores of gold and other precious metals lie buried under 3,000 km of solid rock, locked away within the Earth's metallic core and far beyond the reaches of humankind. Now, researchers have found traces of the precious metal Ruthenium (Ru) in volcanic rocks on the islands of Hawaii that must ultima...

      

      
        'Selfish' genes called introners proven to be a major source of genetic complexity
        A new study proves that a type of genetic element called 'introners' are the mechanism by which many introns spread within and between species, also providing evidence of eight instances in which introners have transferred between unrelated species in a process called 'horizontal gene transfer,' the first proven examples of this phenomenon.
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Mid-air transformation helps flying, rolling robot to transition smoothly | ScienceDaily

The new robot, dubbed ATMO (aerially transforming morphobot), uses four thrusters to fly, but the shrouds that protect them become the system's wheels in an alternative driving configuration. The whole transformation relies on a single motor to move a central joint that lifts ATMO's thrusters up into drone mode or down into drive mode.

The researchers describe the robot and the sophisticated control system that drives it in a paper recently published in the journal Communications Engineering.

"We designed and built a new robotic system that is inspired by nature -- by the way that animals can use their bodies in different ways to achieve different types of locomotion," says Ioannis Mandralis (MS '22), a graduate student in aerospace at Caltech and lead author of the new paper. For example, he says, birds fly and then change their body morphology to slow themselves down and avoid obstacles. "Having the ability to transform in the air unlocks a lot of possibilities for improved autonomy and robustness," Mandralis says.

But midair transformation also poses challenges. Complex aerodynamic forces come into play both because the robot is close to the ground and because it is changing its shape as it morphs.

"Even though it seems simple when you watch a bird land and then run, in reality this is a problem that the aerospace industry has been struggling to deal with for probably more than 50 years," says Mory Gharib (PhD '83), the Hans W. Liepmann Professor of Aeronautics and Medical Engineering, director and Booth-Kresa Leadership Chair of Caltech's Center for Autonomous Systems and Technologies (CAST), and director of the Graduate Aerospace Laboratories of the California Institute of Technology (GALCIT). All flying vehicles experience complicated forces close to the ground. Think of a helicopter, as an example. As it comes in for a landing, its thrusters push lots of air downward. When that air hits the ground, some portion of it bounces back up; if the helicopter comes in too quickly, it can get sucked into a vortex formed by that reflected air, causing the vehicle to lose its lift.

In ATMO's case, the level of difficulty is even greater. Not only does the robot have to contend with complex near-ground forces, but it also has four jets that are constantly altering the extent to which they are shooting toward each other, creating additional turbulence and instability.

To better understand these complex aerodynamic forces, the researchers ran tests in CAST's drone lab. They used what are called load cell experiments to see how changing the robot's configuration as it came in for landing affected its thrust force. They also conducted smoke visualization experiments to reveal the underlying phenomena that lead to such changes in the dynamics.

The researchers then fed those insights into the algorithm behind a new control system they created for ATMO. The system uses an advanced control method called model predictive control, which works by continuously predicting how the system will behave in the near future and adjusting its actions to stay on course.

"The control algorithm is the biggest innovation in this paper," Mandralis says. "Quadrotors use particular controllers because of how their thrusters are placed and how they fly. Here we introduce a dynamic system that hasn't been studied before. As soon as the robot starts morphing, you get different dynamic couplings -- different forces interacting with one another. And the control system has to be able to respond quickly to all of that."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250528150829.htm



	
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



A sweeping study of 7,000 years of monuments in South Arabia | ScienceDaily
New research brings together 7,000 years of history in South Arabia to show how ancient pastoralists changed placement and construction of monuments over time in the face of environmental and cultural forces.


						
In a study published today (May 28, 2025) in PLOS One, an international team of archaeologists documents how monuments changed as the climate transitioned from a humid environment to, eventually, an arid desert.

Early monuments were built by larger groups at one time. But as people dispersed with the increasingly drier climate, smaller groups began constructing monuments and eventually built many of them in several visits.

"The findings show that monuments are a flexible technology that reflect the resilience of desert pastoralists in the face of a changing climate," said Joy McCorriston, lead author of the study and professor of anthropology at The Ohio State University.

But the key role that these monuments played in people's lives remained a constant.

"These monuments are touchstones for human social belonging," McCorriston said.

"As these groups became smaller and more spread out in the desert, people's interactions with the monuments consolidates a sense of being part of a larger society."

The research team analyzed 371 archaeological monuments in the arid Dhofar region of Oman. The earliest monuments studied were created from 7500 to 6200 BP (years Before Present) in the Holocene Humid Period. This period was characterized by higher-than-modern rainfall in southern Arabia.




The most recent monuments studied were created from 1100-750 BP, during the Late Antiquity when the area had become a desert.

While examples of most of the monuments and archaeological sites had previously been studied and classified, that research was generally very time- and place-specific, McCorriston said.

"What we've done is take a holistic look and show how all these individual monuments were part of a larger story of how the monuments changed as the lives of the people changed over thousands of years," she said.

The researchers did this by looking at a standard set of observations for all the monuments and developing a model that could be used in other contexts and places around the world.

For example, the model may be applicable and adaptable to assess social resilience in regions such as Saharan, Mongolian, or the high Andes.

One of the key measurements the researchers made was the volume and size of stones used in construction of the monuments. The earliest-built monuments in the study were Neolithic platforms, which contained larger stones. They were the largest monuments studied and were built at one time.




"The significance of the larger stones is that it takes more people to lift them. We know that it took at least seven strong men to lift the largest stones," McCorriston said.

"These large monuments that were built in one episode could only be built early on, before the region became arid. This is when large groups of people could still come together at one time."

Some of these larger monuments could serve large gatherings of people, where they could converge with multiple herds of cattle, and have animal sacrifices and feasts.

As the region became more arid and could no longer support large numbers of people nor their coming together, small groups traveled widely, going to where they could find water and places for their animals to graze.

They still had to build monuments in one episode, such as for burials, but by this time they tended to be smaller and use smaller stones, the researchers found.

What became more common were what are called accretive monuments, which people built over time -- sometimes many years -- rather than in one episode, like the earlier platform monuments.

One example of such monuments is accretive triliths. The higher number of triliths, along with the smaller stone volumes with few heavy stones, are consistent with monuments built over time by smaller, dispersed groups in an era of hyper-aridity.

These accretive monuments functioned as touchstones, allowing pastoralists to maintain connections and social resilience even as their movements and populations became more dispersed.

"In many cases, they were building a memory. They come to a monument and add their piece, which was a replicated element of the whole. It helped people maintain a community, even with those they may rarely see," she said.

It is impossible to say what were the precise messages the monuments were meant to convey, according to McCorriston. "What we can say is that the monuments conveyed readable meanings to others who shared the same cultural context."

It is possible, though, that some monuments were built to assure others in a social network access to important environmental information as they came by later.

"People would need to know, did it rain here last year? Did the goats eat all the grass? Pastoralists used this technology to help absorb the risk of being in an inherently variable and risky environment," she said. And they would need to depend on social networks for livestock exchanges, marriage partners, and rare materials, like sea shells, carnelian and agate and metal.

"That is one of the key points of what we found. Our model highlights a reliance on monuments to preserve connections and adapt socially in a changing world."

Other Ohio State co-authors on the study were Lawrence Ball, Ian Hamilton, Matthew Senn and Abigail Buffington. Other co-authors were Michael Harrower of Johns Hopkins University; Sarah Ivory of Penn State University; Tara Steimer-Herbet of the Universite de Geneve, Geneva, Switzerland; and 'Ali Ahmad Al-Kathiri and 'Ali Musalam Al-Mahriof the Ministry of Heritage and Tourism, Salalah, Sultanate of Oman.
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Huge sea-urchin populations are overwhelming Hawaii's coral reefs | ScienceDaily
As coral reefs struggle to adapt to warming waters, high levels of pollution and sea-level rise, ballooning sea-urchin populations are threatening to push some reefs in Hawaii past the point of recovery.


						
The phenomenon is described in a new study that uses on-site field work and airborne imagery to track the health of the reef in Honaunau Bay, Hawaii. Overfishing is the main culprit behind the explosion in sea-urchin numbers, said Kelly van Woesik, Ph.D. student in the North Carolina State University Center for Geospatial Analytics and first author of the study.

"Fishing in these areas has greatly reduced the number of fishes that feed on these urchins, and so urchin populations have grown significantly," van Woesik said. "We are seeing areas where you have about 51 urchins per square meter, which is among the highest population density for sea urchins anywhere in the world."

Those urchins eat the reef, which is already not growing at a healthy rate, van Woesik said. Water pollution and overheated water created by climate change result in a poor environment for the coral to reproduce and grow, leaving the reef even less able to keep up with the pace of erosion caused by the urchins.

Reef growth is generally measured in terms of net carbonate production, which refers to the amount of calcium carbonate produced in a square meter over a year. Prior research in the 1980s found areas in Hawaii with carbonate production around 15 kilograms per square meter, which would signal a healthy, growing reef, van Woesik said. The reef in Honaunau Bay today, however, showed an average net carbonate production of only 0.5 kg per square meter, indicating that the reef is growing very slowly.

By combining data gathered through on-site scuba diving with images taken from the air, van Woesik determined that the reef would need to maintain an average of 26% coral cover to break even with the pace of urchin erosion, and a higher cover in order to grow. The average coral cover across all depths was 28%, she said, but areas in shallow depths with more erosion would still need nearly 40% cover to break even.

For the islands they surround, coral reefs like those in Honaunau Bay provide important coastal protection against erosion from waves, absorbing up to 97% of incoming wave energy. They are also often vital to the economies of those areas, which rely on the reefs and the fishes that live there. Van Woesik said the study highlights the need for more robust fisheries management in the area to bolster the populations of carnivorous fishes that eat the urchins.

"The reefs cannot keep up with erosion without the help of those natural predators, and these reefs are essential to protecting the islands they surround," she said. "Without action taken now, we risk allowing these reefs to erode past the point of no return."
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Nearly five million seized seahorses just 'tip of the iceberg' in global wildlife smuggling | ScienceDaily
Close to five million smuggled seahorses worth an estimated CAD$29 million were seized by authorities over a 10-year span, according to a new study that warns the scale of the trade is far larger than current data suggest.


						
Published today in Conservation Biology, the study analyzed online seizure records from 2010 to 2021 and found smuggling incidents in 62 countries, with dried seahorses, widely used in traditional medicine, most commonly intercepted at airports in passenger baggage or shipped in sea cargo.

"The nearly 300 seizures we analyzed were based only on online records and voluntary disclosures including government notices and news stories. This means that what we're seeing is just the tip of the iceberg," said first author Dr. Sarah Foster, research associate at UBC's Project Seahorse and focal point for trade in the International Union for Conservation of Nature global expert group on seahorses and their relatives.

Seahorses were often seized alongside other illegally traded products such as elephant ivory and pangolin scales, showing marine life is smuggled just like terrestrial wildlife in global networks.

The team also found emerging trade routes for dried seahorses involving Europe and Latin America, in addition to major destinations like China and Hong Kong. "Trade routes appear to be diversifying, and so must enforcement efforts," said co-author Syd Ascione, an undergraduate research biologist at Project Seahorse.

Legal trade of seahorses

International seahorse trade is allowed with permits certifying it does not harm wild populations under the Convention on International Trade in Endangered Species of Wild Fauna and Flora (CITES), an agreement among 184 countries, including Canada and the European Union. But barriers like proving the trade is sustainable make permits difficult to obtain, moving the trade underground.




The researchers also noted that data about seizures is scarce, particularly for marine life, and enforcement efforts often focus on larger, more charismatic animals like elephants or tigers.

"All countries must step up with strong deterrents -- good detective work, determined enforcement, and meaningful penalties -- to shut down the illegal seahorse trade," said senior author Dr. Teale Phelps Bondaroff, director of research at OceansAsia."At the same time, we must continue using innovative research and investigation methods to uncover hidden networks and outpace traffickers."

Stepping up enforcement

The study found that most seizures of seahorses occurred in transit or destination countries, highlighting the potential efficacy of enforcement efforts at those points.

Airports were the most common places where seahorses were seized, with passenger baggage accounting for the highest number of cases. However, the largest seizures by volume were found in sea cargo, highlighting the need for countries to keep a close eye on illegal wildlife moving by sea.

Customs and other enforcement agencies made the vast majority of reported seizures, but only seven per cent of these had information on legal penalties, leaving it unclear as to how often seizures lead to punishment.

Values for seized seahorses were provided in 34 records. Using these, the researchers estimated the average value per seahorse was about CAD$7, for a total of CAD$29 million over 10 years.

Seahorses are used in traditional medicine and can be a valuable income source for fishers, so efforts to reduce illegal trade need both a carrot and a stick, said Dr. Foster. "We need to make sustainable, legal trade viable enough that people obey the laws, and ensure that we also have sufficient deterrents to stop illegal activity."

Seahorses are a symbol of ocean biodiversity and protecting them helps everyone involved, she added. "We've done work with traditional medicine traders in Hong Kong, and when we ask them, 'How long do you want seahorses around?', they say 'Forever, they're really important!' And we agree."
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New AI tool reveals single-cell structure of chromosomes -- in 3D | ScienceDaily
In a major leap forward for genetic and biomedical research, two scientists at the University of Missouri have developed a powerful new artificial intelligence tool that can predict the 3D shape of chromosomes inside individual cells -- helping researchers gain a new view of how our genes work.


						
Chromosomes are the tiny storage boxes that hold our DNA. Since each cell has about six feet of DNA packed inside it, it must be folded up tightly to fit. This folding not only saves space -- it also controls which genes are active or inactive. But when the DNA doesn't fold the right way, it can disrupt normal cell functions and lead to serious diseases, including cancer.

Historically, scientists have relied on data that averaged results from millions of cells at once. That makes it almost impossible to see the unique differences between individual cells. But the new AI model developed by Yanli Wang and Jianlin "Jack" Cheng at Mizzou's College of Engineering changes that.

"This is important because even cells from the same part of the body can have chromosomes folded in very different ways," Wang, a graduate student and lead author of the study, said. "That folding controls which genes are turned on or off."

Studying single cells is tricky because the data is often messy or incomplete. But the new AI tool is specially designed to work with those challenges. It's smart enough to spot weak patterns in noisy data, and it knows how to estimate a chromosome's 3D shape even when some information is missing.

It also understands how to "see" biological structures correctly, even when they're rotated. Compared to a previous deep learning AI method, Mizzou's tool is more than twice as accurate when analyzing human single-cell data.

The team has made the software free and available to scientists around the world. That means researchers can now use it to better understand how genes function, how diseases start and how to design better treatments.

"Every single cell can have a different chromosome structure," Cheng, a Curators' Distinguished Professor of Electrical Engineering and Computer Science, said. "Our tool helps scientists study those differences in detail -- which can lead to new insights into health and disease."

The researchers now plan to improve the AI tool even further by expanding it to build the high-resolution structures of entire genomes. Their goal: to give scientists the clearest picture yet of the genetic blueprint inside our cells.
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Ongoing surface modification on Jupiter's moon Europa uncovered | ScienceDaily
A series of experiments led by Southwest Research Institute's Dr. Ujjwal Raut support spectral data recently collected by the James Webb Space Telescope (JWST) that found evidence that the icy surface of Jupiter's moon Europa is constantly changing. Europa's surface ice is crystallizing at different rates in different places, which could point to a complex mix of external processes and geologic activity affecting the surface.


						
Water ice can be divided into two broad categories based on its structure. On Earth, crystalline ice occurs when water molecules arrange into a hexagonal pattern during the freezing process. But on the surface of Europa, exposed water ice is constantly bombarded by charged particles that disrupt the crystalline structure, forming what is referred to as amorphous ice.

Raut, a program manager in SwRI's Planetary Science Section, cowrote a paper outlining the findings from extensive laboratory experiments conducted by his team to understand the Europa's icy surface. The experiments proved critical to constrain the time scales for the amorphization and recrystallization of ice on Europa, particularly in the chaos terrains where features such as ridges, cracks and plains are jumbled and enmeshed with one another. Combined with the new data collected by JWST, Raut said they are seeing increasing evidence for a liquid ocean beneath the icy surface.

For the past couple decades, scientists have thought that Europa's surface was covered by a very thin layer of amorphous ice protecting crystalline ice beneath this upper veneer (~ 0.5 mm depths). This new study found crystalline ice on the surface as well as at depth in some areas on Europa, especially an area known as Tara Regio.

"We think that the surface is fairly porous and warm enough in some areas to allow the ice to recrystallize rapidly," said Dr. Richard Cartwright, lead author of the paper and a spectroscopist at Johns Hopkins University's Applied Physics Laboratory. "Also, in this same region, generally referred to as a chaos region, we see a lot of other unusual things, including the best evidence for sodium chloride, like table salt, probably originating from its interior ocean. We also see some of the strongest evidence for CO2 and hydrogen peroxide on Europa. The chemistry in this location is really strange and exciting."

"Our data showed strong indications that what we are seeing must be sourced from the interior, perhaps from a subsurface ocean nearly 20 miles (30 kilometers) beneath Europa's thick icy shell," said Raut. "This region of fractured surface materials could point to geologic processes pushing subsurface materials up from below. When we see evidence of CO2 at the surface, we think it must have come from an ocean below the surface. The evidence for a liquid ocean underneath Europa's icy shell is mounting, which makes this so exciting as we continue to learn more."

For instance, CO2 found in this area includes the most common type of carbon, which has an atomic mass of 12 and contains six protons and six neutrons, as well as the rarer, heavier isotope that has an atomic mass of 13 with six protons and seven neutrons.

"Where is this 13CO2 coming from? It is hard to explain, but every road leads back to an internal origin, which is in line with other hypotheses about the origin of 12CO2 detected in Tara Regio," Cartwright said.
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Observing one-dimensional anyons: Exotic quasiparticles in the coldest corners of the universe | ScienceDaily
Scientists led by Hanns-Christoph Nagerl have observed anyons -- quasiparticles that differ from the familiar fermions and bosons -- in a one-dimensional quantum system for the first time. The results, published in Nature, may contribute to a better understanding of quantum matter and its potential applications.


						
Nature categorizes particles into two fundamental types: fermions and bosons. While matter-building particles such as quarks and electrons belong to the fermion family, bosons typically serve as force carriers -- examples include photons, which mediate electromagnetic interactions, and gluons, which govern nuclear forces. When two fermions are exchanged, the quantum wave function picks up a minus sign, i.e., mathematically speaking, a phase of pi. This is totally different for bosons: Their phase upon exchange is zero. This quantum statistical property has drastic consequences for the behaviour of either fermionic or bosonic quantum many-body systems. It explains why the periodic table is built up the way it is, and it is at the heart of superconductivity.

However, in low-dimensional systems, a fascinating new class of particles emerges: anyons -- neither fermions nor bosons, with exchange phases between zero and pi. Unlike traditional particles, anyons do not exist independently but arise as excitations within quantum states of matter. This phenomenon is akin to phonons, which manifest as vibrations in a string yet behave as distinct "particles of sound." While anyons have been observed in two-dimensional media, their presence in one-dimensional (1D) systems has remained elusive -- until now.

A study published in Nature reports the first observation of emergent anyonic behaviour in a 1D ultracold bosonic gas. This research is a collaboration between Hanns-Christoph Nagerl's experimental group at the University of Innsbruck (Austria), theorist Mikhail Zvonarev at Universite Paris-Saclay, and Nathan Goldman's theory group at Universite Libre de Bruxelles (Belgium) & College de France (Paris). The research team achieved this remarkable feat by injecting and accelerating a mobile impurity into a strongly interacting bosonic gas, meticulously analysing its momentum distribution. Their findings reveal that the impurity enables the emergence of anyons in the system.

"What's remarkable is that we can dial in the statistical phase continuously, allowing us to smoothly transition from bosonic to fermionic behavior," says Sudipta Dhar, one of the leading authors of the study. "This represents a fundamental advance in our ability to engineer exotic quantum states." The theorist Botao Wang agrees: "Our modelling directly reflects this phase and allows us to capture the experimental results very well in our computer simulations."

This elegantly simple experimental framework opens new avenues for studying anyons in highly controlled quantum gases. Beyond fundamental research, such studies are particularly exciting because certain types of anyons are predicted to enable topological quantum computing -- a revolutionary approach that could overcome key limitations of today's quantum processors.

This discovery marks a pivotal step in the exploration of quantum matter, shedding new light on exotic particle behaviour that may shape the future of quantum technologies.
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Cosmic mystery deepens as astronomers find object flashing in both radio waves and X-rays | ScienceDaily
Astronomers from the International Centre for Radio Astronomy Research (ICRAR), in collaboration with international teams, have made a startling discovery about a new type of cosmic phenomenon.


						
The object, known as ASKAP J1832-0911, emits pulses of radio waves and X-rays for two minutes every 44 minutes.

This is the first time objects like these, called long-period transients (LPTs), have been detected in X-rays. Astronomers hope it may provide insights into the sources of similar mysterious signals observed across the sky.

The team discovered ASKAP J1832-0911 by using the ASKAP radio telescope on Wajarri Country in Australia, owned and operated by Australia's national science agency, CSIRO. They correlated the radio signals with X-ray pulses detected by NASA's Chandra X-ray Observatory, which was coincidentally observing the same part of the sky.

"Discovering that ASKAP J1832-0911 was emitting X-rays felt like finding a needle in a haystack," said lead author Dr Ziteng (Andy) Wang from the Curtin University node of ICRAR.

"The ASKAP radio telescope has a wide field view of the night sky, while Chandra observes only a fraction of it. So, it was fortunate that Chandra observed the same area of the night sky at the same time."

LPTs, which emit radio pulses that occur minutes or hours apart, are a relatively recent discovery. Since their first detection by ICRAR researchers in 2022, ten LPTs have been discovered by astronomers across the world.




Currently, there is no clear explanation for what causes these signals, or why they 'switch on' and 'switch off' at such long, regular and unusual intervals.

"This object is unlike anything we have seen before," Dr Wang said.

"ASKAP J1831-0911 could be a magnetar (the core of a dead star with powerful magnetic fields), or it could be a pair of stars in a binary system where one of the two is a highly magnetised white dwarf (a low-mass star at the end of its evolution)."

However, even those theories do not fully explain what we are observing. This discovery could indicate a new type of physics or new models of stellar evolution."

Detecting these objects using both X-rays and radio waves may help astronomers find more examples and learn more about them.

According to second author Professor Nanda Rea from the Institute of Space Science (ICE-CSIC) and Catalan Institute for Space studies (IEEC) in Spain, "Finding one such object hints at the existence of many more. The discovery of its transient X-ray emission opens fresh insights into their mysterious nature,"

"What was also truly remarkable is that this study showcases an incredible teamwork effort, with contributions from researchers across the globe with different and complementary expertise," she said.




The discovery also helps narrow down what the objects might be. Since X-rays are much higher energy than radio waves, any theory must account for both types of emission -- a valuable clue, given their nature remains a cosmic mystery.

The paper "Detection of X-ray Emission from a Bright Long-Period Radio Transient" was published overnight in Nature.

ASKAP J1832-0911 is located in our Milky Way galaxy about 15,000 light-years from Earth.
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Coastal Alaska wolves exposed to high mercury concentrations from eating sea otters | ScienceDaily
In late 2020, a female coastal wolf collared for a study on predation patterns unexpectedly died in southeastern Alaska.


						
The wolf, No. 202006, was only four years old.

"We spent quite a bit of time trying to figure out the cause of her death by doing a necropsy and different analyses of tissues," says Gretchen Roffler, a wildlife research biologist with the Alaska Department of Fish and Game.

"What finally came up was really unprecedented concentrations of mercury in this wolf's liver and kidneys and other tissues."

Roffler was put in touch with Dr. Ben Barst, PhD, an assistant professor in the Faculty of Science at the University of Calgary who was working at the University of Alaska Fairbanks at the time.

They, along with a team of other scientists, have now published new research in the journal Science of The Total Environment that shows wolves eating sea otters have much higher concentrations of mercury than those eating other prey such as deer and moose.

Mercury found in high concentrations in predators

Barst, an expert in ecotoxicology, says mercury is a naturally occurring element humans release from the Earth's crust through coal combustion and small-scale gold mining.




"It's a really weird metal in that it's liquid at room temperature or it can be a vapour," he says. "When it gets into the atmosphere in its elemental form, it can travel for really long distances."

Barst says it also gets converted into methyl mercury when it gets into aquatic environments.

"It's an organic form of mercury that really moves quite efficiently through the food web, and so it can reach high concentrations in predators that are tapped into aquatic food webs," he says. "So, we see higher concentrations in wolves that are tapped into a marine system."

The latest research compares wolves from Pleasant Island -- located in the Alaska Panhandle region, west of Juneau -- with the population on the mainland adjacent to the island, as well as wolves from interior Alaska.

"The highest concentrations are the wolves from Pleasant Island," says Barst, noting that the mainland population mostly feeds on moose and the odd sea otter.

He says there could be a number of factors driving the higher concentrations of mercury, but they are still researching several possibilities.




Mercury-wolf health impact examined

Researchers are also doing more work to determine mercury's role in impacting wolf health, as it remains unclear exactly what caused the death of Wolf No. 202006.

Barst notes, however, that years of data collected by Roffler show that 70 per cent of the island wolves' diet is sea otters.

"They're eating so many sea otters that they're just getting this higher dose of mercury and it accumulates over time," he says.

Roffler says there are other populations of wolves in Alaska as well as in B.C. that appear to be eating sea otters.

"It turns out that this might be a more widespread phenomenon than we thought originally," she says. "At first I was surprised it was happening at all."

It's not yet known whether the sea otters off the B.C. coast also contain high levels of mercury.

Potential link to climate change

Back in Alaska, Barst says there's a potential link to climate change due to the state's shrinking glaciers.

"We know that glaciers can release a tremendous amount of mercury," he says. "In coastal Alaska, glaciers are retreating at some of the most rapid rates in the world.

"With that melting of glaciers, you get release of the particulate bedrock and some of that bedrock contains mercury -- and so we don't really know the fate of that mercury. It may just get buried in sediments or it may actually be available for conversion to methyl mercury and get into the food web.

"That's part of what we're doing now."
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Mother's warmth in childhood influences teen health by shaping perceptions of social safety | ScienceDaily
Parental warmth and affection in early childhood can have life-long physical and mental health benefits for children, and new UCLA Health research points to an important underlying process: children's sense of social safety.


						
The study, published in JAMA Psychiatry, found that children who experience more maternal warmth at age 3 have more positive perceptions of social safety at age 14, which in turn predicts better physical and mental health outcomes at age 17.

Greater maternal warmth, defined as more praise, positive tone of voice and acts of affection, has previously been shown to predict better health across the lifespan. However, the mechanisms underlying these associations have been unclear, said Dr. Jenna Alley, lead author of the study and a postdoctoral fellow in the Laboratory for Stress Assessment and Research at UCLA.

One possibility is that interpersonal experiences early in life affect whether children perceive the social world as safe vs. threatening, accepting vs. rejecting and supportive vs. dismissive. Over time, these perceptions develop into mental frameworks, called social safety schemas, which help individuals interpret, organize, and make predictions about social situations and relationships.

"Your social safety schema is the lens through which you view every social interaction you have," Alley said. "In a way, these schemas represent your core beliefs about the world, what you can expect from it, and how you fit in."

The UCLA Health study is the first longitudinal research to track how maternal warmth in early childhood is related to perceptions of social safety in mid adolescence, and how perceptions of social safety influence physical and mental health outcomes as youth near adulthood.

Warmth from fathers was not studied because there was insufficient data from fathers in the dataset used in the study from the Millenium Cohort Study. Parental warmth care has been historically overlooked in research, Alley said, although preliminary research suggests that the quality of care that fathers provide also predicts child outcomes and should thus be a focus of future research.




Researchers used data from more than 8,500 children who were assessed as part of long-term Millennium Cohort Study in the United Kingdom. Independent evaluators visited the children's homes at age 3 and assessed their mother's warmth (praise, positive tone of voice) and harshness (physically restraining or grabbing the child). At age 14, social safety schemas were measured with questions such as "Do I have family and friends who help me feel safe, secure and happy?" The children then reported on their overall physical health, psychiatric problems and psychological distress at age 17.

Alley and her colleagues found:
    	Children with mothers exhibiting more maternal warmth in early childhood perceived the world as being more socially safe at age 14 and had fewer physical health problems at age 17.
    	Children who perceived the world as more socially safe at age 14 in turn had fewer physical health problems, less psychological distress and fewer psychiatric problems at age 17.
    	Children's social safety schemas fully explained the association between maternal warmth and how psychologically distressed youth were at age 17.
    	In contrast, maternal harshness did not predict children's perceptions of social safety at 14, or their physical or mental health at age 17.

"These are the first results we know of showing that maternal warmth can affect the health and wellbeing of kids years later by influencing how they think about the social world," said Dr. George Slavich, senior author of the study and Director of the Laboratory for Stress Assessment and Research at UCLA. "That is a powerful message, because although early-life circumstances are not always easy to change, we can help youth view others and their future in a more positive light," said Slavich.

Alley said the fact that maternal warmth was found to more strongly affect adolescent health than maternal harshness was important because it has implications for how to best intervene. Based on the study findings, for example, enhancing a teenager's sense of safety, by way of a public health campaign or intervention, may be more effective than focusing on reducing perceptions of harshness, and it can potentially have a positive impact on health outcomes for years to come, even after poor maternal care has been experienced.

"The findings tell the story of resilience. Namely, it's not just about stopping the negative things like poor care but about putting effort toward enhancing the positives like warmth and safety," Alley said. "It also important to know that people who have experienced poor care during childhood are not doomed; if we focus on their perceptions of the world, we can greatly improve their lives."

"The message is clear," said Slavich. "Perceiving the social world as a socially safe, inclusive place to be really matters for physical and mental health, and this knowledge can be used to develop better interventions and public health campaigns designed to enhance resilience across the lifespan."

Additional studies are needed to determine how maternal warmth affects children in other contexts outside the United Kingdom, as well as how health care providers and policymakers may improve perceptions of social safety to enhance youth health outcomes.




The study was co-authored by Drs. Jenna Alley, Summer Mengelkoch and George Slavich of UCLA, and Dr. Dimitris Tsomokos of the University College London.

Funding

Funding for the work was provided by grant #OPR21101 from the California Governor's Office of Planning and Research/California Initiative to Advance Precision Medicine (Jenna Alley, Summer Mengelkoch, and George Slavich) and the Alphablocks Nursery School (Dimitris Tsomokos). The findings and conclusions in the article are those of the authors and do not necessarily represent the views or opinions of these organizations, which had no role in designing or planning this study; in collecting, analyzing, or interpreting the data; in writing the article; or in deciding to submit the article for publication.
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Whether it's smoking or edibles, marijuana can be bad for your heart, study suggests | ScienceDaily
A new study led by UC San Francisco researchers finds that chronic cannabis use -- whether it's smoked or consumed in edible form -- is associated with significant cardiovascular risks.


						
The report, published May 28 in JAMA Cardiology, found that people who regularly used marijuana in either form had reduced blood vessel function that was comparable to tobacco smokers. Vascular function in those who used cannabis by either means was reduced roughly by half compared to those who did not use it.

Decreased vascular function is associated with a greater risk of heart attack, hypertension, and other cardiovascular conditions.

The researchers recruited 55 people between October 2021 and August 2024 who were outwardly healthy and either regularly smoked marijuana or consumed edibles containing tetrahydrocannabinol (THC), the primary psychoactive compound found in cannabis.

The participants, none of whom used any form of nicotine, consumed cannabis at least three times a week for at least a year. Smokers averaged 10 years of chronic use, and those who took edibles averaged five years.

Along with decreased vascular function, marijuana smokers had changes in their blood serum that were harmful to endothelial cells, which form the inner lining of all blood and lymphatic vessels. Those who took edibles containing THC, however, did not display these changes in blood serum.

It's unclear how THC damages blood vessels. But the researchers said it must be happening in a way that does not involve those changes to blood serum.

These results suggest smoking marijuana negatively affects vascular function for different reasons than ingesting THC does, according to first author Leila Mohammadi, MD, PhD, and senior author Matthew L. Springer, PhD.
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Cryogenic hydrogen storage and delivery system for next-generation aircraft | ScienceDaily
Researchers at the FAMU-FSU College of Engineering have designed a liquid hydrogen storage and delivery system that could help make zero-emission aviation a reality. Their work outlines a scalable, integrated system that addresses several engineering challenges at once by enabling hydrogen to be used as a clean fuel and also as a built-in cooling medium for critical power systems aboard electric-powered aircraft.


						
The study, published in Applied Energy, introduces a design tailored for a 100-passenger hybrid-electric aircraft that draws power from both hydrogen fuel cells and hydrogen turbine-driven superconducting generators. It shows how liquid hydrogen can be efficiently stored, safely transferred and used to cool critical onboard systems -- all while supporting power demands during various flight phases like takeoff, cruising, and landing.

"Our goal was to create a single system that handles multiple critical tasks: fuel storage, cooling and delivery control," said Wei Guo, a professor in the Department of Mechanical Engineering and corresponding author of the study. "This design lays the foundation for real-world hydrogen aviation systems."

Hydrogen is seen as a promising clean fuel for aviation because it packs more energy per kilogram than jet fuel and emits no carbon dioxide. But it's also much less dense, meaning it takes up more space unless stored as a super-cold liquid at -253degC.

To address this challenge, the team conducted a comprehensive system-level optimization to design cryogenic tanks and their associated subsystems. Instead of focusing solely on the tank, they defined a new gravimetric index, which is the ratio of the fuel mass to the full fuel system. Their index includes the mass of the hydrogen fuel, tank structure, insulation, heat exchangers, circulatory devices and working fluids.

By repeatedly adjusting key design parameters, such as vent pressure and heat exchanger dimensions, they identified the configuration that yields the maximum fuel mass relative to total system mass. The resulting optimal configuration achieves a gravimetric index of 0.62, meaning 62% of the system's total weight is usable hydrogen fuel, a significant improvement compared to conventional designs.

The system's other key function is thermal management. Rather than installing a separate cooling system, the design routes the ultra-cold hydrogen through a series of heat exchangers that remove waste heat from onboard components like superconducting generators, motors, cables and power electronics. As hydrogen absorbs this heat, its temperature gradually rises, a necessary process since hydrogen must be preheated before entering the fuel cells and turbines.




Delivering liquid hydrogen throughout the aircraft presents its own challenges. Mechanical pumps add weight and complexity and can introduce unwanted heat or risk failure under cryogenic conditions. To avoid these issues, the team developed a pump-free system that uses tank pressure to control the flow of hydrogen fuel.

The pressure is regulated using two methods: injecting hydrogen gas from a standard high-pressure cylinder to increase pressure and venting hydrogen vapor to decrease it. A feedback loop links pressure sensors to the aircraft's power demand profile, enabling real-time adjustment of tank pressure to ensure the correct hydrogen flow rate across all flight phases. Simulations show it can deliver hydrogen at rates up to 0.25 kilograms per second, sufficient to meet the 16.2-megawatt electrical demand during takeoff or an emergency go-around.

The heat exchangers are arranged in a staged sequence. As the hydrogen flows through the system, it first cools high-efficiency components operating at cryogenic temperatures, such as high-temperature superconducting generators and cables. It then absorbs heat from higher-temperature components, including electric motors, motor drives and power electronics. Finally, before reaching the fuel cells, the hydrogen is preheated to match the optimal fuel cell inlet conditions.

This staged thermal integration allows liquid hydrogen to serve as both a coolant and a fuel, maximizing system efficiency while minimizing hardware complexity.

"Previously, people were unsure about how to move liquid hydrogen effectively in an aircraft and whether you could also use it to cool down the power system component," Guo said. "Not only did we show that it's feasible, but we also demonstrated that you needed to do a system-level optimization for this type of design."

FUTURE STEPS

While this study focused on design optimization and system simulation, the next phase will involve experimental validation. Guo and his team plan to build a prototype system and conduct tests at FSU's Center for Advanced Power Systems.




The project is part of NASA's Integrated Zero Emission Aviation program, which brings together institutions across the U.S. to develop a full suite of clean aviation technologies. Partner universities include Georgia Tech, Illinois Institute of Technology, University of Tennessee and University at Buffalo. FSU leads the effort in hydrogen storage, thermal management and power system design.

At FSU, key contributors include graduate student Parmit S. Virdi; professors Lance Cooley, Juan Ordonez, Hui Li, Sastry Pamidi; and other faculty experts in cryogenics, superconductivity and power systems.

This project was supported by NASA as part of the organization's University Leadership initiative, which provides an opportunity for U.S. universities to receive NASA funding and take the lead in building their own teams and setting their own research agenda with goals that support and complement the agency's Aeronautics Research Mission Directorate and its Strategic Implementation Plan.

Guo's research was conducted at the FSU-headquartered National High Magnetic Field Laboratory, which is supported by the National Science Foundation and the State of Florida.
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Overlooked cells might explain the human brain's huge storage capacity | ScienceDaily
The human brain contains about 86 billion neurons. These cells fire electrical signals that help the brain store memories and send information and commands throughout the brain and the nervous system.


						
The brain also contains billions of astrocytes -- star-shaped cells with many long extensions that allow them to interact with millions of neurons. Although they have long been thought to be mainly supportive cells, recent studies have suggested that astrocytes may play a role in memory storage and other cognitive functions.

MIT researchers have now put forth a new hypothesis for how astrocytes might contribute to memory storage. The architecture suggested by their model would help to explain the brain's massive storage capacity, which is much greater than would be expected using neurons alone.

"Originally, astrocytes were believed to just clean up around neurons, but there's no particular reason that evolution did not realize that, because each astrocyte can contact hundreds of thousands of synapses, they could also be used for computation," says Jean-Jacques Slotine, an MIT professor of mechanical engineering and of brain and cognitive sciences, and an author of the new study.

Dmitry Krotov, a research staff member at the MIT-IBM Watson AI Lab and IBM Research, is the senior author of the open-access paper, which appeared May 23 in the Proceedings of the National Academy of Sciences. Leo Kozachkov PhD '22 is the paper's lead author.

Memory capacity

Astrocytes have a variety of support functions in the brain: They clean up debris, provide nutrients to neurons, and help to ensure an adequate blood supply.




Astrocytes also send out many thin tentacles, known as processes, which can each wrap around a single synapse -- the junctions where two neurons interact with each other -- to create a tripartite (three-part) synapse.

Within the past couple of years, neuroscientists have shown that if the connections between astrocytes and neurons in the hippocampus are disrupted, memory storage and retrieval are impaired.

Unlike neurons, astrocytes can't fire action potentials, the electrical impulses that carry information throughout the brain. However, they can use calcium signaling to communicate with other astrocytes. Over the past few decades, as the resolution of calcium imaging has improved, researchers have found that calcium signaling also allows astrocytes to coordinate their activity with neurons in the synapses that they associate with.

These studies suggest that astrocytes can detect neural activity, which leads them to alter their own calcium levels. Those changes may trigger astrocytes to release gliotransmitters -- signaling molecules similar to neurotransmitters -- into the synapse.

"There's a closed circle between neuron signaling and astrocyte-to-neuron signaling," Kozachkov says. "The thing that is unknown is precisely what kind of computations the astrocytes can do with the information that they're sensing from neurons."

The MIT team set out to model what those connections might be doing and how they might contribute to memory storage. Their model is based on Hopfield networks -- a type of neural network that can store and recall patterns.




Hopfield networks, originally developed by John Hopfield and Shun-Ichi Amari in the 1970s and 1980s, are often used to model the brain, but it has been shown that these networks can't store enough information to account for the vast memory capacity of the human brain. A newer, modified version of a Hopfield network, known as dense associative memory, can store much more information through a higher order of couplings between more than two neurons.

However, it is unclear how the brain could implement these many-neuron couplings at a hypothetical synapse, since conventional synapses only connect two neurons: a presynaptic cell and a postsynaptic cell. This is where astrocytes come into play.

"If you have a network of neurons, which couple in pairs, there's only a very small amount of information that you can encode in those networks," Krotov says. "In order to build dense associative memories, you need to couple more than two neurons. Because a single astrocyte can connect to many neurons, and many synapses, it is tempting to hypothesize that there might exist an information transfer between synapses mediated by this biological cell. That was the biggest inspiration for us to look into astrocytes and led us to start thinking about how to build dense associative memories in biology."

The neuron-astrocyte associative memory model that the researchers developed in their new paper can store significantly more information than a traditional Hopfield network -- more than enough to account for the brain's memory capacity.

Intricate connections

The extensive biological connections between neurons and astrocytes offer support for the idea that this type of model might explain how the brain's memory storage systems work, the researchers say. They hypothesize that within astrocytes, memories are encoded by gradual changes in the patterns of calcium flow. This information is conveyed to neurons by gliotransmitters released at synapses that astrocyte processes connect to.

"By careful coordination of these two things -- the spatial temporal pattern of calcium in the cell and then the signaling back to the neurons -- you can get exactly the dynamics you need for this massively increased memory capacity," Kozachkov says.

One of the key features of the new model is that it treats astrocytes as collections of processes, rather than a single entity. Each of those processes can be considered one computational unit. Because of the high information storage capabilities of dense associative memories, the ratio of the amount of information stored to the number of computational units is very high and grows with the size of the network. This makes the system not only high capacity, but also energy efficient.

"By conceptualizing tripartite synaptic domains -- where astrocytes interact dynamically with pre- and postsynaptic neurons -- as the brain's fundamental computational units, the authors argue that each unit can store as many memory patterns as there are neurons in the network. This leads to the striking implication that, in principle, a neuron-astrocyte network could store an arbitrarily large number of patterns, limited only by its size," says Maurizio De Pitta, an assistant professor of physiology at the Krembil Research Institute at the University of Toronto, who was not involved in the study.

To test whether this model might accurately represent how the brain stores memory, researchers could try to develop ways to precisely manipulate the connections between astrocytes' processes, then observe how those manipulations affect memory function.

"We hope that one of the consequences of this work could be that experimentalists would consider this idea seriously and perform some experiments testing this hypothesis," Krotov says.

In addition to offering insight into how the brain may store memory, this model could also provide guidance for researchers working on artificial intelligence. By varying the connectivity of the process-to-process network, researchers could generate a huge range of models that could be explored for different purposes, for instance, creating a continuum between dense associative memories and attention mechanisms in large language models.

"While neuroscience initially inspired key ideas in AI, the last 50 years of neuroscience research have had little influence on the field, and many modern AI algorithms have drifted away from neural analogies," Slotine says. "In this sense, this work may be one of the first contributions to AI informed by recent neuroscience research."
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The magic of light: Dozens of images hidden in a single screen | ScienceDaily
From smartphones and TVs to credit cards, technologies that manipulate light are deeply embedded in our daily lives, many of which are based on holography. However, conventional holographic technologies have faced limitations, particularly in displaying multiple images on a single screen and in maintaining high-resolution image quality. Recently, a research team led by Professor Junsuk Rho at POSTECH (Pohang University of Science and Technology) has developed a groundbreaking metasurface technology that can display up to 36 high-resolution images on a surface thinner than a human hair. This research has been published in Advanced Science.


						
This achievement is driven by a special nanostructure known as a metasurface. Hundreds of times thinner than a human hair, the metasurface is capable of precisely manipulating light as it passes through. The team fabricated nanometer-scale pillars using silicon nitride, a material known for its robustness and excellent optical transparency. These pillars, referred to as meta-atoms, allow for fine control of light on the metasurface.

A remarkable aspect of this technology is its ability to project entirely different images depending on both the wavelength (color) and spin (polarization direction) of light. For example, left-circularly polarized red light may reveal an image of an apple, while right-circularly polarized red light may produce an image of a car. Using this technique, the researchers successfully encoded 36 images at 20 nm intervals within the visible spectrum, and 8 images spanning from the visible to the near-infrared region -- all onto a single metasurface.

What makes this innovation particularly notable is not only its simplified design and fabrication process, but also its enhanced image quality. The team addressed previous issues of image crosstalk and background noise by incorporating a noise suppression algorithm, resulting in clearer images with minimal interference between channels.

"This is the first demonstration of multiplexing spin and wavelength information through a single phase-optimization process while achieving low noise and high image fidelity," said Professor Rho. "Given its scalability and commercial viability, this technology holds strong potential for a wide range of optical applications, including high-capacity optical data storage, secure encryption systems, and multi-image display technologies."

This research was supported by the POSCO Holdings N.EX.T Impact Program, as well as the Pioneer Program for Converging Technology of the National Research Foundation of Korea, funded by the Ministry of Science and ICT.
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'Raindrops in the Sun's corona': New adaptive optics shows stunning details of our star's atmosphere | ScienceDaily
The Sun's corona -- the outermost layer of its atmosphere, visible only during a total solar eclipse -- has long intrigued scientists due to its extreme temperatures, violent eruptions, and large prominences. However, turbulence in the Earth's atmosphere has caused image blur and hindered observations of the corona. A ground-breaking recent development by scientists from the U.S. National Science Foundation (NSF) National Solar Observatory (NSO), and New Jersey Institute of Technology (NJIT), is changing that by using adaptive optics to remove the blur.


						
As published in Nature Astronomy, this pioneering 'coronal adaptive optics' technology has produced the most astonishing, clearest images and videos of fine-structure in the corona to date. This development will open the door for deeper insights into the corona's enigmatic behavior and the processes driving space weather.

Most Detailed Coronal Images to Date Revealed

Funded by the NSF and installed at the 1.6-meter Goode Solar Telescope (GST), operated by NJIT's Center for Solar-Terrestrial Research (CSTR) at Big Bear Solar Observatory (BBSO) in California, "Cona" -- the adaptive optics system responsible for these new images -- compensates for the blur caused by air turbulence in the Earth's atmosphere -- similar to the bumpy air passengers feel during a flight.

"The turbulence in the air severely degrades images of objects in space, like our Sun, seen through our telescopes. But we can correct for that," says Dirk Schmidt, NSO Adaptive Optics Scientist who led the development.

Among the team's remarkable observations is a movie of a quickly restructuring solar prominence unveiling fine, turbulent internal flows. Solar prominences are large, bright features, often appearing as arches or loops, extending outward from the Sun's surface.

A second movie replays the rapid formation and collapse of a finely structured plasma stream. "These are by far the most detailed observations of this kind, showing features not previously observed, and it's not quite clear what they are," says Vasyl Yurchyshyn, co-author of the study and NJIT-CSTR research professor. "It is super exciting to build an instrument that shows us the Sun like never before," Schmidt adds.




A third movie shows fine strands of coronal rain -- a phenomenon where cooling plasma condenses and falls back toward the Sun's surface. "Raindrops in the Sun's corona can be narrower than 20 kilometers," NSO Astronomer Thomas Schad concludes from the most detailed images of coronal rain to date, "These findings offer new invaluable observational insight that is vital to test computer models of coronal processes."

Another movie shows the dramatic motion of a solar prominence being shaped by the Sun's magnetism.

A Breakthrough in Solar Adaptive Optics

The corona is heated to millions of degrees-much hotter than the Sun's surface-by mechanisms unknown to scientists. It is also home to dynamic phenomena of much cooler solar plasma that appears reddish-pink during eclipses. Scientists believe that resolving the structure and dynamics of the cooler plasma at small scales holds a key to answering the coronal heating mystery and improving our understanding of eruptions that eject plasma into space driving space weather -- i.e., the conditions in Earth's near-space environment primarily influenced by the Sun's activity (e.g., solar flares, coronal mass ejections, and the solar wind) that can impact technology and systems on Earth and in space. The precision required demands large telescopes and adaptive optics systems like the one developed by this team.

The GST system Cona uses a mirror that continuously reshapes itself 2,200 times per second to counteract the image degradation caused by turbulent air. "Adaptive optics is like a pumped-up autofocus and optical image stabilization in your smartphone camera, but correcting for the errors in the atmosphere rather than the user's shaky hands," says BBSO Optical Engineer and Chief Observer, Nicolas Gorceix.

Since the early 2000s, adaptive optics have been used in large solar telescopes to restore images of the Sun's surface to their full potential, enabling telescopes to reach their theoretical diffraction limits -- i.e., the theoretical maximum resolution of an optical system. These systems have since revolutionized observing the Sun's surface, but until now, have not been useful for observations in the corona; and the resolution of features beyond the solar limb stagnated at an order of 1,000 kilometers or worse -- levels achieved 80 years ago.




"The new coronal adaptive optics system closes this decades-old gap and delivers images of coronal features at 63 kilometers resolution -- the theoretical limit of the 1.6-meter Goode Solar Telescope," says Thomas Rimmele, NSO Chief Technologist who built the first operational adaptive optics for the Sun's surface, and motivated the development.

Implications for the Future

Coronal adaptive optics is now available at the GST. "This technological advancement is a game-changer, there is a lot to discover when you boost your resolution by a factor of 10," Schmidt says.

The team now knows how to overcome the resolution limit imposed by the Earth's lowest region of the atmosphere -- i.e., the troposphere -- on observations beyond the solar limb and is working to apply the technology at the 4-meter NSF Daniel K. Inouye Solar Telescope, built and operated by the NSO in Maui, Hawai?i. The world's largest solar telescope would see even smaller details in the Sun's atmosphere.

"This transformative technology, which is likely to be adopted at observatories world-wide, is poised to reshape ground-based solar astronomy," says Philip R. Goode, distinguished research professor of physics at NJIT-CSTR and former director at BBSO, who co-authored the study. "With coronal adaptive optics now in operation, this marks the beginning of a new era in solar physics, promising many more discoveries in the years and decades to come."

The authors are: Dirk Schmidt (NSO), Thomas A. Schad (NSO), Vasyl Yurchyshyn (NJIT), Nicolas Gorceix (NJIT), Thomas R. Rimmele (NSO), and Philip R. Goode (NJIT).
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The ocean seems to be getting darker | ScienceDaily
More than one-fifth of the global ocean -- an area spanning more than 75million sq km -- has been the subject of ocean darkening over the past two decades, according to new research.


						
Ocean darkening occurs when changes in the optical properties of the ocean reduce the depth of its photic zones, home to 90% of all marine life and places where sunlight and moonlight drive ecological interactions.

For the new study, published in Global Change Biology, researchers used a combination of satellite data and numerical modelling to analyse annual changes in the depth of photic zones all over the planet.

They found that between 2003 and 2022, 21% of the global ocean -- including large expanses of both coastal regions and the open ocean -- had become darker.

In addition to this, more than 9% of the ocean -- an area of more than 32million sq km, similar in size to the continent of Africa -- had seen photic zone depths reducing by more than 50metres, while 2.6% saw the photic zone reduced by more than 100m.

However, the picture is not solely of a darkening ocean with around 10% of the ocean -- more than 37million sq km -- becoming lighter over the past 20 years.

While the precise implications of the changes are not wholly clear, the researchers say it could affect huge numbers of the planet's marine species and the ecosystem services provided by the ocean as a whole.




The study was conducted by researchers from the University of Plymouth and Plymouth Marine Laboratory, who have spent more than a decade examining the impact of artificial light at night (ALAN) on the world's coasts and oceans.

They say that is not directly connected to ocean darkening, however, with the changes likely being as a result of a combination of nutrient, organic material and sediment loading near the coasts, caused by factors such as agricultural runoff and increased rainfall.

In the open ocean, they believe it will be down to factors such as changes in algal bloom dynamics and shifts in sea surface temperatures, which have reduced light penetration into surface waters.

Dr Thomas Davies, Associate Professor of Marine Conservation at the University of Plymouth, said: "There has been research showing how the surface of the ocean has changed colour over the last 20 years, potentially as a result of changes in plankton communities. But our results provide evidence that such changes cause widespread darkening that reduces the amount of ocean available for animals that rely on the sun and the moon for their survival and reproduction. We also rely on the ocean and its photic zones for the air we breathe, the fish we eat, our ability to fight climate change, and for the general health and wellbeing of the planet. Taking all of that into account, our findings represent genuine cause for concern."

Professor Tim Smyth, Head of Science for Marine Biogeochemistry and Observations at the Plymouth Marine Laboratory, added: "The ocean is far more dynamic than it is often given credit for. For example, we know the light levels within the water column vary massively over any 24-hour period, and animals whose behaviour is directly influenced by light are far more sensitive to its processes and change. If the photic zone is reducing by around 50m in large swathes of the ocean, animals that need light will be forced closer to the surface where they will have to compete for food and the other resources they need. That could bring about fundamental changes in the entire marine ecosystem."

Assessing changes in the ocean's photic zones

To assess changes in the photic zone, the researchers used data from NASA's Ocean Colour Web, which breaks the global ocean down into a series of 9km pixels.




This satellite derived data enabled them to observe changes on the ocean surface for each of these pixels, while an algorithm developed to measure light in sea water was used to define the depth of the photic zone in each location.

They also used solar and lunar irradiance models to examine particular changes that might impact marine species during daylight and moonlight conditions, demonstrating that changes in photic zone depth at night were small compared to daytime, but remained ecologically important.

A shifting global picture of ocean change

The most prominent changes in photic zone depth in the open ocean were observed at the top of the Gulf Stream, and around both the Arctic and Antarctic, areas of the planet experiencing the most pronounced shifts as a result of climate change.

Darkening is also widespread in coastal regions and enclosed seas -- such as the Baltic Sea -- where rainfall on land brings sediment and nutrients into the sea, stimulating plankton growth and reducing light availability.
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Why after 2000 years we still don't know how tickling works | ScienceDaily
How come you can't tickle yourself? And why can some people handle tickling perfectly fine while others scream their heads off? Neuroscientist Konstantina Kilteni from the Donders Institute argues in a scientific article published on 23 May that we should take tickle research more seriously. She researches these questions in her tickle lab at Radboud University.


						
Socrates wondered 2,000 years ago, and Charles Darwin also racked his brains: what is a tickle, and why are we so sensitive to tickling? 'Tickling is relatively under-researched,' says neuroscientist Konstantina Kilteni. She argues that tickling is a very interesting subject for research. 'It is a complex interplay of motor, social, neurological, developmental and evolutionary aspects. If we know how tickling works at the brain level, it could provide a lot of insight into other topics in neuroscience. Tickling can strengthen the bond between parents and children, for instance, and we usually tickle our babies and children. But how does the brain process ticklish stimuli and what is the relationship with the development of the nervous system? By investigating this, you can learn more about brain development in children.'

Research also shows that people with autism spectrum disorder, for example, perceive touches as more ticklish than people without autism spectrum disorder. Investigating this difference could provide insight into differences in the brains of people with autism spectrum disorder and people without and could help with getting knowledge about autism.

'But we also know that apes such as bonobos and gorillas respond to ticklish touches, and even rats have been observed being so. From an evolutionary perspective, what is the purpose of tickling? What do we get out of it?'

The fact that you cannot tickle yourself is also interesting from a scientific point of view: 'Apparently, our brain distinguishes ourselves from others, and because we know when and where we are going to tickle ourselves, the brain can switch off the tickling reflex in advance. But we don't know what exactly happens in our brain when we are tickled.'

Tickling or tickling

Kilteni argues that these questions have not yet been answered because it has not been clearly defined what tickling actually is within the scientific community -- there is a difference between when you tickle someone hard someone on the armpits, for instance, with your hands and tickling someone's back lightly with a feather. The first sensation is understudied while we know much more for the second feather-like stimulation. It is also difficult to compare between existing studies: when someone is tickled by another person, it is difficult to replicate that form of tickling exactly with another test subject.

Tickling lab

Kilteni has a tickling lab for this very purpose: it contains a chair with a plate with two holes in it. You put your feet through the holes and then a mechanical stick tickles your footsoles. That way, every tickle experiment is the same. The neuroscientist records exactly what happens in your brain and also immediately checks all other physical reactions, such as heart rate, sweating, breathing, or laughter and screaming reactions. 'By incorporating this method of tickling into a proper experiment, we can take tickling research seriously. Not only will we be able to truly understand tickling, but also our brains.'
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New fuel cell could enable electric aviation | ScienceDaily
Batteries are nearing their limits in terms of how much power they can store for a given weight. That's a serious obstacle for energy innovation and the search for new ways to power airplanes, trains, and ships. Now, researchers at MIT and elsewhere have come up with a solution that could help electrify these transportation systems.


						
Instead of a battery, the new concept is a kind of fuel cell -- which is similar to a battery but can be quickly refueled rather than recharged. In this case, the fuel is liquid sodium metal, an inexpensive and widely available commodity. The other side of the cell is just ordinary air, which serves as a source of oxygen atoms. In between, a layer of solid ceramic material serves as the electrolyte, allowing sodium ions to pass freely through, and a porous air-facing electrode helps the sodium to chemically react with oxygen and produce electricity.

In a series of experiments with a prototype device, the researchers demonstrated that this cell could carry more than three times as much energy per unit of weight as the lithium-ion batteries used in virtually all electric vehicles today. Their findings are being published today in the journal Joule, in a paper by MIT doctoral students Karen Sugano, Sunil Mair, and Saahir Ganti-Agrawal; professor of materials science and engineering Yet-Ming Chiang; and five others.

"We expect people to think that this is a totally crazy idea," says Chiang, who is the Kyocera Professor of Ceramics. "If they didn't, I'd be a bit disappointed because if people don't think something is totally crazy at first, it probably isn't going to be that revolutionary."

And this technology does appear to have the potential to be quite revolutionary, he suggests. In particular, for aviation, where weight is especially crucial, such an improvement in energy density could be the breakthrough that finally makes electrically powered flight practical at significant scale.

"The threshold that you really need for realistic electric aviation is about 1,000 watt-hours per kilogram," Chiang says. Today's electric vehicle lithium-ion batteries top out at about 300 watt-hours per kilogram -- nowhere near what's needed. Even at 1,000 watt-hours per kilogram, he says, that wouldn't be enough to enable transcontinental or trans-Atlantic flights.

That's still beyond reach for any known battery chemistry, but Chiang says that getting to 1,000 watts per kilogram would be an enabling technology for regional electric aviation, which accounts for about 80 percent of domestic flights and 30 percent of the emissions from aviation.




The technology could be an enabler for other sectors as well, including marine and rail transportation. "They all require very high energy density, and they all require low cost," he says. "And that's what attracted us to sodium metal."

A great deal of research has gone into developing lithium-air or sodium-air batteries over the last three decades, but it has been hard to make them fully rechargeable. "People have been aware of the energy density you could get with metal-air batteries for a very long time, and it's been hugely attractive, but it's just never been realized in practice," Chiang says.

By using the same basic electrochemical concept, only making it a fuel cell instead of a battery, the researchers were able to get the advantages of the high energy density in a practical form. Unlike a battery, whose materials are assembled once and sealed in a container, with a fuel cell the energy-carrying materials go in and out.

The team produced two different versions of a lab-scale prototype of the system. In one, called an H cell, two vertical glass tubes are connected by a tube across the middle, which contains a solid ceramic electrolyte material and a porous air electrode. Liquid sodium metal fills the tube on one side, and air flows through the other, providing the oxygen for the electrochemical reaction at the center, which ends up gradually consuming the sodium fuel. The other prototype uses a horizontal design, with a tray of the electrolyte material holding the liquid sodium fuel. The porous air electrode, which facilitates the reaction, is affixed to the bottom of the tray.

Tests using an air stream with a carefully controlled humidity level produced a level of nearly 1,700 watt-hours per kilogram at the level of an individual "stack," which would translate to over 1,000 watt-hours at the full system level, Chiang says.

The researchers envision that to use this system in an aircraft, fuel packs containing stacks of cells, like racks of food trays in a cafeteria, would be inserted into the fuel cells; the sodium metal inside these packs gets chemically transformed as it provides the power. A stream of its chemical byproduct is given off, and in the case of aircraft this would be emitted out the back, not unlike the exhaust from a jet engine.




But there's a very big difference: There would be no carbon dioxide emissions. Instead the emissions, consisting of sodium oxide, would actually soak up carbon dioxide from the atmosphere. This compound would quickly combine with moisture in the air to make sodium hydroxide -- a material commonly used as a drain cleaner -- which readily combines with carbon dioxide to form a solid material, sodium carbonate, which in turn forms sodium bicarbonate, otherwise known as baking soda.

"There's this natural cascade of reactions that happens when you start with sodium metal," Chiang says. "It's all spontaneous. We don't have to do anything to make it happen, we just have to fly the airplane."

As an added benefit, if the final product, the sodium bicarbonate, ends up in the ocean, it could help to de-acidify the water, countering another of the damaging effects of greenhouse gases.

Using sodium hydroxide to capture carbon dioxide has been proposed as a way of mitigating carbon emissions, but on its own, it's not an economic solution because the compound is too expensive. "But here, it's a byproduct," Chiang explains, so it's essentially free, producing environmental benefits at no cost.

Importantly, the new fuel cell is inherently safer than many other batteries, he says. Sodium metal is extremely reactive and must be well-protected. As with lithium batteries, sodium can spontaneously ignite if exposed to moisture. "Whenever you have a very high energy density battery, safety is always a concern, because if there's a rupture of the membrane that separates the two reactants, you can have a runaway reaction," Chiang says. But in this fuel cell, one side is just air, "which is dilute and limited. So you don't have two concentrated reactants right next to each other. If you're pushing for really, really high energy density, you'd rather have a fuel cell than a battery for safety reasons."

While the device so far exists only as a small, single-cell prototype, Chiang says the system should be quite straightforward to scale up to practical sizes for commercialization. Members of the research team have already formed a company, Propel Aero, to develop the technology. The company is currently housed in MIT's startup incubator, The Engine.

Producing enough sodium metal to enable widespread, full-scale global implementation of this technology should be practical, since the material has been produced at large scale before. When leaded gasoline was the norm, before it was phased out, sodium metal was used to make the tetraethyl lead used as an additive, and it was being produced in the U.S. at a capacity of 200,000 tons a year. "It reminds us that sodium metal was once produced at large scale and safely handled and distributed around the U.S.," Chiang says.

What's more, sodium primarily originates from sodium chloride, or salt, so it is abundant, widely distributed around the world, and easily extracted, unlike lithium and other materials used in today's EV batteries.

The system they envisage would use a refillable cartridge, which would be filled with liquid sodium metal and sealed. When it's depleted, it would be returned to a refilling station and loaded with fresh sodium. Sodium melts at 98 degrees Celsius, just below the boiling point of water, so it is easy to heat to the melting point to refuel the cartridges.

Initially, the plan is to produce a brick-sized fuel cell that can deliver about 1,000 watt-hours of energy, enough to power a large drone, in order to prove the concept in a practical form that could be used for agriculture, for example. The team hopes to have such a demonstration ready within the next year.

Sugano, who conducted much of the experimental work as part of her doctoral thesis and will now work at the startup, says that a key insight was the importance of moisture in the process. As she tested the device with pure oxygen, and then with air, she found that the amount of humidity in the air was crucial to making the electrochemical reaction efficient. The humid air resulted in the sodium producing its discharge products in liquid rather than solid form, making it much easier for these to be removed by the flow of air through the system. "The key was that we can form this liquid discharge product and remove it easily, as opposed to the solid discharge that would form in dry conditions," she says.

Ganti-Agrawal notes that the team drew from a variety of different engineering subfields. For example, there has been much research on high-temperature sodium, but none with a system with controlled humidity. "We're pulling from fuel cell research in terms of designing our electrode, we're pulling from older high-temperature battery research as well as some nascent sodium-air battery research, and kind of mushing it together," which led to the "the big bump in performance" the team has achieved, he says.

The research team also included Alden Friesen, an MIT summer intern who attends Desert Mountain High School in Scottsdale, Arizona; Kailash Raman and William Woodford of Form Energy in Somerville, Massachusetts; Shashank Sripad of And Battery Aero in California, and Venkatasubramanian Viswanathan of the University of Michigan. The work was supported by ARPA-E, Breakthrough Energy Ventures, and the National Science Foundation, and used facilities at MIT.nano.
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Oldest whale bone tools discovered | ScienceDaily
Humans were making tools from whale bones as far back as 20,000 years ago, according to a study conducted by scientists from the Institute of Environmental Science and Technology of the Universitat Autonoma de Barcelona (ICTA-UAB), the French National Centre for Scientific Research (CNRS), and the University of British Columbia. This discovery broadens our understanding of early human use of whale remains and offers valuable insight into the marine ecology of the time.


						
Whales, the largest animals on Earth, were an important source of food and materials such as oil and bone. For this reason, they are believed to have played a key role in the survival of many coastal human groups. However, tracing the origins of human-whale interactions is challenging, as coastal archaeological sites are especially fragile and vulnerable to rising sea levels, making it difficult to preserve evidence of early human-marine mammal relationships.

?The research,?led by Jean-Marc Petillon (CNRS) along with ICTA-UAB scientist Krista McGrath and published in Nature Communications, analyzes 83?bone tools excavated from sites around the Bay of Biscay in Spain, along with 90 additional bones from Santa Catalina Cave, also located in the province of Biscay. The authors used mass spectrometry and radiocarbon dating to identify the species and age of the samples.

"Our study reveals that the bones came from at least five species of large whales, the oldest of which date to approximately 19,000-20,000 years ago. These represent some of the earliest known evidence of humans using whale remains as tools," says Jean-Marc Petillon, senior author of the research.

According to Krista McGrath, leading author of the paper, "ZooMS is a powerful technique for investigating past sea mammal diversity, particularly when diagnostic morphometric elements are missing from bone remains and objects, which is often the case for bone artefacts. We managed to identify species such as sperm whales, fin whales, blue whales, all still present in the Bay of Biscay today, as well as grey whales, a species now mostly restricted to the North Pacific and Arctic Oceans."

In addition, chemical data extracted from the bones suggest that the feeding habits of these ancient whales differed slightly from those of their modern counterparts, pointing to potential changes in behavior or the marine environment. Overall, this discovery not only enhances our understanding of early human use of whale remains but also sheds light on the role whales played in past ecosystems.
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Megalodon: The broad diet of the megatooth shark | ScienceDaily

At least that's what it did should a whale come long, says Dr. Jeremy McCormack from the Department of Geosciences at Goethe University Frankfurt. It appears, after all, that megalodon partook of a much broader range of prey than previously assumed, as the geoscientist discovered together with scientists from Germany, France, Austria and the US. The researchers examined fossilized megalodon teeth, which are more or less all that has remained of the cartilaginous fish that gave the shark its name, megalodon, meaning "big tooth."

The researchers extracted zinc from the fossil teeth, an element that occurs in atomic variants (isotopes) of different weights. Zinc is ingested with food, whereby less of the heavier isotope zinc-66 than the lighter isotope zinc-64 is stored in muscles and organs. Accordingly, the tissue of fish that eat fish absorbs significantly less zinc-66, and those which, in turn, hunt them for food absorb even less. That is why Otodus megalodon and its close relative Otodus chubutensis had the lowest ratio of zinc-66 to zinc-64 at the top of the food chain.

"Since we don't know how the ratio of the two zinc isotopes at the bottom of the food pyramid was at that time, we compared the teeth of various prehistoric and extant shark species with each other and with other animal species. This enabled us to gain an impression of predator-prey relationships 18 million years ago," explains McCormack. The giant teeth they used for their study mostly came from fossil deposits in Sigmaringen and Passau -- 18 million years ago, a relatively shallow estuary, less than 200 meters deep, flowed along the Alps, teeming with various other shark species alongside megalodon.

McCormack explains: "Sea bream, which fed on mussels, snails and crustaceans, formed the lowest level of the food chain we studied. Smaller shark species such as requiem sharks and ancestors of today's cetaceans, dolphins and whales, were next. Larger sharks such as sand tiger sharks were further up the food pyramid, and at the top were giant sharks like Araloselachus cuspidatus and the Otodus sharks, which include megalodon." McCormack stresses, however, that the Otodus sharks cannot be sharply differentiated from the lower levels of the pyramid: "Megalodon was by all means flexible enough to feed on marine mammals and large fish, from the top of the food pyramid as well as lower levels -- depending on availability."

According to McCormack, this means that the idea of Otodus sharks homing in on marine mammals when it comes to food needs to be revised: "Our study tends rather to draw a picture of megalodon as an ecologically versatile generalist." Comparisons between the fossils from Sigmaringen and Passau, for example, showed that the creatures from Passau fed more on prey from lower levels of the food pyramid, which also points to regional differences in the range of prey or changes in its availability at different times.

Analyzing teeth on the basis of zinc content is a very new method, and McCormack is delighted with the comprehensive and coherent results it produced not only for prehistoric shark and whale species but also for herbivorous prehistoric rhinoceroses and even shark species that exist today. McCormack: "Determining tooth zinc isotope ratios has once again proven to be a valuable instrument for paleoecological reconstructions." "It gives us important insights into how the marine communities have changed over geologic time, but more importantly the fact that even 'supercarnivores' are not immune to extinction," adds Kenshu Shimada, a paleobiologist at DePaul University in Chicago, USA, and a coauthor of the new study. Previous studies, including one led by McCormack, indicated that, at least in part, the rise of the modern great white shark is to blame for the demise of Otodus megalodon.
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'Hopelessly attached': Scientists discover new 2D material that sticks the landing | ScienceDaily
More than ten years ago, researchers at Rice University led by materials scientist Boris Yakobson predicted that boron atoms would cling too tightly to copper to form borophene, a flexible, metallic two-dimensional material with potential across electronics, energy and catalysis. Now, new research shows that prediction holds up, but not in the way anyone expected.


						
Unlike systems such as graphene on copper, where atoms may diffuse into the substrate without forming a distinct alloy, the boron atoms in this case formed a defined 2D copper boride -- a new compoundwith a distinct atomic structure. The finding, published in Science Advances by researchers from Rice and Northwestern University, sets the stage for further exploration of a relatively untapped class of 2D materials.

"Borophene is still a material at the brink of existence, and that makes any new fact about it important by pushing the envelope of our knowledge in materials, physics and electronics," said Yakobson, Rice's Karl F. Hasselmann Professor of Engineering and professor of materials science and nanoengineering and chemistry. "Our very first theoretical analysis warned that on copper, boron would bond too strongly. Now, more than a decade later, it turns out we were right -- and the result is not borophene, but something else entirely."

Previous studies successfully synthesized borophene on metals like silver and gold, but copper remained an open -- and contested -- case. Some experiments suggested boron might form polymorphic borophene on copper, while others suggested it could phase-separate into borides or even nucleate into bulk crystals. Resolving these possibilities required a uniquely detailed investigation combining high-resolution imaging, spectroscopy and theoretical modeling.

"What my experimentalist colleagues first saw were these rich patterns of atomic resolution images and spectroscopy signatures, which required a lot of hard work of interpretation," Yakobson said.

These efforts revealed a periodic zigzag superstructure and distinct electronic signatures, both of which deviated significantly from known borophene phases. A strong match between experimental data and theoretical simulations helped resolve a debate about the nature of the material that forms at the interface between the copper substrate and the near-vacuum environment of the growth chamber.

Although copper boride was not the material researchers set out to make, its discovery offers important insight into how boron interacts with different metal substrates in two-dimensional environments. The work expands the knowledge on the formation of atomically thin metal boride materials -- an area that could inform future studies of related compounds, including those with known technological relevance, such as metal borides among ultra-high temperature ceramics, which are of great interest for extreme environments and hypersonic systems.




"2D copper boride is likely to be just one of many 2D metal borides that can be experimentally realized. We look forward to exploring this new family of 2D materials that have broad potential use in applications ranging from electrochemical energy storage to quantum information technology," said Mark Hersam , Walter P. Murphy Professor of Materials Science and Engineering at Northwestern University, who is a co-corresponding author on the study.

The discovery comes shortly after another boron-related breakthrough by the same Rice theory team. In a separate study published in ACS Nano , researchers showed that borophene can form high-quality lateral, edge-to-edge junctions with graphene and other 2D materials, offering better electrical contact than even "bulky" gold. The juxtaposition of the two findings highlights both the promise and the challenge of working with boron at the atomic scale: its versatility allows for surprising structures but also makes it difficult to control.

"Those images we initially saw in the experimental data looked quite mysterious," Yakobson said. "But in the end, it all fell into place and provided a logical answer -- metal boride, bingo! This was unexpected at first, but now, it is settled -- and the science can move forward."

The research was supported by the Office of Naval Research (N00014-21-1-2679), the National Science Foundation (DMR-2308691) and the United States Department of Energy (2801SC0012547). The content herein is solely the responsibility of the authors and does not necessarily represent the official views of the funding organizations and institutions.
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A dental floss that can measure stress | ScienceDaily
Chronic stress can lead to increased blood pressure and cardiovascular disease, decreased immune function, depression, and anxiety. Unfortunately, the tools we use to monitor stress are often imprecise or expensive, relying on self-reporting questionnaires and psychiatric evaluations.


						
Now a Tufts interdisciplinary engineer and his team have devised a simple device using specially designed floss that can easily and accurately measure cortisol, a stress hormone, in real time.

"It started in a collaboration with several departments across Tufts, examining how stress and other cognitive states affect problem solving and learning," said Sameer Sonkusale, professor of electrical and computer engineering. "We didn't want measurement to create an additional source of stress, so we thought, can we make a sensing device that becomes part of your day-to-day routine? Cortisol is a stress marker found in saliva, so flossing seemed like a natural fit to take a daily sample."

Their design of a saliva-sensing dental floss looks just like a common floss pick, with the string stretched across two prongs extending from a flat plastic handle, all about the size of your index finger. The saliva is picked up by capillary action through a very narrow channel in the floss. The fluid is drawn into the pick handle and an attached tab, where it spreads across electrodes that detect the cortisol.

Cortisol recognition on the electrodes is accomplished with a remarkable technology developed almost 30 years ago called electropolymerized molecularly imprinted polymers (eMIPs). They work similarly to the way you might make a plaster cast of your hand. A polymer is formed around a template molecule, in this case cortisol, which is later removed to leave behind binding sites. These sites have a physical and chemical shape "memory" of the target molecule so they can bind free-floating molecules that are coming in.

The eMIP molds are versatile, so one can create dental floss sensors that detect other molecules that can be found in saliva, such as estrogen for fertility tracking, glucose for diabetes monitoring, or markers for cancer. There is also potential for detecting multiple biomarkers in saliva at the same time, for more accurate monitoring of stress, cardiovascular disease, cancer, and other conditions.

"The eMIP approach is a game changer," said Sonkusale. "Biosensors have typically been developed using antibodies or other receptors that pick up the molecule of interest. Once a marker is found, a lot of work has to go into bioengineering the receiving molecule attached to the sensor. eMIP does not rely on a lot of investment in making antibodies or receptors. If you discover a new marker for stress or any other disease or condition, you can just create a polymer cast in a very short period of time."

Accuracy of the cortisol sensors is comparable to the best-performing sensors on the market or in development. Bringing this device into the home and in the hands of individuals without need for training will make it possible to fold stress monitoring into many aspects of health care. Currently Sonkusale and his colleagues are creating a startup to try and bring the product to market.




He points out that while the dental floss sensor is quantitatively highly accurate, the practice of tracking markers in saliva is best for monitoring, not for the initial diagnosis of a condition. That's in part because saliva markers can still have variations between individuals.

"For diagnostics, blood is still the gold standard, but once you are diagnosed and put on medication, if you need to track, say, a cardiovascular condition over time to see if your heart health is improving, then monitoring with the sensor can be easy and allows for timely interventions when needed," he says.

The new research, published in the journal ACS Applied Materials and Interfaces, adds to a number of thread-based sensor innovations by Sonkusale and his research team including sensors that can detect gases, metabolites in sweat, or movement when embedded in clothing and transistors that can be woven into flexible electronic devices.
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Why are some rocks on the moon highly magnetic? | ScienceDaily
Where did the moon's magnetism go? Scientists have puzzled over this question for decades, ever since orbiting spacecraft picked up signs of a high magnetic field in lunar surface rocks. The moon itself has no inherent magnetism today.


						
Now, MIT scientists may have solved the mystery. They propose that a combination of an ancient, weak magnetic field and a large, plasma-generating impact may have temporarily created a strong magnetic field, concentrated on the far side of the moon.

In a study appearing in the journal Science Advances, the researchers show through detailed simulations that an impact, such as from a large asteroid, could have generated a cloud of ionized particles that briefly enveloped the moon. This plasma would have streamed around the moon and concentrated at the opposite location from the initial impact. There, the plasma would have interacted with and momentarily amplified the moon's weak magnetic field. Any rocks in the region could have recorded signs of the heightened magnetism before the field quickly died away.

This combination of events could explain the presence of highly magnetic rocks detected in a region near the south pole, on the moon's far side. As it happens, one of the largest impact basins -- the Imbrium basin -- is located in the exact opposite spot on the near side of the moon. The researchers suspect that whatever made that impact likely released the cloud of plasma that kicked off the scenario in their simulations.

"There are large parts of lunar magnetism that are still unexplained," says lead author Isaac Narrett, a graduate student in the MIT Department of Earth, Atmospheric and Planetary Sciences (EAPS). "But the majority of the strong magnetic fields that are measured by orbiting spacecraft can be explained by this process -- especially on the far side of the moon."

Narrett's co-authors include Rona Oran and Benjamin Weiss at MIT, along with Katarina Miljkovic at Curtin University, Yuxi Chen and Gabor Toth at the University of Michigan at Ann Arbor, and Elias Mansbach PhD '24 at Cambridge University. Nuno Loureiro, professor of nuclear science and engineering at MIT, also contributed insights and advice.

Beyond the sun

Scientists have known for decades that the moon holds remnants of a strong magnetic field. Samples from the surface of the moon, returned by astronauts on NASA's Apollo missions of the 1960s and 70s, as well as global measurements of the moon taken remotely by orbiting spacecraft, show signs of remnant magnetism in surface rocks, especially on the far side of the moon.




The typical explanation for surface magnetism is a global magnetic field, generated by an internal "dynamo," or a core of molten, churning material. The Earth today generates a magnetic field through a dynamo process, and it's thought that the moon once may have done the same, though its much smaller core would have produced a much weaker magnetic field that may not explain the highly magnetized rocks observed, particularly on the moon's far side.

An alternative hypothesis that scientists have tested from time to time involves a giant impact that generated plasma, which in turn amplified any weak magnetic field. In 2020, Oran and Weiss tested this hypothesis with simulations of a giant impact on the moon, in combination with the solar-generated magnetic field, which is weak as it stretches out to the Earth and moon.

In simulations, they tested whether an impact to the moon could amplify such a solar field, enough to explain the highly magnetic measurements of surface rocks. It turned out that it wasn't, and their results seemed to rule out plasma-induced impacts as playing a role in the moon's missing magnetism.

A spike and a jitter

But in their new study, the researchers took a different tack. Instead of accounting for the sun's magnetic field, they assumed that the moon once hosted a dynamo that produced a magnetic field of its own, albeit a weak one. Given the size of its core, they estimated that such a field would have been about 1 microtesla, or 50 times weaker than the Earth's field today.

From this starting point, the researchers simulated a large impact to the moon's surface, similar to what would have created the Imbrium basin, on the moon's near side. Using impact simulations from Katarina Miljkovic, the team then simulated the cloud of plasma that such an impact would have generated as the force of the impact vaporized the surface material. They adapted a second code, developed by collaborators at the University of Michigan, to simulate how the resulting plasma would flow and interact with the moon's weak magnetic field.




These simulations showed that as a plasma cloud arose from the impact, some of it would have expanded into space, while the rest would stream around the moon and concentrate on the opposite side. There, the plasma would have compressed and briefly amplified the moon's weak magnetic field. This entire process, from the moment the magnetic field was amplified to the time that it decays back to baseline, would have been incredibly fast -- somewhere around 40 minutes, Narrett says.

Would this brief window have been enough for surrounding rocks to record the momentary magnetic spike? The researchers say, yes, with some help from another, impact-related effect.

They found that an Imbrium-scale impact would have sent a pressure wave through the moon, similar to a seismic shock. These waves would have converged to the other side, where the shock would have "jittered" the surrounding rocks, briefly unsettling the rocks' electrons -- the subatomic particles that naturally orient their spins to any external magnetic field. The researchers suspect the rocks were shocked just as the impact's plasma amplified the moon's magnetic field. As the rocks' electrons settled back, they assumed a new orientation, in line with the momentary high magnetic field.

"It's as if you throw a 52-card deck in the air, in a magnetic field, and each card has a compass needle," Weiss says. "When the cards settle back to the ground, they do so in a new orientation. That's essentially the magnetization process."

The researchers say this combination of a dynamo plus a large impact, coupled with the impact's shockwave, is enough to explain the moon's highly magnetized surface rocks -- particularly on the far side. One way to know for sure is to directly sample the rocks for signs of shock, and high magnetism. This could be a possibility, as the rocks lie on the far side, near the lunar south pole, where missions such as NASA's Artemis program plan to explore.

"For several decades, there's been sort of a conundrum over the moon's magnetism -- is it from impacts or is it from a dynamo?" Oran says. "And here we're saying, it's a little bit of both. And it's a testable hypothesis, which is nice."

The team's simulations were carried out using the MIT SuperCloud. This research was supported, in part, by NASA.
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Daytime boosts immunity, scientists find | ScienceDaily
The immune system is regulated by a body clock and is more active during the day, scientists at Waipapa Taumata Rau, University of Auckland have discovered.


						
A breakthrough study, led by scientists at Waipapa Taumata Rau, University of Auckland, has uncovered how daylight can boost the immune system's ability to fight infections.

The team focused on the most abundant immune cells in our bodies, called 'neutrophils', which are a type of white blood cell. These cells move quickly to the site of an infection and kill invading bacteria.

The researchers used zebrafish, a small freshwater fish, as a model organism, because its genetic make-up is similar to ours and they can be bred to have transparent bodies, making it easy to observe biological processes in real time.

"In earlier studies, we had observed that immune responses peaked in the morning, during the fish's early active phase," says lead researcher Associate Professor Christopher Hall, from the Department of Molecular Medicine and Pathology.

"We think this represents an evolutionary response such that during daylight hours the host is more active so more likely to encounter bacterial infections," says Hall.

However, the scientists wanted to find out how the immune response was being synchronised with daylight.




With this new study, published in Science Immunology, and led by two doctoral researchers, neutrophils were found to possess a circadian clock that alerted them to daytime, and boosted their ability to kill bacteria.

Most of our cells have circadian clocks to tell them what time of day it is in the outside world, in order to regulate the body's activities. Light has the biggest influence on resetting these circadian clocks.

"Given that neutrophils are the first immune cells to be recruited to sites of inflammation, our discovery has very broad implications for therapeutic benefit in many inflammatory diseases," Hall says.

"This finding paves the way for development of drugs that target the circadian clock in neutrophils to boost their ability to fight infections."

The research was funded through the Royal Society of NZ's Marsden Fund.

Current research is now focussed on understanding the specific mechanisms by which light influences the neutrophil circadian clock.
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Controlling quantum motion and hyper-entanglement | ScienceDaily
Manuel Endres, professor of physics at Caltech, specializes in finely controlling single atoms using devices known as optical tweezers. He and his colleagues use the tweezers, made of laser light, to manipulate individual atoms within an array of atoms to study fundamental properties of quantum systems. Their experiments have led to, among other advances, new techniques for erasing errors in simple quantum machines; a new device that could lead to the world's most precise clocks; and a record-breaking quantum system controlling more than 6,000 individual atoms.


						
One nagging factor in this line of work has been the normal jiggling motion of atoms, which make the systems harder to control. Now, reporting in the journal Science, the team has flipped the problem on its head and used this atomic motion to encode quantum information, a process underlying quantum technologies.

"We show that atomic motion, which is typically treated as a source of unwanted noise in quantum systems, can be turned into a strength," says Adam Shaw (PhD '24), a co-lead author on the study along with Pascal Scholl and Ran Finkelstein. Shaw was formerly a graduate student at Caltech during these experiments and is now a postdoctoral scholar at Stanford University. Scholl served as a postdoc at Caltech and is now working at the quantum computing company Pasqal. Finkelstein held the Troesh Postdoctoral Prize Fellowship at Caltech and is now a professor at Tel Aviv University.

Ultimately, the experiment not only encoded quantum information in the motion of the atoms but also led to a state known as hyper-entanglement. In basic entanglement, two particles remain connected even when separated by vast distances. When researchers measure the particles' states, they observe this correlation: For example, if one particle is in a state known as spin up (in which the orientation of the angular momentum is pointing up), the other will always be spin down.

In hyper-entanglement, two characteristics of a particle pair are correlated. As a simple analogy, this would be like a set of twins separated at birth having both the same names and same types of cars: The two traits are correlated between the twins. In the new study, Endres and his team were able to hyper-entangle pairs of atoms such that their individual states of motion and their individual electronic states -- their internal energy levels -- were correlated among the atoms. What is more, this experimental demonstration implies that even more traits could be entangled at the same time.

"This allows us to encode more quantum information per atom," Endres explains. "You get more entanglement with fewer resources."

The experiment is the first demonstration of hyper-entanglement in massive particles, such as neutral atoms or ions (earlier demonstrations used photons).




For these experiments, the team cooled down an array of individual alkaline-earth neutral atoms confined inside optical tweezers. They demonstrated a novel form of cooling via "detection and subsequent active correction of thermal motional excitations," says Endres, which he compares to James Clerk Maxwell's famous 1867 thought experiment invoking a demon that measures and sorts particles in a chamber. "We essentially measure the motion of each atom and apply an operation depending on the outcome, atom-by-atom, similar to Maxwell's demon."

The method, which outperformed the best-known laser cooling techniques, caused the atoms to come to nearly a complete standstill.

From there, the researchers induced the atoms to oscillate like a swinging pendulum, but with an amplitude of approximately100 nanometers, which is much smaller than the width of a human hair. They were able to excite the atoms into two distinct oscillations simultaneously, causing the motion to be in a state of superposition. Superposition is a quantum state in which a particle exhibits opposite traits simultaneously, like a particle's spin being both up and down at the same time.

"You can think of an atom moving in this superposition state like a kid on a swing who starts getting pushed by two parents on opposite sides, but simultaneously," Endres says. "In our everyday world, this would certainly lead to a parental conflict; in the quantum world, we can remarkably make use of this!"

They then entangled the individual, swinging atoms to partner atoms, creating a correlated state of motion over several micrometers of distance. After the atoms were entangled, the team then hyper-entangled them in such a way that both the motion and the electronic states of the atoms were correlated.

"Basically, the goal here was to push the boundaries on how much we could control these atoms," Endres says. "We are essentially building a toolbox: We knew how to control the electrons within an atom, and we now learned how to control the external motion of the atom as a whole. It's like an atom toy that you have fully mastered."

The findings could lead to new ways to perform quantum computing as well as quantum simulations designed to probe fundamental questions in physics. "Motional states could become a powerful resource for quantum technology, from computing to simulation to precision measurements," Endres says.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250523120742.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New biosensor solves old quantum riddle | ScienceDaily
Putting hypersensitive quantum sensors in a living cell is a promising path for tracking cell growth and diagnosing diseases -- even cancers -- in their early stages.


						
Many of the best, most powerful quantum sensors can be created in small bits of diamond, but that leads to a separate issue: It's hard to stick a diamond in a cell and get it to work.

"All kinds of those processes that you really need to probe on a molecular level, you cannot use something very big. You have to go inside the cell. For that, we need nanoparticles," said University of Chicago Pritzker School of Molecular Engineering PhD candidate Uri Zvi. "People have used diamond nanocrystals as biosensors before, but they discovered that they perform worse than what we would expect. Significantly worse."

Zvi is the first author of a paper published in Proceedings of the National Academy of Sciences that tackles this issue. Together with researchers from UChicago PME and the University of Iowa, Zvi united insights from cellular biology, quantum computing, old-fashioned semiconductors and high-definition TVs to both create a revolutionary new quantum biosensor. In doing so, they shed light on a longstanding mystery in quantum materials.

By encasing a diamond nanoparticle with a specially engineered shell -- a technique inspired by QLED televisions -- the team created not only a quantum biosensor ideal for a living cell, but also uncovered new insights into how a material's surface can be modified to enhance its quantum properties.

"It's already one of the most sensitive things on earth, and now they've figured out a way to enhance that further in a number of different environments," said Zvi's principal investigator, UChicago PME Prof. Aaron Esser-Kahn, a co-author of the paper.

A cell full of diamonds

Qubits hosted in diamond nanocrystals maintain quantum coherence even when the particles are small enough to be "taken up" by a living cell -- a good metaphor is the cell swallowing and chewing on them without spitting them out. But the smaller the diamond particles, the weaker the quantum signal.




"It excited people for a while that these quantum sensors can be brought into living cells and, in principle, be useful as a sensor," said UChicago PME Asst. Prof. Peter Maurer, a co-author of the paper. "However, while these kind of quantum sensors inside of a big piece of bulk diamond have really good quantum properties, when they are in nano diamonds, the coherent properties, the quantum properties, are actually significantly reduced."

Here, Zvi turned to an unlikely source for inspiration -- quantum dot LED televisions. QLED TVs use vibrant fluorescent quantum dots to broadcast in rich, full colors. In the early days, the colors were bright but unstable, prone to suddenly blinking off.

"Researchers found that surrounding the quantum dots with carefully designed shells suppresses detrimental surface effects and increase their emission," Zvi said. "And today you can use a previously unstable quantum dot as part of your TV."

Working with UChicago PME and Chemistry Department quantum dot expert Prof. Dmitri Talapin, a co-author of the paper, Zvi reasoned that since both sets of issues -- the quantum dots' fluorescence and the nanodiamond weakened signal -- originated with the surface state, a similar approach might work.

But since the sensor is meant to go within a living body, not every shell would work. An immunoengineering expert, Esser-Kahn helped develop a silicon-oxygen (siloxane) shell that would both enhance the quantum properties and not tip off the immune system that something is awry.

"The surface properties of most of these materials are sticky and disordered in a way that the immune cells can tell it's not supposed to be there. They look like a foreign object to an immune cell," Esser-Kahn said. "Siloxane-coated things look like a big, smooth blob of water. And so the body is much more happy to engulf and then chew on a particle like that."

Previous efforts to improve the quantum properties of diamond nanocrystals through surface engineering had shown limited success. As a result, the team expected only modest gains. Instead, they saw up to fourfold improvements in spin coherence.




That increase -- as well as a 1.8-fold increase in fluorescence and separate significant increases to charge stability -- was a riddle both baffling and enthralling.

Better and better

"I would try to go to bed at night but stay up thinking 'What's happening there? The spin coherence is getting better -- but why?" said University of Iowa Asst. Prof. Denis Candido, second author of the new paper. "I'd think 'What if we do this experiment? What if we do this calculation?' It was very, very exciting, and in the end, we found the underlying reason for the improvement of the coherence."

The interdisciplinary team -- bioengineer-turned-quantum-scientist Zvi, immunoengineer Esser-Kahn and quantum engineers Maurer and Talapin -- brought Candido and University of Iowa Physics and Astronomy Prof. Michael Flatte in to provide some of the theoretical framework for the research.

"What I found really exciting about this is that some old ideas that were critical for semiconductor electronic technology turned out to be really important for these new quantum systems," Flatte said.

They found that adding the silica shell didn't just protect the diamond surface. It fundamentally altered the quantum behavior inside. The material interface was driving electron transfer from the diamond into the shell. Depleting electrons from the atoms and molecules that normally reduce the quantum coherence made a more sensitive and stable way to read signals from living cells.

This enabled the team to identify the specific surface sites that degrade coherence and make quantum devices less effective -- solving a long-standing mystery in the quantum sensing field and opening new doors for both engineering innovation and fundamental research.

"The end impact is not just a better sensor, but a new, quantitative framework for engineering coherence and charge stability in quantum nanomaterials," Zvi said.
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Mystery of 'very odd' elasmosaur finally solved: fiercely predatory marine reptile is new species | ScienceDaily
A group of fossils of elasmosaurs -- some of the most famous in North America -- have just been formally identified as belonging to a "very odd" new genus of the sea monster, unlike any previously known.


						
Long-necked and measuring in at 12 metres, Traskasaura sandrae -- as it is officially named today in this new study -- possessed heavy, sharp, robust teeth, ideal for crushing.

Findings, published in the peer-reviewed Journal of Systematic Palaeontology, highlight Traskasaura as having a strange mix of primitive and derived traits unlike any other elasmosaur.

Its unique suite of adaptations enabled this plesiosaurto hunt prey from above. The findings suggest that the fierce marine reptile was perhaps one of the first plesiosaur taxa to do so.

The 85-million-year-old fossils are not new to science, though, far from it.

The first (now known to be) Traskasaura fossil was discovered from Late Cretaceous rocks in 1988 along the Puntledge River on Vancouver Island. Since then, additional fossils have been recovered: an isolated right humerus and a well-preserved, juvenile skeleton comprising thorax, girdles and limbs. All in all, three animals are part of the collection detailed in the new paper, all from Haslam Formation of Vancouver Island.

First described in 2002, the fossils recently became famous, having been adopted by the Province of British Columbia and declared as the official fossil emblem of British Columbia ('the Provincial Fossil of British Columbia'). They are currently on public display at The Courtenay and District Museum and Palaeontology Centre, Courtenay, British Columbia.




The designation as the Provincial Fossil of British Columbia followed a five-year appreciation effort by paleontology enthusiasts and a provincewide public poll in 2018, in which the elasmosaur received 48% of the vote.

"Plesiosaur fossils have been known for decades in British Columbia," explains lead author Professor F. Robin O'Keefe from Marshall University, in West Virginia, USA.

"However, the identity of the animal that left the fossils has remained a mystery, even as it were declared BC's provincial fossil in 2023. Our new research published today finally solves this mystery.

"The scientific confusion concerning this taxon is understandable. It has a very odd mix of primitive and derived traits. The shoulder, in particular, is unlike any other plesiosaur I have ever seen, and I have seen a few."

Professor O'Keefe, who is an expert on marine reptiles from the age of dinosaurs, adds: "With the naming of Traskasaura sandrae, the Pacific Northwest finally has Mesozoic reptile to call its own. Fittingly, a region known for its rich marine life today was host to strange and wonderful marine reptiles in the Age of Dinosaurs."

"The fossil record is full of surprises. It is always gratifying to discover something unexpected. When I first saw the fossils and realized they represented a new taxon, I thought it might be related to other plesiosaurs from the Antarctic. My Chilean colleague Rodrigo Otero thought differently, and he was right; Traskasaura is a strange, convergently evolved, fascinating beast."

In the initial, 2002 description of the fossils, experts were reluctant to erect a new genus based solely on the adult skeleton of the elasmosaur discovered.




Relatively few characters were "unambiguous" on this particular skeleton.

However a new "excellently preserved" partial skeleton enabled this latest international team of scientists from Canada, Chile, and the United States to shed much new light on the morphology of the Puntledge River elasmosaur -- and eventually identify it as a new genus and species.

They have named Traskasaura in honour of Courtenay, BC, based Michael and Heather Trask, who discovered the original holotype specimen along the banks of the Puntledge river in 1988, and the Greek word sauros, lizard.

The species name sandrae honours Sandra Lee O'Keefe (nee Markey) -- and like Elizabeth Nicholls (one of the team who identified the fossils in 2002) -- who was "a valiant warrior in the fight against breast cancer. "In loving memory," the team of authors write.

Traskasaura clearly had a very long neck -- at least 36 well-preserved cervical vertebrae indicate at least 50 bones in the neck, and probably more.

And whilst not huge amounts are known about Traskasaura's behaviour, the "fascinating and long list of autapomorphic characters" of the bones indicate strong capabilities for downward swimming. Professor O'Keefe believes the combination of its unusual features relate to its hunting style -- where it would use this capability for downward swimming to dive upon its prey from above.

This prey was likely the abundant ammonites known from the region. These would have been a "good candidate -- due to Traskasaura's robust teeth, ideal, possibly, for crushing ammonite shells," Professor O'Keefe explains.

Summarizing their findings, the team says their hypothesis that the three individuals describe do not belong to the same taxon "does deserve consideration." However, all three individuals show diagnostic features of the new taxon, and therefore probably represent a single species.
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Earliest use of psychoactive and medicinal plant 'harmal' identified in Iron Age Arabia | ScienceDaily
A new study uses metabolic profiling to uncover ancient knowledge systems behind therapeutic and psychoactive plant use in ancient Arabia.


						
New research published in Communications Biology has uncovered the earliest known use of the medicinal and psychoactive plant Peganum harmala, commonly known as Syrian rue or harmal, in fumigation practices and inhaled as smoke. The findings offer unprecedented insight into early Arabian therapeutic and sensorial practices, revealing that native plants were already being deliberately used for their bioactive and psychoactive properties nearly 2,700 years ago.

Led by Dr. Barbara Huber (Max Planck Institute of Geoanthropology) and Professor Marta Luciani (University of Vienna), in collaboration with the Heritage Commission of the Saudi Ministry of Culture, the study applied advanced metabolic profiling techniques to analyze organic residues preserved inside Iron Age fumigation devices. The devices were excavated at the oasis settlement of Qurayyah in northwestern Saudi Arabia, a locale known in antiquity for its decorated ceramic vessels, today called Qurayyah Painted Ware.

"Our findings represent chemical evidence for the earliest known burning of harmal, not just in Arabia, but globally," says Barbara Huber, lead author of the study. "Our discovery sheds light on how ancient communities drew on traditional plant knowledge and their local pharmacopeia to care for their health, purify spaces, and potentially trigger psychoactive effects."

The study employed high-performance liquid chromatography-tandem mass spectrometry (HPLC-MS/MS), a powerful analytical technique that enables the detection of characteristic harmala alkaloids even in tiny, degraded samples.

"The integration of biomolecular analysis with archaeology has allowed us to identify not just what kind of plants people were using, but also where, how, and why," says Prof. Marta Luciani, excavation director at Qurayyah and archaeologist at the University of Vienna. "We're gaining access to plant-based practices that were central to daily life but are rarely preserved in the archaeological record."

Known for its antibacterial, psychoactive, and therapeutic properties, Peganum harmala is still used in traditional medicine and household fumigation practices today in the region. The new findings underscore its long-standing cultural and medicinal significance.

"This discovery shows the deep historical roots of traditional healing and fumigation practices in Arabia," adds Ahmed M. Abualhassan, Heritage Commission co-director of the Qurayyah project. "We're preserving not only objects, but the intangible cultural heritage of ancient knowledge that still holds relevance in local communities today."

The study's implications stretch beyond archaeology into fields such as ethnobotany, medical anthropology, heritage studies, and pharmacognosy -- all concerned with the long-term relationship between humans, medicinal plants and natural resources.
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Different phases of evolution during ice age | ScienceDaily
A new study has provided fresh insights into how animals such as the woolly mammoth, musk ox and arctic fox evolved to survive the cold during the ice age.


						
A team of palaeontologists and palaegeneticists studied ancient fossil and DNA evidence for the nature and timing of changes animals and plants in the Northern Hemisphere.

They have shown that cold-adapted animals started to evolve 2.6 million years ago when the permanent ice at the poles became more prevalent. There followed a time when the continental ice sheets expanded and contracted and around 700,000 years ago the cold periods doubled in length. This is when many of the current cold-adapted species, as well as extinct ones like mammoths, evolved.

The findings have been published in the journal Trends in Ecology and Evolution.

"The cold-adapted species are amongst the most vulnerable animals and plants to ongoing climate change. Therefore, an understanding of how species evolved in the past is essential to help us understand the risks faced by endangered species today," explained John Stewart, Professor of Paleoecology at Bournemouth University, who led the study.

During their research, the team compared the evidence for evolution in plants and beetles with that for mammals and suggested that ideas that some organisms had evolved earlier in the polar regions need to be tested. This means that the way the modern Arctic ecologies assembled needs to be resolved as it is not clear when and how the animals and plants who live there came together.

The study found evidence for early occurrences of true lemmings and reindeer in the Arctic where they may have evolved as climates cooled in the early Pleistocene period, between one and two million years ago. The polar bear and arctic fox on the other hand may have joined them more recently within the last 700,000 years -- colonising from the South. Some of the ice age cold species like the woolly rhino are different and may have evolved in the steppe grasslands to the south with the earliest occurrences in the Tibetan Plateau.

"This is the first concerted effort to compare the evolution of cold-adapted animals and plants since modern methods of palaeogenetics appeared," Professor Stewart said. "We can now build on these findings to understand more about how more cold-adapted species evolved and how the Arctic ecologies arose in the past and use this to help conservation efforts in the future," he concluded.
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When the sea moves inland: A global climate wake-up call from Bangladesh's Delta | ScienceDaily
As sea levels climb and weather grows more extreme, coastal regions everywhere are facing a creeping threat: salt.


						
Salinization of freshwater and soils adversely affects 500 million people around the world, especially in low-lying river deltas.

A new study led by researchers at the University of Portsmouth, in partnership with Dhaka University and Curtin University, sheds light on how rising oceans are pushing saltwater into freshwater rivers and underground water sources in the world's largest river mouth -- the Bengal Delta in Bangladesh.

Drawing on nearly two decades of data from over 50 monitoring stations in coastal Bangladesh, the team tracked a consistent rise in salt levels in rivers and estuaries, particularly since the mid-2000s.

The western parts of the delta, already more prone to tidal influence, showed the fastest increases in salinity. The data suggests that the combination of sea-level rise, reduced freshwater flow, and increasingly frequent storm surges are all contributing to the inland movement and retention of saltwater.

Since around 2007, many parts of the delta have experienced stepwise increases in salinity, often linked to powerful storms like Cyclone Sidr. These changes can devastate crops, erode food security, and force communities to move. While the analysis focused primarily on environmental data, it underscores how salinity intrusion is increasingly a threat to livelihoods, public health, and regional stability.

The study, published in Ecological Indicators, uses one of the most detailed and long-running salinity datasets in any delta system worldwide. It applied advanced statistical methods to distinguish long-term trends from short-term weather or seasonal changes.




The researchers introduced a new conceptual model called the Offshore Controlled Estuarine and Aquifer Nexus (OCEAN) framework, that highlights how offshore features like steep underwater slopes and restricted tidal flows can trap salt in low-lying coastal zones.

Dr Mohammad Hoque from the University of Portsmouth's School of the Environment and Life Sciences: said: "What we're seeing in the Bengal Delta is not just a local crisis, it's a signal of what's coming for low-lying coastal areas around the world.

"Salinity is rising faster and reaching farther inland than many people realise, and it's happening quietly with major consequences for water security, agriculture, and livelihoods. This study helps us understand the mechanics behind it, and underscores the urgency for coordinated, global action."

The findings also show the limits of relying only on land-based solutions. Human interventions like embankments, riverbed alterations, and upstream dams have often made things worse by restricting freshwater flows.

Meanwhile, offshore dynamics -- such as sediment build-up and ocean current shifts -- play a larger role than previously appreciated. Addressing the problem, therefore, requires integrated approaches that connect rivers, oceans, and climate systems.

Coastal regions in California, including Los Angeles County and the Sacramento-San Joaquin Delta, are combating saltwater intrusion through innovative measures. In LA, freshwater is injected into aquifers to create hydraulic barriers against seawater. However, population growth and groundwater extraction continue to challenge these efforts.

"While the focus is on Bangladesh, the study's implications are global," said Dr Sean Feist, former PhD researcher at the University of Portsmouth and now Scientific Officer at Test Valley Borough Council. "Coastal regions from the Mekong Delta in Vietnam to Louisiana's wetlands in the United States face similar pressures. As sea levels continue to rise, the risk of agricultural land turning salty, drinking water becoming undrinkable, and shallow groundwater becoming permanently brackish grows ever more serious."

The paper recommends that similar long-term investigations into changing salinity levels be conducted in other vulnerable coastal regions around the world, particularly in low-lying deltas facing rising seas, reduced river flows, and increasing storm activity. Short-term datasets can often misrepresent the scale or pace of salinisation, while extended records offer a clearer picture of how saltwater intrusion evolves over time.

Dr Ashraf Dewan from Curtin University said: "Ultimately, this study highlights that the creeping salinisation of deltas is a slow-moving but deeply disruptive force. Without urgent investment in salt-tolerant agriculture, better water storage, and strategic planning across entire river basins, the disruptive impacts of salinity are likely to intensify. The Bengal Delta is on the frontline of climate change, but it is not alone. The patterns observed here are emerging in many of the world's great coastal regions. What happens next depends on how quickly we respond."
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Researchers make breakthrough in semiconductor technology set to supercharge 6G delivery | ScienceDaily
Self-driving cars which eliminate traffic jams, getting a healthcare diagnosis instantly without leaving your home, or feeling the touch of loved ones based across the continent may sound like the stuff of science fiction.


						
But new research, led by the University of Bristol and published today in the journal Nature Electronics, could make all this and more a step closer to reality thanks to a radical breakthrough in semiconductor technology.

The futuristic concepts rely on the ability to communicate and transfer vast volumes of data much faster than existing networks. So physicists have developed an innovative way to accelerate this process between scores of users, potentially across the globe.

Co-lead author Martin Kuball, Professor of Physics at the University of Bristol, said: "Within the next decade, previously almost unimaginable technologies to transform a wide range of human experiences could be widely available. The possible benefits are also far-reaching, including advances in healthcare with remote diagnostics and surgery, virtual classrooms and even virtual holiday tourism.

"In addition, there is considerable potential for advanced driver assistance systems to improve road safety and industrial automation for greater efficiency. The list of possible 6G applications is endless, with the limit just being human imagination. So our innovative semiconductor discoveries are hugely exciting and will help drive forward these developments at speed and scale."

It is widely acknowledged that the shift from 5G to 6G will demand a radical upgrade of semiconductor technology, circuits, systems, and associated algorithms. For instance, the main semiconductor components involved, in other words the radio frequency amplifiers made from a wonder conductor called Gallium Nitride (GaN), need to be much quicker, emit greater power, and be more reliable.

The team of international scientists and engineers has tested a new architecture, catapulting these special GaN amplifiers to unprecedented heights. This was achieved by discovering a latch-effect in GaN, which unlocked a much greater radio frequency device performance. These next generation devices use parallel channels which then require the use of sub-100nm side fins -- a type of transistor which controls the flow of current passing through the devices.




Co-lead author Dr Akhil Shaji, Honorary Research Associate at the University of Bristol, explained: "We have piloted a device technology, working with collaborators, called superlattice castellated field effect transistors (SLCFETs), in which more than 1000 fins with sub-100 nm width help drive the current. Although SLCFETs have demonstrated the highest performance in the W-band frequency range, equating to 75 gigahertz -110 GHz, the physics behind it was unknown.

"We recognised it was a latch-effect in GaN, which enables the high radio frequency performance."

The researchers then needed to pinpoint exactly where this effect occurred, by simultaneously using ultra precision electrical measurements and optical microscopy, so it could be further studied and understood. After analysing more than 1,000 fins findings located this effect to the widest fin.

Prof Kuball, who is also Royal Academy of Engineering Chair in Emerging Technologies, added: "We also developed a 3D model using a simulator to further verify our observations. The next challenge was to study the reliability aspects of latch effect for practical applications. The rigorous testing of the device over a long duration of time showed it has no detrimental effect on device reliability or performance.

"We found a key aspect driving this reliability was a thin layer of dielectric coating around each of the fins. But the main takeaway was clear -- the latch effect can be exploited for countless practical applications, which could help transform people's lives in many different ways in years to come."

Next steps for the work include further increasing the power density the devices can deliver, so they can offer even higher performance and serve wider audiences. Industry partners will also be bringing such next generation devices to a commercial market.

Researchers at the University of Bristol are at the forefront of improving electrical performance and efficiency in a wide range of different applications and settings.

Professor Kuball leads the Centre for Device Thermography and Reliability (CDTR), which is developing next generation semiconductor electronic devices for net zero, and for communications and radar technology. It also works on improving device thermal management, electrical performance and reliability, using wide and ultra-wide bandgap semiconductors.
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New ketamine study promises extended relief for depression | ScienceDaily
Roughly 10 percent of the U.S. population is afflicted with major depressive disorder at any given time, and up to 20 percent will exhibit MDD symptoms over their lifetimes.


						
Yet despite its prevalence, methods to treat MDD often fall short for a not-insignificant portion of the population. Antidepressants -- the standard of treatment -- don't work for 30 percent with MDD.

When infused at a low dose ketamine shows remarkable efficacy as a rapidly acting antidepressant, with effects observed within hours even in patients who have been resistant to other antidepressant treatments. However, consistent infusions of ketamine are needed to maintain symptoms at bay, which could result in side effects, such as dissociative behaviors and the possibility of addiction, and stopping treatment can result in relapse.

In a new study published in Science, Lisa Monteggia's and Ege Kavalali's labs show that it is feasible to substantially extend the efficacy of a single dose of ketamine from its current duration of up to a week to a longer period of up to two months.

"The premise of this study, which was led by Zhenzhong Ma, a fantastic research assistant professor, was based on a testable mechanistic model that we developed that accounts for ketamine's rapid antidepressant action," Monteggia said. Monteggia holds the Lee E. Limbird Chair in Pharmacology and is the Barlow Family Director of the Vanderbilt Brain Institute.

Previously, researchers in the field had determined that ketamine's antidepressant effect requires the activation of a key signaling pathway called ERK, but only ketamine's long-term effects -- not its rapid effects -- are abolished when ERK is inhibited. As a fast-acting antidepressant, ketamine relies on ERK-dependent synaptic plasticity to produce its rapid behavioral effects. Ma and colleagues hypothesized that they could maintain ketamine's effects for longer periods by enhancing ERK activity.

In the recent paper, Ma discovered that ketamine's antidepressant effects could be sustained for up to two months by using a drug called BCI, which inhibits a protein phosphatase and results in increased ERK activity. By inhibiting the phosphatase, the authors retained ERK's activity and augmented the synaptic plasticity that drives ketamine's prolonged antidepressant effects.

Although the use of BCI make the application of these results to the clinic difficult, Monteggia said that the results provide a proof of principle that ketamine's antidepressant action can be sustained by targeting intracellular signaling. She and Kavalali, the William Stokes Professor of Experimental Therapeutics and the chair of the Department of Pharmacology, have worked on the project since its inception and hope that it fosters other studies looking to identify specific molecules that will enhance and sustain the action of a single dose of ketamine.

Ultimately, this work will be a steppingstone toward improving MDD patients' lives by reducing the burden of treatment.

Graduate student Natalie Guzikowski and postdoctoral fellow Ji-Woon Kim were coauthors on the study.
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An artificial protein that moves like something found in nature | ScienceDaily
The ability to engineer shapeshifting proteins opens new avenues for medicine, agriculture, and beyond.


						
Proteins catalyze life by changing shape when they interact with other molecules. The result is a muscle twitching, the perception of light, or a bit of energy extracted from food.

But this crucial ability has eluded the growing field of AI-augmented protein engineering.

Now, researchers at UCSF have shown it is possible to make new proteins that move and change shape like those in nature. This ability will help scientists engineer proteins in powerful new ways to treat disease, clean up pollution, and increase crop yields.

"This study is the first step on a path that will lead far beyond biomedicine, into agriculture and the environment," said Tanja Kortemme, PhD, professor of bioengineering and senior author of the study, which appears May 22 in Science.

The research was supported by the National Institutes of Health.

Scientists have been engineering rigid proteins -- proteins that can't move or change shape -- since the 1980s. These proteins were first used in commercial products like cleaning solutions. More recently, they've been employed to produce blockbuster medicines like artificial insulin, GLP-1 weight-loss drugs, and antibody treatments for cancer and inflammation.




While important, these immovable molecules can't match the potential of proteins that can swivel, twist, and morph in complicated ways and then return to their original shape, said Kortemme, who is also an investigator in the Chan-Zuckerberg BioHub San Francisco.

She said the most important proteins to emulate for medical uses are those that regulate processes like metabolism, cell division, and other basic life functions. These powerful proteins are the targets of nearly 1 in 3 FDA-approved drugs. They facilitate communication within or between cells by changing from one shape into another, and then back again, like an on-off switch.

An overwhelming problem 

Designing such stable yet dynamic forms requires computational power and artificial intelligence that didn't exist until a few years ago.

The challenge was huge, so Kortemme and graduate student Amy Guo began with something small: giving a simple natural protein the ability to move in a new way. Guo then made part of the protein swing so it could bind to calcium, a common way that proteins change shape.

"We wanted to devise a design method that could be applied in lots of situations, so we focused on creating a movable part that does what many natural proteins do," she said. "The hope is that this movement could also be added to static artificial proteins to expand what they can do, too."

Guo's next step was to generate a virtual library of thousands of possible shapes that the protein could take. She picked two stable shapes for the protein: one that could bind calcium and another that couldn't.




Then, she zoomed in on specific areas of the virtual protein to look at how the atoms in it were interacting. The work, which began before the pandemic, accelerated once the artificial intelligence program AlphaFold2 became available. Guo used it to make the movable part twist and capture the calcium, and then untwist to set it free.

The moment of truth came when the researchers tested their model in a computer simulation. They teamed up with Mark Kelly, PhD, a pharmaceutical chemist at UCSF who uses nuclear magnetic resonance to visualize the atoms in a protein.

"I was amazed that the simulations showed it working exactly like we'd expected it to," Guo said. "That really gives me confidence that this was for real, that we really did it."

In the medical realm, movable engineered proteins could be used in biosensors that change shape in response to signals of disease, triggering an alert. Or they could be used as medicinal proteins that are tailored to work with a person's unique body chemistry.

Shapeshifting proteins also could be designed to break down plastics or help plants resist climate-related stresses like drought or pests. They could even be used to make metal that can repair itself when it cracks.

"The possibilities are truly endless," Guo said.
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Why Europe's fisheries management needs a rethink | ScienceDaily
As legally required by the European Union, sustainable fisheries may not extract more fish than can regrow each year. Yet, about 70 per cent of commercially targeted fish stocks in northern EU waters are either overfished, have shrunken population sizes or have collapsed entirely. So why does the EU continue to miss its sustainable fisheries targets, despite a wealth of scientific data and policy instruments? Researchers at GEOMAR Helmholtz Centre for Ocean Research Kiel and Kiel University examined this question using the well-explored seas of northern Europe as a case study, with a particular focus on the western Baltic Sea. Their analysis is published in Science today.


						
"We analysed the problems and concluded that they are driven by short-sighted national calls for higher, unsustainable catches, compromising all levels of decision making," says lead author Dr Rainer Froese, a fisheries scientist at GEOMAR. "Environmental factors such as warming waters and oxygen loss also play a role, but overfishing is so strong that it alone suffices to collapse stocks." He adds: "We propose a new approach to EU fisheries management that would overcome the problems, be doable within existing legislation, and lead to profitable fisheries from healthy fish stocks within a few years."

The European path to setting annual quotas

The EU's Common Fisheries Policy (CFP) is based on the United Nations Convention on the Law of the Sea (UNCLOS), which states that fish populations are to be maintained or restored to levels that can support maximum sustainable catches. In northern Europe, this is implemented through legally binding total allowable catches (TACs), which are advised scientifically by the International Council for the Exploration of the Sea (ICES), an intergovernmental organization with working groups consisting mostly of scientists from national fisheries institutions. Based on this advice, the European Commission proposes annual quotas, which are then discussed with member states and stakeholders. Ultimately, the Council of EU Fisheries Ministers decides on the legally binding total allowable catch for the following year. Unfortunately, this process often results in quotas that were increased at every step -- with harmful consequences for fish stocks.

Mismanagement in the western Baltic Sea

The western Baltic Sea is a window into the dynamics between fish and fisheries -- a relatively simple ecosystem for which extensive data are available, and which is fished solely under EU control.

"The western Baltic is dominated by three commercially important species: cod, herring and plaice," explains Prof. Dr Thorsten Reusch, Head of the Marine Ecology Research Division at GEOMAR. "Long-standing overfishing of cod and herring has led to the recent collapse of these fisheries, whereas flatfish such as plaice, flounder and dab -- which are less demanded and fished less intensively -- have shown stable or even increasing stock sizes." In 2022, overall, less than a tenth of what could have been sustainably caught from healthy stocks was actually landed. Reusch continues: "It's the small-scale coastal fishers who are suffering the most, often without having done anything wrong, except perhaps relying on fishing associations that lobbied for unsustainable quotas."

Systematic overestimation and phantom recoveries




In order to manage catches sustainably, the International Council for the Exploration of the Sea (ICES) advises on how much fish of a given species of fish can be extracted annually without threatening the long-term viability of the stock.

However, ICES's assessments repeatedly overpredicted stock sizes for the upcoming year for which sustainable catches were to be advised. These overly optimistic projections suggested that fish stocks were recovering and could support much higher catches, when, in reality, the stocks were stagnating or declining. "We're talking about 'phantom recoveries'," says Froese, "recoveries that were predicted but never happened."

The overfishing ratchet: when the system undermines its own goals

Building on the already too high ICES advice, the European Commission often proposed even higher catch limits, which the ministers in the EU Council usually approved, or sometimes increased further. As a result, official quotas permitted the capture of far more fish than the stocks could replenish. In some years even more than there were fish in the water. The authors call this process the 'overfishing ratchet': like a mechanical ratchet, it only turns in one direction. This process strongly favours higher catches at every step, leading to total allowable catches (TACs) that often exceed what fishers are able to catch.

As Froese notes: "Interestingly, actual catches often remained below these inflated quotas -- simply because fishers stopped fishing when the cost of chasing the last fish exceeded the value of the catch."

A new independent authority for ecosystem-based catch advice

The Common Fisheries Policy included an explicit deadline of 2020 to end overfishing -- a goal that was clearly missed, as Thorsten Reusch points out. "Europe must play a leading role by making its own fisheries sustainable if it hopes to encourage other regions of the world to adopt sustainable fishing practices." His appeal: "The EU must take its sustainability goals seriously and implement the CFP according to its stated objectives, urgently."




To make the process more transparent and ensure accountability, the researchers propose creating a new politically independent institution with a clear mandate to provide robust scientific estimates of the highest sustainable annual catch for every stock, in line with ecosystem-based fisheries management (EBFM) principles. This would enable the EU to finally implement its own laws and effectively end overfishing.

Froese concludes: "To be successful, such an institution would need to operate with the same level of independence as a central bank." He reiterates: "Implementing sound scientific advice can lead to highly profitable fisheries from large fish stocks in healthy European seas in many cases, and within a few years."
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Scientists have figured out how extinct giant ground sloths got so big and where it all went wrong | ScienceDaily
Most of us are familiar sloths, the bear-like animals that hang from trees, live life in the slow lane, take a month to digest a meal and poop just once a week. Their closest living relatives are anteaters and armadillos, and if that seems like an odd pairing, there's a reason why. Today, there are only two sloth species, but historically, there were dozens of them, including one with a bottle-nosed snout that ate ants and another that likely resembled the ancestors of modern armadillos.


						
Most of these extinct sloths also didn't live in trees, because they were too big. The largest sloths, in the genus Megatherium, were about the size of Asian bull elephants and weighed roughly 8,000 pounds.

"They looked like grizzly bears but five times larger," said Rachel Narducci, collection manager of vertebrate paleontology at the Florida Museum of Natural History.

Narducci is co-author of a new study published in the journal Science in which scientists analyzed ancient DNA and compared more than 400 fossils from 17 natural history museums to figure out how and why extinct sloths got so big.

Ground sloths varied widely in size, from the truly massive Megatherium -- which could rip foliage off the tops of trees with its prehensile tongue and acted as a sort of ecological stand in for giraffes -- to the modestly chunky Shasta ground sloth that terrorized cacti in the desert southwest of North America.

The same cannot be said for sloths that developed an affinity for tree climbing. Those that lived entirely in the canopy were and are uniformly small, with an average weight of 14 pounds, while those that spent part of their time on the ground averaged about 174 pounds.

You don't have to be a scientist to puzzle out why trees enforce a strict weight limit. It's the same reason why modern tree sloths have a strange elastic quality to them: Branches break when put under too much strain, and sloths are not generally known for their ability to swiftly avert sudden disaster. Tree sloths have reportedly survived falls of up to 100 feet. However, given that falls from even moderate heights can cause severe damage and some trees in the Amazon Rainforest top out at just under 300 feet, it makes evolutionary sense to be as small as possible when going out on a limb.




What's less clear is why some ground sloths grew to such excessive sizes while others seemed content with being merely large. There may have been several reasons, which is why it's been so hard for scientists to answer the question with confidence.

Larger sizes might have been advantageous for finding food or avoiding predators, for example. Ground sloths had a special fondness for caves, and their size undoubtedly played a role in their ability to find and make shelters. The moderately sized Shasta ground sloth favorited small, natural caves bored by wind and water into the cliffsides of the Grand Canyon, like the alveoli of a gigantic, geologic lung. These also doubled as convenient latrines; in 1936, paleontologists discovered a mound of fossilized sloth poop, bat guano and packrat middens more than 20 feet thick in Rampart Cave, near Lake Mead.

Larger sloths weren't restricted to pre-existing caves. Using claws that are among the largest of any known mammal, living or extinct, they could carve their own from bare earth and rock. Many of the caves they left behind are still around with claw-mark decor along the interior walls, evidence of their ancient nesting excavations.

Other factors that may have contributed to their size discrepancy include climate, the degree of relatedness among sloth species and metabolic rates. The ability to accurately discriminate between these several possibilities required a substantial amount and various types of data.

The authors combined information about the shape of fossils with DNA from living and extinct species to create a sloth tree of life that traced the sloth lineage all the way back to their origin more than 35 million years ago. With this scaffold in place, they added results gleaned from decades of research about where sloths lived, what they ate and whether they were climbers or walkers. Because the authors were specifically interested in the evolution of size, they collected data for the final analytical ingredient by measuring hundreds of museum fossils, which they used to estimate sloth weight.

This is where the Florida Museum played a special role. "We have the largest collection of North American and Caribbean-island sloths in the world," Narducci said. She carefully took several measurements of 117 limb bones and shared the numbers with her colleagues.




The authors mixed all this information together, computationally stirred it and got back a fully baked answer.

The result: Size differences among sloths has been primarily influenced by the types of habitats they lived in and, by extension, climate change.

"Including all of these factors and running them through evolutionary models with multiple different scenarios was a major undertaking that had not been done before," Narducci said.

The sloth dynasty coincided with significant, life-altering changes in Earth's climate. The oldest thing that scientists can reasonably consider to be a sloth is called Pseudoglyptodon, which lived 37 million years ago in Argentina. Analyses from the study indicate the earliest sloths would have likely been small ground dwellers, about the size of a great Dane. At various points throughout their evolutionary history, sloths adopted a semi-arboreal lifestyle. Not all of them stayed in the trees, however. The largest sloths, including Megatherium and Mylodon,likely evolved from a tree-adapted sloth that ultimately decided to stay firmly planted on the ground.

Against this background of indecisive climbers and walkers, the size of sloths hardly changed at all for about 20 million years, irrespective of their preferred method of locomotion. Then something earth-shattering occurred.

A giant wound opened up between modern-day Washington state and Idaho down through parts of Oregon and Nevada, and magma boiled out of it. This left a nearly 600,000 cubic mile scab over the Pacific Northwest. It's still visible in some places along the Columbia River, where millions of years of running water have cut through and polished a colonnade of basalt. These rock pillars have a distinct hexagonal shape caused by the way in which the magma hardened and cracked as it cooled. The volcanic event that made them was a slow burn that lasted roughly 750,000 years and aligned with a period of global warming called the Mid-Miocene Climatic Optimum. The greenhouse gasses emitted by the volcanic eruption are currently considered the likeliest cause of the warming.

Sloths responded by getting smaller. This may be because warmer temperatures brought increased precipitation, which allowed forests to expand, thereby creating more habitat for smaller sloths. Size reduction is also a common way for animals to deal with heat stress and has been documented in the fossil record on several different occasions.

The world remained warm for about a million years after the volcano fell silent. Then, the planet resumed a longstanding pattern of cooling that has continued in fits and starts to the present. Sloths reversed course too. The more temperatures fell, the bulkier they became.

Arboreal and semi-arboreal sloths had the obvious limitation of having to live near trees, but ground sloths lived just about anywhere their feet would take them. They climbed the Andes Mountains, fanned out through open savannahs, migrated into the deserts and deciduous forests of North America and made a home for themselves in the boreal forests of Canada and Alaska. There were even sloths adapted to marine environments. Thalassocnus lived in the arid strip of land between the Andes and the Pacific. They survived in this harsh region by foraging for food in the ocean.

"They developed adaptations similar to those of manatees," Narducci said. "They had dense ribs to help with buoyancy and longer snouts for eating seagrass."

These varied environments presented unique challenges that ground sloths met, in part, by beefing up. "This would've allowed them to conserve energy and water and travel more efficiently across habitats with limited resources," Narducci said. "And if you're in an open grassland, you need protection, and being bigger provides some of that. Some ground sloths also had little pebble-like osteoderms embedded in their skin," Narducci said, referencing the bony plating that sloths had in common with their armadillo relatives, a trait that was also recently discovered in spiny mice.

Equally as important, larger bodies helped sloths contend with cooling climates. They reached their greatest stature during the Pleistocene ice ages, shortly before they disappeared.

"About 15,000 years ago is when you really start to see the drop-off," Narducci said.

There's still debate about what happened to sloths, but given that humans arrived in North America at about the same time sloths went extinct in droves, it's not hard to speculate. Paradoxically, the large size that kept them safe from most predators and insulated from the cold became a liability. Neither fast nor well-defended, ground and semi-arboreal sloths were easy pickings for early humans.

Arboreal sloths watched the carnage unfold below them from the safety of the treetops, but even there, they didn't escape without losses. Long after their ground-dwelling relatives had gone extinct everywhere else, two species of tree sloth in the Caribbean held out until 4,500 years ago. Humans arrived in the Caribbean about the same time that Egyptians were building the pyramids. Caribbean tree sloths went extinct not long after.

Alberto Boscaini, Nestor Toledo Francois Pujos, Eduardo Soto, Sergio Vizcaino and Ignacio Soto of the Consejo Nacional de Investigaciones Cientificas y Tecnicas, Daniel Casali, Susana Bargo of the Universidad Nacional de La Plata, Max Langer of the Universidade de Sao Paulo, Juan L. Cantalapiedra of the Universidad de Alcala, Gerardo De Iuliis of the University of Toronto and Timothy Gaudin of the University of Tennessee at Chattanooga are also co-authors of the study.
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A new approach could fractionate crude oil using much less energy | ScienceDaily
Separating crude oil into products such as gasoline, diesel, and heating oil is an energy-intensive process that accounts for about 6 percent of the world's CO2 emissions. Most of that energy goes into the heat needed to separate the components by their boiling point.


						
In an advance that could dramatically reduce the amount of energy needed for crude oil fractionation, MIT engineers have developed a membrane that filters the components of crude oil by their molecular size.

"This is a whole new way of envisioning a separation process. Instead of boiling mixtures to purify them, why not separate components based on shape and size? The key innovation is that the filters we developed can separate very small molecules at an atomistic length scale," says Zachary P. Smith, an associate professor of chemical engineering at MIT and the senior author of the new study.

The new filtration membrane can efficiently separate heavy and light components from oil, and it is resistant to the swelling that tends to occur with other types of oil separation membranes. The membrane is a thin film that can be manufactured using a technique that is already widely used in industrial processes, potentially allowing it to be scaled up for widespread use.

Taehoon Lee, a former MIT postdoc who is now an assistant professor at Sungkyunkwan University in South Korea, is the lead author of the paper, which appears today in Science.

Oil fractionation

Conventional heat-driven processes for fractionating crude oil make up about 1 percent of global energy use, and it has been estimated that using membranes for crude oil separation could reduce the amount of energy needed by about 90 percent. For this to succeed, a separation membrane needs to allow hydrocarbons to pass through quickly, and to selectively filter compounds of different sizes.




Until now, most efforts to develop a filtration membrane for hydrocarbons have focused on polymers of intrinsic microporosity (PIMs), including one known as PIM-1. Although this porous material allows the fast transport of hydrocarbons, it tends to excessively absorb some of the organic compounds as they pass through the membrane, leading the film to swell, which impairs its size-sieving ability.

To come up with a better alternative, the MIT team decided to try modifying polymers that are used for reverse osmosis water desalination. Since their adoption in the 1970s, reverse osmosis membranes have reduced the energy consumption of desalination by about 90 percent -- a remarkable industrial success story.

The most commonly used membrane for water desalination is a polyamide that is manufactured using a method known as interfacial polymerization. During this process, a thin polymer film forms at the interface between water and an organic solvent such as hexane. Water and hexane do not normally mix, but at the interface between them, a small amount of the compounds dissolved in them can react with each other.

In this case, a hydrophilic monomer called MPD, which is dissolved in water, reacts with a hydrophobic monomer called TMC, which is dissolved in hexane. The two monomers are joined together by a connection known as an amide bond, forming a polyamide thin film (named MPD-TMC) at the water-hexane interface.

While highly effective for water desalination, MPD-TMC doesn't have the right pore sizes and swelling resistance that would allow it to separate hydrocarbons.

To adapt the material to separate the hydrocarbons found in crude oil, the researchers first modified the film by changing the bond that connects the monomers from an amide bond to an imine bond. This bond is more rigid and hydrophobic, which allows hydrocarbons to quickly move through the membrane without causing noticeable swelling of the film compared to the polyamide counterpart.




"The polyimine material has porosity that forms at the interface, and because of the cross-linking chemistry that we have added in, you now have something that doesn't swell," Smith says. "You make it in the oil phase, react it at the water interface, and with the crosslinks, it's now immobilized. And so those pores, even when they're exposed to hydrocarbons, no longer swell like other materials."

The researchers also introduced a monomer called triptycene. This shape-persistent, molecularly selective molecule further helps the resultant polyimines to form pores that are the right size for hydrocarbons to fit through.

Efficient separation

When the researchers used the new membrane to filter a mixture of toluene and triisopropylbenzene (TIPB) as a benchmark for evaluating separation performance, it was able to achieve a concentration of toluene 20 times greater than its concentration in the original mixture. They also tested the membrane with an industrially relevant mixture consisting of naphtha, kerosene, and diesel, and found that it could efficiently separate the heavier and lighter compounds by their molecular size.

If adapted for industrial use, a series of these filters could be used to generate a higher concentration of the desired products at each step, the researchers say.

"You can imagine that with a membrane like this, you could have an initial stage that replaces a crude oil fractionation column. You could partition heavy and light molecules and then you could use different membranes in a cascade to purify complex mixtures to isolate the chemicals that you need," Smith says.

Interfacial polymerization is already widely used to create membranes for water desalination, and the researchers believe it should be possible to adapt those processes to mass produce the films they designed in this study.

"The main advantage of interfacial polymerization is it's already a well-established method to prepare membranes for water purification, so you can imagine just adopting these chemistries into existing scale of manufacturing lines," Lee says.

The research was funded, in part, by ExxonMobil through the MIT Energy Initiative.
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Tapping into the World's largest gold reserves | ScienceDaily
Earth's largest gold reserves are not kept inside Fort Knox, the United States Bullion Depository. In fact, they are hidden much deeper in the ground than one would expect. More than 99.999% of Earth's stores of gold and other precious metals lie buried under 3,000 km of solid rock, locked away within the Earth's metallic core and far beyond the reaches of humankind. Now, researchers from the University of Gottingen have found traces of the precious metal Ruthenium (Ru) in volcanic rocks on the islands of Hawaii that must ultimately have come from the Earth's core. The findings were published in Nature.


						
Compared to the Earth's rocky mantle, the metallic core contains a slightly higher abundance of a particular Ru isotope: 100Ru. This is because part of the Ru, which was locked in the Earth's core together with gold and other precious metals when it formed 4.5 billion years ago, came from a different source than the scarce amount of Ru that is contained in the mantle today. These differences in 100Ru are so tiny that it was impossible to detect them in the past. Now, new procedures developed by researchers at the University of Gottingen made it possible to resolve them. The unusually high 100Ru signal they found in lavas on the Earth's surface can only mean that these rocks ultimately originated from the core-mantle boundary.

Dr Nils Messling, at Gottingen University's Department of Geochemistry, explains: "When the first results came in, we realised that we had literally struck gold! Our data confirmed that material from the core, including gold and other precious metals, is leaking into the Earth's mantle above."

Professor Matthias Willbold, at the same department, adds: "Our findings not only show that the Earth's core is not as isolated as previously assumed. We can now also prove that huge volumes of super-heated mantle material -- several hundreds of quadrillion metric tonnes of rock -- originate at the core-mantle boundary and rise to the Earth's surface to form ocean islands like Hawaii."

This means that at least some of the precarious supplies of gold and other precious metals that we rely on for their value and importance in so many sectors such as renewable energy, may have come from the Earth's core. Messling concludes: "Whether these processes that we observe today have also been operating in the past remains to be proven. Our findings open up an entirely new perspective on the evolution of the inner dynamics of our home planet."
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'Selfish' genes called introners proven to be a major source of genetic complexity | ScienceDaily
DNA is the genetic code that provides the biological instructions for every living species, but not every bit of DNA helps the species survive. Some pieces of DNA are more like parasites, along for the ride and their own survival.


						
To translate DNA into proteins, the building blocks of life, many of these selfish DNA elements have to be removed from the genetic code. Doing so enables the body to produce the wide diversity of proteins that allow for complex life, but the process can also lead to health problems, like some kinds of cancer.

University of California, Santa Cruz researchers are studying the ways that these genetic elements hide and make copies of themselves, so they can propagate within a species' DNA, or even hop from one species to an unrelated one in a process called "horizontal gene transfer."

A new study in the journal Proceedings of the National Academy of Sciences proves that a type of genetic element called "introners" are the cause of many of these selfish genes spreading within and between species. It provides evidence for eight instances in which introners have transferred between unrelated species, the first proven examples of this phenomenon.

These results help us understand how genomes evolved to become so complex, and how we might take advantage of that complexity in human health research.

"[Introners are] a way that genome architectures and complexity arise, but not necessarily because there is natural selection that favors this complexity," said Russ Corbett-Detig, senior author on the study and professor of biomolecular engineering at the Baskin School of Engineering. "A few may ultimately benefit the host, but most are just cheaters that found a really good way to hide in the genome."

Investigating introners 

Corbett-Detig and his former undergraduate student Landen Gozashti, now a postdoctoral fellow at UC Berkeley following a stellar Harvard Ph.D., have spent years studying introns, the segments of noncoding DNA that must be removed before proteins can be produced.




They wanted to figure out why these non protein-coding bits of DNA are seen in varying amounts across all animals, plants, fungi, and protists, and how they have managed to so successfully replicate themselves and survive. It's long been a mystery of how all these introns first came to exist within DNA, as most don't seem to serve an evolutionary function.

Scientists are interested in this as a way to further understand genome evolution, but also because introns allow for a crucial process called "alternative splicing." Introns must be spliced out of the DNA sequence to create proteins, but this process can have variation and error, which means that different versions of a protein can be created from the same gene. Ultimately this means that an organism can be more complex, but it also introduces the risk of health problems if splicing breaks a gene. Many researchers, including those at the UC Santa Cruz Genomics Institute, are studying how alternative splicing can be studied to better understand genetic disease. This research enhances the basic science of that health-related work.

In this study, the researchers have proven that introners are one of the main ways that new introns appear with a species' DNA. Introners are a kind of transposable element, a "jumping gene" that can move from part of a genome to another, that have found a way to successfully make copies of introns throughout a genome. The team's past work has suggested this, but their advanced methods of searching the DNA of a wide range of species has now allowed them to definitively confirm their hypothesis.

The researchers searched for introners in the DNA of thousands of species, something only recently made possible due to ongoing coordinated efforts to sequence a wide range of biodiversity and make the data publicly available, like the Earth BioGenome Project and the Sanger Tree of Life.

They found evidence for 1,093 families of introners among the 8,716 genomes they analyzed, suggesting that there are many kinds of introners out there capable of spreading introns through the genomes of various species.

"Because transposons are insanely diverse and present in basically every eukaryote, it implies that this really can be a very general way that new introns arise in different lineages," Corbett-Detig said.




These introners most commonly appeared in species of algae, fungi, and diverse single-celled eukaryotes, with an example found in a sea urchin and a tunicate, a tubular marine invertebrate.

Transfer between species 

Among the many genomes they analyzed, the researchers found the first direct evidence for horizontal gene transfer of introners. They found eight examples of an introner hopping out of the genome of one species and settling into the genome of another unrelated species that mating could not explain.

In one case, the researchers found horizontal gene transfer between two species so unrelated that their last common ancestor was 1.6 billion years ago. In looking at the genomes of the two species -- a sea sponge and a marine protist called a dinoflagellate -- they found evidence that around 40 million years ago, an introner jumped from one of these species to the other.

The researchers hypothesize that the introners could be hitching a ride on giant viruses in order to transfer between species.

"That virus itself is a selfish element as well, so this is like a selfish element shuttling around on another selfish element," Corbett-Detig said.

Although eight examples of horizontal gene transfer may not seem like many, the researchers believe there would be many more if they kept looking within the 8.74 million species of eukaryotes that exist.

"Given how little of eukaryotic diversity we've sampled, I promise you that if we sampled the rest of them, we'd find many more," Corbett-Detig said.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250522133518.htm



	Previous
	Articles
	Sections
	Next





    
      
        
          	
            All Top News
          
          	
            Sections
          
          	
            Technology News
          
        

      

      Health News

      Top stories featured on ScienceDaily's Health & Medicine, Mind & Brain, and Living Well sections.


      
        Bed bugs are most likely the first human pest, new research shows
        Researchers compared the whole genome sequence of two genetically distinct lineages of bed bug, and their findings indicate bed bugs may well be the first true urban pest.

      

      
        Nearly five million seized seahorses just 'tip of the iceberg' in global wildlife smuggling
        Close to five million smuggled seahorses worth an estimated CAD$29 million were seized by authorities over a 10-year span, according to a new study that warns the scale of the trade is far larger than current data suggest. The study analyzed online seizure records from 2010 to 2021 and found smuggling incidents in 62 countries, with dried seahorses, widely used in traditional medicine, most commonly intercepted at airports in passenger baggage or shipped in sea cargo.

      

      
        Researchers engineer a herpes virus to turn on T cells for immunotherapy
        A team identified herpes virus saimiri, which infects the T cells of squirrel monkeys, as a source of proteins that activate pathways in T cells that are needed to promote T cell survival.

      

      
        New AI tool reveals single-cell structure of chromosomes -- in 3D
        In a major leap forward for genetic and biomedical research, scientists have developed a powerful new artificial intelligence tool that can predict the 3D shape of chromosomes inside individual cells -- helping researchers gain a new view of how our genes work.

      

      
        Timing, consistency of activity linked to better fitness
        The timing and consistency of your daily activity might be associated with improved cardiorespiratory fitness and walking efficiency.

      

      
        Mother's warmth in childhood influences teen health by shaping perceptions of social safety
        Parental warmth and affection in early childhood can have life-long physical and mental health benefits for children, and new research points to an important underlying process: children's sense of social safety.

      

      
        Intestinal bacteria influence aging of blood vessels
        The aging of the innermost cell layer of blood vessels leads to cardiovascular diseases. Researchers have now shown for the first time that intestinal bacteria and their metabolites contribute directly to vascular aging. As people age, the bacterial composition in their gut changes, resulting in fewer 'rejuvenating' and more harmful substances in the body.

      

      
        Research untangles role of stress granules in neurodegenerative disease
        Scientists found that stabilizing stress granules suppresses the effects of ALS-causing mutations, correcting previous models that imply stress granules promote amyloid formation.

      

      
        Whether it's smoking or edibles, marijuana can be bad for your heart, study suggests
        A new study finds that chronic cannabis use -- whether it's smoked or consumed in edible form -- is associated with significant cardiovascular risks.

      

      
        Zika virus uses cells' 'self-care' system to turn against host
        A new study reveals the biological secret to the Zika virus's infectious success: Zika uses host cells' own 'self-care' system of clearing away useless molecules to suppress the host proteins that the virus has employed to get into those cells in the first place.

      

      
        New study analyzes air quality impacts of wildfire smoke
        With wildfires increasing in frequency, severity, and size in the Western U.S., researchers are determined to better understand how smoke impacts air quality, public health, and even the weather. As fires burn, they release enormous amounts of aerosols -- the vaporized remains of burning trees and homes that enter the atmosphere and the air we breathe. Now, a new study dissects these aerosols and gases to pinpoint their potential effects on our health as well as the planet's short and long-term w...

      

      
        Overlooked cells might explain the human brain's huge storage capacity
        Researchers have a new hypothesis for how brain cells called astrocytes might contribute to memory storage in the brain. Their model, known as dense associative memory, would help explain the brain's massive storage capacity.

      

      
        Hitting the right notes to play music by ear
        A team analyzed a range of YouTube videos that focused on learning music by ear and identified four simple ways music learning technology can better aid prospective musicians -- helping people improve recall while listening, limiting playback to small chunks, identifying musical subsequences to memorize, and replaying notes indefinitely.

      

      
        Location matters: Belly fat compared to overall body fat more strongly linked to psoriasis risk
        Researchers have found that central body fat, especially around the abdomen, is more strongly linked to psoriasis risk than total body fat, particularly in women. This link between central fat and psoriasis remained consistent regardless of genetic predisposition, indicating that abdominal fat is an independent risk factor. The study provides insights that could help improve early risk prediction and guide personalized prevention strategies.

      

      
        Boys who are overweight in their early teens risk passing on harmful epigenetic traits to future children
        A new study suggests that boys who become overweight in their early teens risk damaging the genes of their future children, increasing their chances of developing asthma, obesity and low lung function.

      

      
        Wilms tumors: How genes and imprinting pave the way for cancer
        A biobank for pediatric kidney tumors plays a key role in identifying hereditary causes of Wilms tumors. New insights gained with its help enable better risk assessment for affected families and could form the basis for targeted screening and improved early detection.

      

      
        A chip with natural blood vessels
        Miniature organs on a chip could allow us to do scientific studies with great precision, without having to resort to animal testing. The main problem, however, is that artificial tissue needs blood vessels, and they are very hard to create. Now, new technology has been developed to create reproducible blood vessels using high-precision laser pulses. Tissue has been created that acts like natural tissue.

      

      
        Chronic renal failure: Discovery of a crucial biomarker
        Scientists have identified microRNA able to protect small blood vessels and support kidney function after severe injury.

      

      
        New pace of aging measurement reveals trajectories of healthspan and lifespan in older people
        A newly refined method for measuring the Pace of Aging in population-based studies provides a powerful tool for predicting risks associated with aging, including chronic illness, cognitive impairment, disability, and mortality. The method offers researchers and policy makers a novel approach to quantify how quickly individuals and populations experience age-related health decline.

      

      
        Different versions of APOE protein have varying effect on microglia in Alzheimer's disease
        A new study suggests how APOE2 is protective while APOE4 increases disease risk by regulating the brain's immune cells.

      

      
        How brain stimulation alleviates symptoms of Parkinson's disease
        Persons with Parkinson's disease increasingly lose their mobility over time and are eventually unable to walk. Hope for these patients rests on deep brain stimulation, also known as a brain pacemaker. In a current study, researchers investigated whether and how stimulation of a certain region of the brain can have a positive impact on ambulatory ability and provide patients with higher quality of life. To do this, the researchers used a technique in which the nerve cells are activated and deactiv...

      

      
        Discovery offers new insights into skin healing in salmon
        Scientists have discovered cells in the skin of Atlantic salmon that offer new insights into how wounds heal, tissues regenerate, and cellular transitions support long-term skin health.

      

      
        How you handle your home life can boost work performance, shows new study
        A new study shows that people who proactively reorganise their family routines -- such as adjusting childcare schedules or redistributing domestic responsibilities -- are more likely to demonstrate adaptability and innovation at work.

      

      
        Unconditional cash transfers following childbirth increases breastfeeding
        The U.S. is facing a maternal health crisis with higher rates of maternal mortality than any other high-income country. Social and economic factors, including income, are recognized determinants of maternal morbidity and mortality. In addition, more than half of pregnancy-related deaths (deaths occurring during pregnancy or within one year after delivery) occur in the postpartum year. In what is believed to be the first review to summarize evidence on the effect of unconditional cash transfers (U...

      

      
        Why after 2000 years we still don't know how tickling works
        How come you can't tickle yourself? And why can some people handle tickling perfectly fine while others scream their heads off? Neuroscientists argue that we should take tickle research more seriously.

      

      
        Emotional responses crucial to attitudes about self-driving cars
        When it comes to public attitudes toward using self-driving cars, understanding how the vehicles work is important -- but so are less obvious characteristics like feelings of excitement or pleasure and a belief in technology's social benefits.

      

      
        Timely initiation of statin therapy for diabetes shown to dramatically reduce risk of heart attack and stroke
        Taking a statin medication is an effective, safe, and low-cost way to lower cholesterol and reduce risk of cardiovascular events. Despite clinicians recommending that many patients with diabetes take statins, nearly one-fifth of them opt to delay treatment. In a new study, researchers found that patients who started statin therapy right away reduced the rate of heart attack and stroke by one third compared to those who chose to delay taking the medication.

      

      
        Newly discovered 'molecular fingerprints' could transform diabetes treatment and diagnosis
        Researchers reveal unprecedented insights into insulin resistance that could pave the way for better treatments and earlier detection of type 2 diabetes.

      

      
        Weight loss linked to nerve cells in the brain
        A specific group of nerve cells in the brain stem appears to control how semaglutide affects appetite and weight -- without causing nausea.

      

      
        Assembly instructions for enzymes
        In biology, enzymes have evolved over millions of years to drive chemical reactions. Scientists have now derived universal rules to enable the de novo design of optimal enzymes. As an example, they considered the enzymatic reaction of breaking a dimer into two monomer molecules. Considering the geometry of such an enzyme-substrate-complex, they identified three golden rules that should be considered to build a functional enzyme.

      

      
        A dental floss that can measure stress
        Scientists create a floss pick that samples cortisol within saliva as a marker of stress and quantifies it with a built-in electrode. The system uses a polymer casting technology that can be adapted to capture a wide a range of markers, such as estrogen for tracking fertility, or glucose for tracking diabetes. Ease of use allows monitoring to be incorporated into many areas of treatment.

      

      
        Daytime boosts immunity, scientists find
        Daylight can boost the immune system's ability to fight infections.

      

      
        Experimental drug may benefit some patients with rare form of ALS
        Some patients with a rare form of ALS benefited from an experimental therapy, with biomarker evidence of reduced injury to neurons and even limited functional recovery.

      

      
        First vascularized model of stem cell islet cells
        Researchers have developed a vascularized organoid model of hormone secreting cells in the pancreas. The advance promises to improve diabetes research and cell-based therapies.

      

      
        New ketamine study promises extended relief for depression
        For the nearly 30 percent of major depressive disorder patients who are resistant to treatment, ketamine provides some amount of normalcy, but it requires frequent treatment and can have side effects. Researchers now show in proof-of-concept experiments that it may be possible to extend ketamine's antidepressant effect from about a week to up to two months.

      

      
        New tools to treat retinal degenerations at advanced stages of disease
        Scientists have developed new tools to improve gene therapy in advanced stages of inherited retinal diseases (IRDs) such as retinitis pigmentosa and Leber congenital amaurosis.

      

      
        Brain drain? More like brain gain: How high-skilled emigration boosts global prosperity
        As the US national debate intensifies around immigration, a new study is challenging conventional wisdom about 'brain drain'--the idea that when skilled workers emigrate from developing countries, their home economies suffer.

      

      
        Researchers develop gene therapy that can target airway and lungs via nasal spray
        For gene therapy to work well, therapeutic molecules need to be efficiently delivered to the correct locations in the body -- a job commonly given to adeno-associated viruses (AAV). To improve the AAV's ability to deliver therapeutics specifically to the lungs and airway, researchers developed and applied a new version, called AAV.CPP.16, that can be administered with a nasal spray. In preclinical models, the innovative tool outperformed previous versions by more effectively targeting the airway ...

      

      
        An artificial protein that moves like something found in nature
        Proteins catalyze life by changing shape when they interact with other molecules. The result is a muscle twitching, the perception of light, or a bit of energy extracted from food. The ability to engineer shapeshifting proteins opens new avenues for medicine, agriculture, and beyond.

      

      
        Overimitation begins in infancy but is not yet linked to in-group preference
        A new study examines the emergence of overimitation in infants aged between 16 and 21 months to see if and how it is linked to social affiliation and other forms of imitation. The researchers found that young children engaged in low rates of overimitation and that it was not driven by in-group preference -- meaning they were not acting to please someone similar to themselves. This suggests that overimitation for social affiliation reasons may emerge later. But they did find that other types of im...

      

      
        Social connection is still underappreciated as a medically relevant health factor
        New studies reveal that both the public and healthcare providers often overlook social connection as a key factor in physical health, even though loneliness rivals smoking and obesity in health risks.

      

      
        Exercise and eat your veggies: Privileged prescriptions like these don't always reduce risk of heart disease
        A leading cardiovascular disease researcher is ringing the alarm on universal recommendations intended to improve heart health around the globe. Cardiovascular disease (CVD) is the leading cause of death worldwide, with 80 per cent of deaths occurring in low- and middle-income countries. However, international heart-health guidelines are primarily based on research from high-income countries and often overlook upstream causes of CVD, according to experts.

      

      
        AI is here to stay, let students embrace the technology, experts urge
        A new study says students appear to be using generative artificial intelligence (GenAI) responsibly, and as a way to speed up tasks, not just boost their grades.
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Bed bugs are most likely the first human pest, new research shows | ScienceDaily
Ever since a few enterprising bed bugs hopped off a bat and attached themselves to a Neanderthal walking out of a cave 60,000 years ago, bed bugs have enjoyed a thriving relationship with their human hosts.


						
Not so for the unadventurous bed bugs that stayed with the bats -- their populations have continued to decline since the Last Glacial Maximum, also known as the ice age, which was about 20,000 years ago.

A team led by two Virginia Tech researchers recently compared the whole genome sequence of these two genetically distinct lineages of bed bugs. Published in Biology Letters on Tuesday, May 28, their findings indicate the human-associated lineage followed a similar demographic pattern as humans and may well be the first true urban pest.

"We wanted to look at changes in effective population size, which is the number of breeding individuals that are contributing to the next generation, because that can tell you what's been happening in their past," said Lindsay Miles, lead author and postdoctoral fellow in the Department of Entomology.

According to the researchers, the historical and evolutionary symbiotic relationship between humans and bed bugs will inform models that predict the spread of pests and diseases under urban population expansion.

By directly tying human global expansion to the emergence and evolution of urban pests like bed bugs, researchers may identify the traits that co-evolved in both humans and pests during urban expansion.

A stairway graph (at left) shows that the genome-wide patterns of bed bug demography mirrors global human expansion, courtesy of Biology Letters 21: 20250061. The image of bed bugs is courtesy of Warren Booth.




"Initially with both populations, we saw a general decline that is consistent with the Last Glacial Maximum; the bat-associated lineage never bounced back, and it is still decreasing in size," said Miles, an affiliate with the Fralin Life Sciences Institute. "The really exciting part is that the human-associated lineage did recover and their effective population increased."

Miles points to the early establishment of large human settlements that expanded into cities such as Mesopotamia about 12,000 years ago.

"That makes sense because modern humans moved out of caves about 60,000 years ago," said Warren Booth, the Joseph R. and Mary W. Wilson Urban Entomology Associate Professor. "There were bed bugs living in the caves with these humans, and when they moved out they took a subset of the population with them so there's less genetic diversity in that human-associated lineage."

As humans increased their population size and continued living in communities and cities expanded, the human-associated lineage of the bed bugs saw an exponential growth in their effective population size.

By using the whole genome data, the researchers now have a foundation for further study of this 245,000 year old lineage split. Since the two lineages have genetic differences yet not enough to have evolved into two distinct species, the researchers are interested in focusing on the evolutionary alterations of the human-associated lineage compared with the bat-associated lineage that have taken place more recently.

"What will be interesting is to look at what's happening in the last 100 to 120 years," said Booth. "Bed bugs were pretty common in the old world, but once DDT [dichloro-diphenyl-trichloroethane] was introduced for pest control, populations crashed. They were thought to have been essentially eradicated, but within five years they started reappearing and were resisting the pesticide."

Booth, Miles, and graduate student Camille Block have already discovered a gene mutation that could contribute to that insecticide resistance in a previous study, and they are looking further into the genomic evolution of the bed bugs and relevance to the pest's insecticide resistance.

Booth said the project is a good example of what happens when researchers "follow the science," which he is afforded the space to do thanks in part to the Joseph R. and Mary W. Wilson endowment that supports his faculty position.

"It's a great resource to have," said Booth. "We are using it for work investigating the evolution of insecticide resistance and species spread using museum specimens collected from 120 years ago to our present-day samples. "I'm very lucky to have that freedom to explore."
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Nearly five million seized seahorses just 'tip of the iceberg' in global wildlife smuggling | ScienceDaily
Close to five million smuggled seahorses worth an estimated CAD$29 million were seized by authorities over a 10-year span, according to a new study that warns the scale of the trade is far larger than current data suggest.


						
Published today in Conservation Biology, the study analyzed online seizure records from 2010 to 2021 and found smuggling incidents in 62 countries, with dried seahorses, widely used in traditional medicine, most commonly intercepted at airports in passenger baggage or shipped in sea cargo.

"The nearly 300 seizures we analyzed were based only on online records and voluntary disclosures including government notices and news stories. This means that what we're seeing is just the tip of the iceberg," said first author Dr. Sarah Foster, research associate at UBC's Project Seahorse and focal point for trade in the International Union for Conservation of Nature global expert group on seahorses and their relatives.

Seahorses were often seized alongside other illegally traded products such as elephant ivory and pangolin scales, showing marine life is smuggled just like terrestrial wildlife in global networks.

The team also found emerging trade routes for dried seahorses involving Europe and Latin America, in addition to major destinations like China and Hong Kong. "Trade routes appear to be diversifying, and so must enforcement efforts," said co-author Syd Ascione, an undergraduate research biologist at Project Seahorse.

Legal trade of seahorses

International seahorse trade is allowed with permits certifying it does not harm wild populations under the Convention on International Trade in Endangered Species of Wild Fauna and Flora (CITES), an agreement among 184 countries, including Canada and the European Union. But barriers like proving the trade is sustainable make permits difficult to obtain, moving the trade underground.




The researchers also noted that data about seizures is scarce, particularly for marine life, and enforcement efforts often focus on larger, more charismatic animals like elephants or tigers.

"All countries must step up with strong deterrents -- good detective work, determined enforcement, and meaningful penalties -- to shut down the illegal seahorse trade," said senior author Dr. Teale Phelps Bondaroff, director of research at OceansAsia."At the same time, we must continue using innovative research and investigation methods to uncover hidden networks and outpace traffickers."

Stepping up enforcement

The study found that most seizures of seahorses occurred in transit or destination countries, highlighting the potential efficacy of enforcement efforts at those points.

Airports were the most common places where seahorses were seized, with passenger baggage accounting for the highest number of cases. However, the largest seizures by volume were found in sea cargo, highlighting the need for countries to keep a close eye on illegal wildlife moving by sea.

Customs and other enforcement agencies made the vast majority of reported seizures, but only seven per cent of these had information on legal penalties, leaving it unclear as to how often seizures lead to punishment.

Values for seized seahorses were provided in 34 records. Using these, the researchers estimated the average value per seahorse was about CAD$7, for a total of CAD$29 million over 10 years.

Seahorses are used in traditional medicine and can be a valuable income source for fishers, so efforts to reduce illegal trade need both a carrot and a stick, said Dr. Foster. "We need to make sustainable, legal trade viable enough that people obey the laws, and ensure that we also have sufficient deterrents to stop illegal activity."

Seahorses are a symbol of ocean biodiversity and protecting them helps everyone involved, she added. "We've done work with traditional medicine traders in Hong Kong, and when we ask them, 'How long do you want seahorses around?', they say 'Forever, they're really important!' And we agree."
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Researchers engineer a herpes virus to turn on T cells for immunotherapy | ScienceDaily
Recent research points to the potential utility of a familiar sounding foe-herpes virus-in the fight against cancer.


						
The idea: the virus has evolved to commandeer cellular machinery in order activate signaling pathways inside cells and these strategies can be repurposed to bolster immunotherapy against diseases like cancer.

T cells are front line defenders against pathogens, like viruses, and cancer because they can kill infected or malignant cells.

Scientists have for years been trying different techniques to direct these immune cells to protect against disease.

CAR-T therapy is one such example of prompting the body's own immune system to attack certain forms of cancer using T cells.

However, the therapeutic potential of T cells can be limited by the suppressive environment present within tumors that impairs T cell survival and function.

The University of Michigan team identified herpes virus saimiri, which infects the T cells of squirrel monkeys, as a source of proteins that activate pathways in T cells that are needed to promote T cell survival.




The work, led by the lab of Adam Courtney, Ph.D., in the Department of Pharmacology and the U-M Rogel Cancer Center, exploits this ability in order to investigate whether a modified viral protein could be used to activate transcription factors known as STAT proteins.

The approach is borne of observations that stimulation of the JAK-STAT5 pathway by cytokines like interleukin-2 (IL-2) helps boost the therapeutic ability of T cells to kill cancer cells.

The team engineered a variant of the tyrosine kinase interacting protein from the herpes virus to bind LCK (a kinase active in resting T cells) and recruit it to activate STAT5.

In this way, the team determined that direct activation of STAT5 could sustain T cell function in tumors of mouse models of melanoma and lymphoma.

Their findings hint at a new approach -- using genes from organisms with proven ability to modulate human cells -- to enhance the power of immunotherapy.

Ph.D. candidate Yating Zheng, of the Department of Pharmacology at U-M Medical School is first author of the paper.
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New AI tool reveals single-cell structure of chromosomes -- in 3D | ScienceDaily
In a major leap forward for genetic and biomedical research, two scientists at the University of Missouri have developed a powerful new artificial intelligence tool that can predict the 3D shape of chromosomes inside individual cells -- helping researchers gain a new view of how our genes work.


						
Chromosomes are the tiny storage boxes that hold our DNA. Since each cell has about six feet of DNA packed inside it, it must be folded up tightly to fit. This folding not only saves space -- it also controls which genes are active or inactive. But when the DNA doesn't fold the right way, it can disrupt normal cell functions and lead to serious diseases, including cancer.

Historically, scientists have relied on data that averaged results from millions of cells at once. That makes it almost impossible to see the unique differences between individual cells. But the new AI model developed by Yanli Wang and Jianlin "Jack" Cheng at Mizzou's College of Engineering changes that.

"This is important because even cells from the same part of the body can have chromosomes folded in very different ways," Wang, a graduate student and lead author of the study, said. "That folding controls which genes are turned on or off."

Studying single cells is tricky because the data is often messy or incomplete. But the new AI tool is specially designed to work with those challenges. It's smart enough to spot weak patterns in noisy data, and it knows how to estimate a chromosome's 3D shape even when some information is missing.

It also understands how to "see" biological structures correctly, even when they're rotated. Compared to a previous deep learning AI method, Mizzou's tool is more than twice as accurate when analyzing human single-cell data.

The team has made the software free and available to scientists around the world. That means researchers can now use it to better understand how genes function, how diseases start and how to design better treatments.

"Every single cell can have a different chromosome structure," Cheng, a Curators' Distinguished Professor of Electrical Engineering and Computer Science, said. "Our tool helps scientists study those differences in detail -- which can lead to new insights into health and disease."

The researchers now plan to improve the AI tool even further by expanding it to build the high-resolution structures of entire genomes. Their goal: to give scientists the clearest picture yet of the genetic blueprint inside our cells.
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Timing, consistency of activity linked to better fitness | ScienceDaily
Some people spring into action at dawn, while others prefer a slower start to their day. Whether you rise with a grin or a groan, scientists say your internal clock -- known as the circadian rhythm -- might influence that behavior and much more.


						
These biological clocks regulate not only sleep-wake cycles but also a wide range of daily physiological and metabolic functions. A growing body of research suggests that circadian rhythms are fundamental contributors to health and resilience.

Now, a new University of Florida Health study, funded by the National Institute on Aging, or NIA, shows that the timing and consistency of your daily activity might be associated with improved cardiorespiratory fitness and walking efficiency -- two key indicators of healthy aging.

The NIA is a part of the National Institutes of Health.

The study found that older adults with earlier and more consistent daily activity patterns had better heart and lung fitness compared with those with later or more irregular schedules.

"While we've long known that being active supports healthy aging, this study reveals that when you're active may also matter," said Karyn Esser, Ph.D., senior author and professor and chair of the UF College of Medicine's Department of Physiology and Aging. "The circadian mechanisms that generate daily rhythms in our system are important for our well-being."

Published in April in Medicine & Science in Sports and Exercise, the study does not prove causation, Esser emphasized. While the results are promising, more research is needed to determine whether adjusting activity timing can lead to health improvements and whether these findings extend to younger populations, she said.




Researchers enrolled about 800 independent older adults in the study with an average age of 76. Participants wore wrist devices that continuously monitored activity for seven days. They then underwent cardiopulmonary exercise testing to obtain a comprehensive assessment of their heart and lung health.

Key findings include:
    	Higher-amplitude activity and rest cycles -- this reflects greater activity during the active part of the day relative to the rest period -- were associated with better cardiorespiratory fitness and walking efficiency.
    	Earlier daily peak activity -- defined as the time of day when individuals were most active -- was linked to improved cardiorespiratory fitness and walking efficiency.
    	Greater consistency in daily activity patterns, such as having the peak activity occur at the same time each day, was also associated with better outcomes.

Activity includes all daily movement -- walking, gardening, cleaning or shopping -- not just formal exercise.

The body's internal clock helps align physiological functions, such as hormone release, blood pressure and core temperature, to the natural cycle of day and night. Disruptions to this rhythm, such as those experienced during jet lag or shift work, can have negative consequences for sleep, mood and physical functioning.

Esser emphasized that although her study suggests a link between earlier, consistent activity and better health, it doesn't prove that following such a schedule will improve health and fitness.

Still, the findings open intriguing possibilities for personalized medicine, she said. Because circadian rhythms vary from person to person, future health strategies could include tailoring activity and treatment schedules to an individual's internal clock.




"Each of us has a chronotype -- a biological tendency to be more alert in the morning or evening -- and that variation may play a significant role in our health," Esser said. "We're moving toward a future where understanding and respecting our individual rhythms can help guide medical care and daily living."

Scientists use an easy shorthand to describe whether someone is a morning or an evening person. An early riser is a "lark," the name taken from the bird whose song is often heard around dawn. The late risers are "owls," named, of course, after the bird that hunts at night and sleeps in the day.

In case anyone is wondering, Esser is a lark.

"The morning chronotype, that's me," she said. Lest anyone think all scientists share this trait, Esser notes, "I have a number of colleagues who are truly owls and don't like mornings at all."
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Mother's warmth in childhood influences teen health by shaping perceptions of social safety | ScienceDaily
Parental warmth and affection in early childhood can have life-long physical and mental health benefits for children, and new UCLA Health research points to an important underlying process: children's sense of social safety.


						
The study, published in JAMA Psychiatry, found that children who experience more maternal warmth at age 3 have more positive perceptions of social safety at age 14, which in turn predicts better physical and mental health outcomes at age 17.

Greater maternal warmth, defined as more praise, positive tone of voice and acts of affection, has previously been shown to predict better health across the lifespan. However, the mechanisms underlying these associations have been unclear, said Dr. Jenna Alley, lead author of the study and a postdoctoral fellow in the Laboratory for Stress Assessment and Research at UCLA.

One possibility is that interpersonal experiences early in life affect whether children perceive the social world as safe vs. threatening, accepting vs. rejecting and supportive vs. dismissive. Over time, these perceptions develop into mental frameworks, called social safety schemas, which help individuals interpret, organize, and make predictions about social situations and relationships.

"Your social safety schema is the lens through which you view every social interaction you have," Alley said. "In a way, these schemas represent your core beliefs about the world, what you can expect from it, and how you fit in."

The UCLA Health study is the first longitudinal research to track how maternal warmth in early childhood is related to perceptions of social safety in mid adolescence, and how perceptions of social safety influence physical and mental health outcomes as youth near adulthood.

Warmth from fathers was not studied because there was insufficient data from fathers in the dataset used in the study from the Millenium Cohort Study. Parental warmth care has been historically overlooked in research, Alley said, although preliminary research suggests that the quality of care that fathers provide also predicts child outcomes and should thus be a focus of future research.




Researchers used data from more than 8,500 children who were assessed as part of long-term Millennium Cohort Study in the United Kingdom. Independent evaluators visited the children's homes at age 3 and assessed their mother's warmth (praise, positive tone of voice) and harshness (physically restraining or grabbing the child). At age 14, social safety schemas were measured with questions such as "Do I have family and friends who help me feel safe, secure and happy?" The children then reported on their overall physical health, psychiatric problems and psychological distress at age 17.

Alley and her colleagues found:
    	Children with mothers exhibiting more maternal warmth in early childhood perceived the world as being more socially safe at age 14 and had fewer physical health problems at age 17.
    	Children who perceived the world as more socially safe at age 14 in turn had fewer physical health problems, less psychological distress and fewer psychiatric problems at age 17.
    	Children's social safety schemas fully explained the association between maternal warmth and how psychologically distressed youth were at age 17.
    	In contrast, maternal harshness did not predict children's perceptions of social safety at 14, or their physical or mental health at age 17.

"These are the first results we know of showing that maternal warmth can affect the health and wellbeing of kids years later by influencing how they think about the social world," said Dr. George Slavich, senior author of the study and Director of the Laboratory for Stress Assessment and Research at UCLA. "That is a powerful message, because although early-life circumstances are not always easy to change, we can help youth view others and their future in a more positive light," said Slavich.

Alley said the fact that maternal warmth was found to more strongly affect adolescent health than maternal harshness was important because it has implications for how to best intervene. Based on the study findings, for example, enhancing a teenager's sense of safety, by way of a public health campaign or intervention, may be more effective than focusing on reducing perceptions of harshness, and it can potentially have a positive impact on health outcomes for years to come, even after poor maternal care has been experienced.

"The findings tell the story of resilience. Namely, it's not just about stopping the negative things like poor care but about putting effort toward enhancing the positives like warmth and safety," Alley said. "It also important to know that people who have experienced poor care during childhood are not doomed; if we focus on their perceptions of the world, we can greatly improve their lives."

"The message is clear," said Slavich. "Perceiving the social world as a socially safe, inclusive place to be really matters for physical and mental health, and this knowledge can be used to develop better interventions and public health campaigns designed to enhance resilience across the lifespan."

Additional studies are needed to determine how maternal warmth affects children in other contexts outside the United Kingdom, as well as how health care providers and policymakers may improve perceptions of social safety to enhance youth health outcomes.




The study was co-authored by Drs. Jenna Alley, Summer Mengelkoch and George Slavich of UCLA, and Dr. Dimitris Tsomokos of the University College London.

Funding

Funding for the work was provided by grant #OPR21101 from the California Governor's Office of Planning and Research/California Initiative to Advance Precision Medicine (Jenna Alley, Summer Mengelkoch, and George Slavich) and the Alphablocks Nursery School (Dimitris Tsomokos). The findings and conclusions in the article are those of the authors and do not necessarily represent the views or opinions of these organizations, which had no role in designing or planning this study; in collecting, analyzing, or interpreting the data; in writing the article; or in deciding to submit the article for publication.
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Intestinal bacteria influence aging of blood vessels | ScienceDaily
Cardiovascular diseases are the most common cause of death worldwide. Even if known traditional risk factors such as diabetes or high blood pressure are treated, the disease worsens in half of all cases, especially in older patients. Researchers at UZH have now shown for the first time that intestinal bacteria and their metabolites can accelerate the ageing of blood vessels and trigger cardiovascular disease.


						
Phenylacetic acid triggers cell aging

The human body consists of around 30 to 100 trillion bacteria that reside in our organs. Ninety percent of these bacteria live in the intestine, processing the food we eat into metabolic products, which in turn affect our bodies. "Half of these substances have not yet been recognized," says Soheil Saeedi. His research group at the Center for Translational and Experimental Cardiology is investigating how the microbiota composition changes with age and whether this affects the cardiovascular system.

Using data from more than 7,000 healthy individuals aged between 18 and 95 as well as a mouse model of chronological aging, the researchers found that the breakdown product of the amino acid phenylalanine -- phenylacetic acid -- accumulates with age. In several series of experiments, Saeedi's team was able to prove that phenylacetic acid leads to senescence of endothelial cells, in which the cells that line the inside of blood vessels do not proliferate, secrete inflammatory molecules, and exhibit aging phenotype. As a result, the vessels stiffen up and their function is impaired.

Responsible bacterium found

By conducting a comprehensive bioinformatic analysis of the microbiome of mice and humans, the researchers were able to identify the bacterium Clostridium sp.ASF356, which can process phenylalanine into phenylacetic acid. When the researchers colonized young mice with this bacterium, they subsequently showed increased phenylacetic acid levels and signs of vascular aging. However, when the bacteria were eliminated with antibiotics, the concentration of phenylacetic acid in the body decreased. "We were thus able to show that the intestinal bacteria are responsible for the increased levels," explains Saeedi.

The body's own fountain of youth

However, the microbiome in the gut also produces substances that are beneficial to vascular health. Short-chain fatty acids such as acetate, which are produced by fermentation of dietary fibers and polysaccharides in the intestine, act as natural rejuvenating agents. The research group used in-vitro experiments to show that adding sodium acetate can restore the function of aged vascular endothelial cells. When analyzing intestinal bacteria, they found that the number of bacteria that produce such rejuvenating agents decreases with age.

"The aging process of the cardiovascular system can therefore be regulated via the microbiome," says Saeedi. The pharmacologist and his team are now investigating which diet has a positive influence on the complex interaction between bacteria and humans. Dietary fibers and foods with antioxidant and anti-inflammatory properties boost the body's own "fountain of youth." In contrast, intake of food and drinks that are rich in phenylalanine, e.g. red meat, dairy products and certain artificial sweeteners, should be limited to slow down vascular aging. The researchers are also working on ways to reduce phenylacetic acid in the body through medication. Initial attempts to curb the formation of phenylacetic acid with the help of genetically modified bacteria have been promising.
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Research untangles role of stress granules in neurodegenerative disease | ScienceDaily
Scientists from St. Jude Children's Research Hospital and Washington University in St. Louis report mechanistic insights into the role of biomolecular condensation in the development of neurodegenerative disease. The collaborative research, published in Molecular Cell, focused on the interactions that drive the formation of condensates versus the formation of amyloid fibrils and how these relate to stress granules. Stress granules are biomolecular condensates that form under conditions of cellular stress and have been previously implicated as drivers of amyotrophic lateral sclerosis (ALS), frontotemporal dementia (FTD) and other neurodegenerative diseases.


						
The researchers demonstrated that fibrils are the globally stable states of driver proteins, whereas condensates are metastable sinks. They also showed that disease-linked mutations diminish condensate metastability, thereby enhancing fibril formation, the pathological hallmark of key neurodegenerative diseases. Amyloid fibrils formed by stress granule proteins, which resemble structures formed in other neurodegenerative disorders, have been previously suggested to originate within stress granules. However, the researchers showed that while fibril formation can be initiated on condensates' surfaces, the condensates' interiors actually suppress fibril formation. This means that condensates are not crucibles of ALS or FTD. Mutations that stabilize stress granules reversed the effects of disease-causing mutations in test tubes and cells, pointing to a protective role of stress granules in neurodegenerative diseases.

"It's important to know whether stress granules are crucibles for fibril formation or protective," said the study's co-corresponding author Tanja Mittag, PhD, St. Jude Department of Structural Biology. "This information will aid in deciding how to develop potential treatments against a whole spectrum of neurodegenerative diseases."

Mittag led the work alongside co-corresponding author Rohit Pappu, PhD, the Gene K. Beare Distinguished Professor of Biomedical Engineering and Director of the Center for Biomolecular Condensates at Washington University in St. Louis's McKelvey School of Engineering, as part of the successful St. Jude Research Collaborative on the Biology and Biophysics of RNP Granules.

"This work, anchored in principles of physical chemistry, shows two things: Condensates are kinetically accessible thermodynamic ground states that detour proteins from the slow-growing, pathological fibrillar solids. And the interactions that drive condensation versus fibril formation were separable, which augurs well for therapeutic interventions that enhance the metastability of condensates," said Pappu.

Disease fibrils form with or without stress granules

Under stress conditions such as heat, cells form stress granules to temporarily halt energy-intensive processes such as protein production. This is akin to a ship lowering its sails in a storm. When the stress is gone, the granules disassemble, and normal processes resume. Pathogenic mutations in key stress granule proteins such as hNRNPA1 prolong the lifetime of stress granules and drive the formation of insoluble fibril threads, which accumulate over time, causing neurodegeneration.




Mittag, Pappu, and their teams examined hNRNPA1 to better understand the relationship between stress granules and fibril formation. They found that disease-linked mutations drive proteins away from condensate interiors more rapidly than the "wild-type" proteins, thus enabling the formation of fibrils as they exit the condensate.

"We found that condensates are 'metastable' with respect to fibrils, meaning that they act as a sink for soluble proteins," explained co-first author Fatima Zaidi, PhD, St. Jude Department of Structural Biology. "Eventually, however, proteins are drawn out of the condensate to form the globally stable fibrils."

The authors further showed that while fibrils begin growing on condensates' surfaces, proteins eventually incorporated into these fibrils stem from the outside, not from the inside of the condensates. Fibrils could also form in the complete absence of condensates.

Building on these foundational discoveries made jointly in the Mittag and Pappu labs, the researchers designed protein mutants which could suppress the process of fibril formation in favor of condensate formation. Remarkably, this approach also restored normal stress granule dynamics in cells bearing ALS-causing mutations.

"Collectively, this suggests that stress granules should be looked at not as a crucible, but rather a potential protective barrier to disease," said co-first author Tapojyoti Das, PhD, St. Jude Department of Structural Biology.

These findings illuminate the role of stress granules in pathogenic fibril formation and provide an important foundation for investigating novel therapeutic approaches for neurodegenerative diseases.
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Whether it's smoking or edibles, marijuana can be bad for your heart, study suggests | ScienceDaily
A new study led by UC San Francisco researchers finds that chronic cannabis use -- whether it's smoked or consumed in edible form -- is associated with significant cardiovascular risks.


						
The report, published May 28 in JAMA Cardiology, found that people who regularly used marijuana in either form had reduced blood vessel function that was comparable to tobacco smokers. Vascular function in those who used cannabis by either means was reduced roughly by half compared to those who did not use it.

Decreased vascular function is associated with a greater risk of heart attack, hypertension, and other cardiovascular conditions.

The researchers recruited 55 people between October 2021 and August 2024 who were outwardly healthy and either regularly smoked marijuana or consumed edibles containing tetrahydrocannabinol (THC), the primary psychoactive compound found in cannabis.

The participants, none of whom used any form of nicotine, consumed cannabis at least three times a week for at least a year. Smokers averaged 10 years of chronic use, and those who took edibles averaged five years.

Along with decreased vascular function, marijuana smokers had changes in their blood serum that were harmful to endothelial cells, which form the inner lining of all blood and lymphatic vessels. Those who took edibles containing THC, however, did not display these changes in blood serum.

It's unclear how THC damages blood vessels. But the researchers said it must be happening in a way that does not involve those changes to blood serum.

These results suggest smoking marijuana negatively affects vascular function for different reasons than ingesting THC does, according to first author Leila Mohammadi, MD, PhD, and senior author Matthew L. Springer, PhD.
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Zika virus uses cells' 'self-care' system to turn against host | ScienceDaily
A new study reveals the biological secret to the Zika virus's infectious success: Zika uses host cells' own "self-care" system of clearing away useless molecules to suppress the host proteins that the virus has employed to get into those cells in the first place.


						
While these cell surface proteins are valuable for viral entry, they also have roles in producing an antiviral response. Before that can happen, the virus manipulates a process cells use to keep themselves healthy to lower the proteins' activity, clearing the way for unfettered viral infection.

Though other viruses, such as HIV, are known to silence host receptors that let them into cells, Zika is unusual for having at least three of its own proteins that can get the job done, said Shan-Lu Liu, senior author the study and a virology professor in the Department of Veterinary Biosciences at The Ohio State University.

"That's the most interesting part: It's amazing that not only one, but several Zika proteins can do this," said Liu, also a professor in the Department of Microbial Infection and Immunity. "We looked at two Zika virus strains and examined three physiologically relevant cell types. With both strains, we could see the downregulation in all three cell types. It looks like this is an important mechanism."

The study was published May 23 in Proceedings of the National Academy of Sciences.

The Zika virus, transmitted to humans primarily by Aedes aegypti mosquitoes, has caused infectious outbreaks in Africa, the Americas, Asia and the Pacific since 2007, according to the World Health Organization. Though cases have declined globally since 2017, virus transmission continues at low levels in the Americas and other endemic regions.

A large epidemic in Brazil in 2015 led to confirmation of a link between Zika infection during pregnancy and babies born with congenital problems including microcephaly, or smaller than normal head size. While most infected people develop no or only mild symptoms, the virus is also associated with Guillain-Barre syndrome, neuropathy and myelitis (spinal cord inflammation) in adults and older children.




Previous research has shown that specific cell surface proteins known as PS receptors are important entry points for many viruses, including Zika. This study focused on two of these proteins, known as AXL and TIM-1, that had previously been linked to Zika infection. In this work, Liu and colleagues set out to explain how Zika sustains infection after gaining entry through AXL and TIM-1.

The team completed cell culture experiments using African and Asian strains of Zika virus in three types of cells related to respiratory, reproductive and neurological systems targeted by the pathogen: human cells that line the lungs, embryo-supporting cells called trophoblasts and glioblastoma brain cancer cells.

Experiments showed that both AXL and TIM-1 were downregulated on the three types of cells after infection by Zika. The researchers expected to find this suppression occurred through two common protein degradation processes, but found instead that the Zika virus makes use of a cellular self-preservation routine: autophagy.

"Autophagy is a fundamental physiological mechanism to conserve cellular processes by degrading host components. It's also called self-eating -- the host needs to remove their own damaged organelles or misfolded proteins because they're not good for the host," said Liu, also associate director of Ohio State's Center for Retrovirus Research and a program co-director of the Viruses and Emerging Pathogens Program in Ohio State's Infectious Diseases Institute.

In this case, the virus's infectious process manipulated the host cells into suppressing their own protective proteins -- a viral adaptive tactic that allows Zika to control its own destiny.

Without this suppression, AXL and TIM-1 would begin producing inflammatory molecules as part of an antiviral response. Their normal level of facilitating viral entry could also enable more Zika particles to access already-infected cells, setting up a competitive scenario called a superinfection -- something viruses want to avoid because the overcrowding threatens to kill cells, which kills infecting pathogens.




Further experiments identified three Zika proteins that prompt host cell autophagy, all of which are located on the virus's membrane.

"Normally those proteins mediate viral entry or are involved in viral replication, but they're also responsible for this downregulation -- kind of a new function, which is not so surprising because viruses encode something that's important for them, either for their own replication or to modulate the host," Liu said.

Though further research is needed to know for sure, there is a chance this mechanism is relevant to the Ebola virus, which uses the TIM-1 protein to access host cells, or to other pathogens in the same flavivirus family as Zika, including West Nile, yellow fever and dengue viruses.

"The bottom line is this speaks to the co-evolution of viral-host interactions. The more important a host factor is to a virus, the more a virus is going to do to take control of it," Liu said. "Understanding these mechanisms is an important part of being prepared for emerging or reemerging viruses that cause infectious diseases."

This work was primarily conducted by Jingyou Yu, a former graduate student in the Liu lab and now a principal investigator at the Guangzhou National Laboratory in China. Additional contributions were made by Yi-Min Zheng, a senior scientist, and Pei Li, a postdoctoral fellow in the Liu lab. This work was primarily supported by an Ohio State fund and the National Institutes of Health.

Additional co-authors are Megan Sheridan, Toshihiko Ezashi and R. Michael Roberts of the University of Missouri.
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New study analyzes air quality impacts of wildfire smoke | ScienceDaily
With wildfires increasing in frequency, severity, and size in the Western U.S., researchers are determined to better understand how smoke impacts air quality, public health, and even the weather. As fires burn, they release enormous amounts of aerosols -- the vaporized remains of burning trees and homes that enter the atmosphere and the air we breathe. Now, a new study dissects these aerosols and gases to pinpoint their potential effects on our health as well as the planet's short and long-term weather.


						
The research, published in April's issue of Environmental Science: Atmospheres, measured air quality in Reno, Nevada over a 19 month period between 2017 and 2020 to capture both smoky and clear days. During this timeframe, smoke from more than 106 wildfires impacted the city's air. DRI scientists Siying Lu and Andrey Khlystov led the research, which found increases in both fine aerosols (known as PM 2.5 for the size of the particulate matter) and carbon monoxide during smoky days. During the fire-prone late summer months analyzed during the study, wildfire smoke accounted for 56% to 65% of PM2.5 and 18% to 26% of carbon monoxide concentrations in Reno air. The results have implications for weather, cloud formation, and public health.

"We know that Reno is frequently impacted by wildfires in summer, so we wanted to compare smoky and non-smoky days and measure the impacts on local air quality," said Lu, who completed the research as part of her PhD work. "Although we focused on Reno for this study, we developed the method so that it can theoretically be applied anywhere."

The research team started on the roof of DRI's Reno campus, where they set up equipment that could measure the size of atmospheric particles. This information is important because it determines how the particles interact with both the atmosphere and the human body. Larger particles can affect our upper respiratory tract, whereas fine aerosols can travel deeper into lungs.

The researchers also collected data from a downtown Reno EPA air monitoring station that provided hourly concentrations of PM2.5, ozone, carbon monoxide, and other air pollutants. The data also provided concentrations of potassium, an element released by burning trees and other wood which can be used to confirm the presence of wildfire smoke in the air.

The team further verified when air pollution was caused by wildfire smoke by using satellite images to identify visible smoke plumes and fire location information from NASA and NOAA. With an additional tool from NOAA, they could track Reno's winds back in time to verify that they had indeed passed through a wildfire area.

Wildfire aerosols have a complicated effect on the weather. On one hand, they can act as a filter to scatter and reflect incoming sunlight, creating a cooling effect. On the other hand, they contain light-absorbing material, such as soot and brown organic compounds, that can cause warming. Larger aerosols can promote cloud formation and duration by acting as nuclei for water vapor to condense around. The data showed that smoky days contained aerosols that are likely to act as cloud nuclei at concentrations up to 13 times higher than average.




"We figured out that the size of particles is quite distinct during fires from a normal day in Reno, which has implications for cloud formation and how sunlight scatters, as well as public health," said Khlystov, Research Professor of Chemistry at DRI.

The study also found carbon monoxide present in higher concentrations during smoky days. Breathing high concentrations of carbon monoxide can reduce the ability of blood to carry oxygen to your brain and other organs.

In contrast, concentrations of nitrogen oxides and ozone were present in Reno's air at similar levels during both smoky and average days. They attribute this to their release by vehicle traffic and chemical reactions induced by sunlight.

"Our research offers one of the most comprehensive looks at how wildfire smoke is affecting air quality in the Western U.S.," Lu said.

Lu is working on a machine-learning program to facilitate this kind of air quality research by automating the ability to identify when wildfire smoke is present in the air. This could potentially be used to build an automated app that can identify real-time smoke impacts by location and facilitate air quality research and public health messaging.
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Overlooked cells might explain the human brain's huge storage capacity | ScienceDaily
The human brain contains about 86 billion neurons. These cells fire electrical signals that help the brain store memories and send information and commands throughout the brain and the nervous system.


						
The brain also contains billions of astrocytes -- star-shaped cells with many long extensions that allow them to interact with millions of neurons. Although they have long been thought to be mainly supportive cells, recent studies have suggested that astrocytes may play a role in memory storage and other cognitive functions.

MIT researchers have now put forth a new hypothesis for how astrocytes might contribute to memory storage. The architecture suggested by their model would help to explain the brain's massive storage capacity, which is much greater than would be expected using neurons alone.

"Originally, astrocytes were believed to just clean up around neurons, but there's no particular reason that evolution did not realize that, because each astrocyte can contact hundreds of thousands of synapses, they could also be used for computation," says Jean-Jacques Slotine, an MIT professor of mechanical engineering and of brain and cognitive sciences, and an author of the new study.

Dmitry Krotov, a research staff member at the MIT-IBM Watson AI Lab and IBM Research, is the senior author of the open-access paper, which appeared May 23 in the Proceedings of the National Academy of Sciences. Leo Kozachkov PhD '22 is the paper's lead author.

Memory capacity

Astrocytes have a variety of support functions in the brain: They clean up debris, provide nutrients to neurons, and help to ensure an adequate blood supply.




Astrocytes also send out many thin tentacles, known as processes, which can each wrap around a single synapse -- the junctions where two neurons interact with each other -- to create a tripartite (three-part) synapse.

Within the past couple of years, neuroscientists have shown that if the connections between astrocytes and neurons in the hippocampus are disrupted, memory storage and retrieval are impaired.

Unlike neurons, astrocytes can't fire action potentials, the electrical impulses that carry information throughout the brain. However, they can use calcium signaling to communicate with other astrocytes. Over the past few decades, as the resolution of calcium imaging has improved, researchers have found that calcium signaling also allows astrocytes to coordinate their activity with neurons in the synapses that they associate with.

These studies suggest that astrocytes can detect neural activity, which leads them to alter their own calcium levels. Those changes may trigger astrocytes to release gliotransmitters -- signaling molecules similar to neurotransmitters -- into the synapse.

"There's a closed circle between neuron signaling and astrocyte-to-neuron signaling," Kozachkov says. "The thing that is unknown is precisely what kind of computations the astrocytes can do with the information that they're sensing from neurons."

The MIT team set out to model what those connections might be doing and how they might contribute to memory storage. Their model is based on Hopfield networks -- a type of neural network that can store and recall patterns.




Hopfield networks, originally developed by John Hopfield and Shun-Ichi Amari in the 1970s and 1980s, are often used to model the brain, but it has been shown that these networks can't store enough information to account for the vast memory capacity of the human brain. A newer, modified version of a Hopfield network, known as dense associative memory, can store much more information through a higher order of couplings between more than two neurons.

However, it is unclear how the brain could implement these many-neuron couplings at a hypothetical synapse, since conventional synapses only connect two neurons: a presynaptic cell and a postsynaptic cell. This is where astrocytes come into play.

"If you have a network of neurons, which couple in pairs, there's only a very small amount of information that you can encode in those networks," Krotov says. "In order to build dense associative memories, you need to couple more than two neurons. Because a single astrocyte can connect to many neurons, and many synapses, it is tempting to hypothesize that there might exist an information transfer between synapses mediated by this biological cell. That was the biggest inspiration for us to look into astrocytes and led us to start thinking about how to build dense associative memories in biology."

The neuron-astrocyte associative memory model that the researchers developed in their new paper can store significantly more information than a traditional Hopfield network -- more than enough to account for the brain's memory capacity.

Intricate connections

The extensive biological connections between neurons and astrocytes offer support for the idea that this type of model might explain how the brain's memory storage systems work, the researchers say. They hypothesize that within astrocytes, memories are encoded by gradual changes in the patterns of calcium flow. This information is conveyed to neurons by gliotransmitters released at synapses that astrocyte processes connect to.

"By careful coordination of these two things -- the spatial temporal pattern of calcium in the cell and then the signaling back to the neurons -- you can get exactly the dynamics you need for this massively increased memory capacity," Kozachkov says.

One of the key features of the new model is that it treats astrocytes as collections of processes, rather than a single entity. Each of those processes can be considered one computational unit. Because of the high information storage capabilities of dense associative memories, the ratio of the amount of information stored to the number of computational units is very high and grows with the size of the network. This makes the system not only high capacity, but also energy efficient.

"By conceptualizing tripartite synaptic domains -- where astrocytes interact dynamically with pre- and postsynaptic neurons -- as the brain's fundamental computational units, the authors argue that each unit can store as many memory patterns as there are neurons in the network. This leads to the striking implication that, in principle, a neuron-astrocyte network could store an arbitrarily large number of patterns, limited only by its size," says Maurizio De Pitta, an assistant professor of physiology at the Krembil Research Institute at the University of Toronto, who was not involved in the study.

To test whether this model might accurately represent how the brain stores memory, researchers could try to develop ways to precisely manipulate the connections between astrocytes' processes, then observe how those manipulations affect memory function.

"We hope that one of the consequences of this work could be that experimentalists would consider this idea seriously and perform some experiments testing this hypothesis," Krotov says.

In addition to offering insight into how the brain may store memory, this model could also provide guidance for researchers working on artificial intelligence. By varying the connectivity of the process-to-process network, researchers could generate a huge range of models that could be explored for different purposes, for instance, creating a continuum between dense associative memories and attention mechanisms in large language models.

"While neuroscience initially inspired key ideas in AI, the last 50 years of neuroscience research have had little influence on the field, and many modern AI algorithms have drifted away from neural analogies," Slotine says. "In this sense, this work may be one of the first contributions to AI informed by recent neuroscience research."
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Hitting the right notes to play music by ear | ScienceDaily
Learning to play music by ear is challenging for most musicians, but research from a team at the University of Waterloo may help musicians-in-training find the right notes.


						
The Waterloo team analyzed a range of YouTube videos that focused on learning music by ear and identified four simple ways music learning technology can better aid prospective musicians -- helping people improve recall while listening, limiting playback to small chunks, identifying musical subsequences to memorize, and replaying notes indefinitely.

"There are a lot of apps and electronic tools out there to help learn by ear from recorded music," said Christopher Liscio, a recent Waterloo master's graduate in computer science and the study's lead author.

"But we see evidence that musicians don't appear to use them very much, which makes us question whether these tools are truly well-suited to the task. By studying how people teach and learn how to play music by ear in YouTube videos, we can try to understand what might actually help these ear-learning musicians."

The team studied 28 YouTube ear-learning lessons, breaking each down to examine how the instructors structured their teaching and how students would likely retain what they heard. Surprisingly, they found that very few creators or viewers were using existing digital learning tools to loop playback or manipulate playback speed despite their availability for over two decades.

"We started this research planning to build a specific tool for ear learners, but then we realized we might be reinforcing a negative pattern of building tools without knowing what users actually want," said Dan Brown, professor of Computer Science at Waterloo. "Then we got excited when we realized YouTube could be a helpful resource for that research process."
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Location matters: Belly fat compared to overall body fat more strongly linked to psoriasis risk | ScienceDaily
Researchers have found that central body fat, especially around the abdomen, is more strongly linked to psoriasis risk than total body fat, particularly in women. This link between central fat and psoriasis remained consistent regardless of genetic predisposition, indicating that abdominal fat is an independent risk factor.The study in the Journal of Investigative Dermatology, published by Elsevier, provides insights that could help improve early risk prediction and guide personalized prevention strategies.


						
Psoriasis is a chronic inflammatory skin condition that can have a significant impact on quality of life. Many individuals with psoriasis also have elevated levels of body fat. While it is well established that increasing levels of body fat raise the risk of developing psoriasis, the impact of specific fat distribution and genetics remains unclear.

Researchers of the current study analyzed data from over 330,000 participants with White British ancestry in the UK Biobank, including more than 9,000 people with psoriasis. They examined 25 different measures of body fat using both traditional methods and advanced imaging techniques, assessing how each was associated with psoriasis.

Lead investigator Ravi Ramessur, MD, St John's Institute of Dermatology, King's College London, explains, "Our research shows that where fat is stored in the body matters when it comes to psoriasis risk. Central fat -- especially around the waist -- seems to play a key role. This has important implications for how we identify individuals who may be more likely to develop psoriasis or experience more severe disease, and how we approach prevention and treatment strategies."

Catherine H. Smith, MD, also at St John's Institute of Dermatology, King's College London, and senior author adds, "As rates of obesity continue to rise globally, understanding how different patterns of body fat influence chronic inflammatory conditions such as psoriasis is important. Our findings suggest that central body fat contributes to psoriasis risk irrespective of genetic predisposition and reinforces the importance of measuring waist circumference and pro-active healthy weight strategies in psoriasis care."

Because this study only included individuals of White British ancestry from the UK Biobank, the generalizability of these findings to more diverse populations may be limited. Future studies incorporating datasets with dermatologist-confirmed diagnoses and broader ethnic representation will be important to further validate these associations and refine risk stratification approaches.

Dr. Ramessur notes, "We were surprised by how consistently strong the association was across different central fat measures and how much stronger the effect was in women. The observed links between central body fat and psoriasis suggest that there may be underlying biological mechanisms contributing to the disease that are not yet fully understood and which warrant further investigation."

In an accompanying editorial Joel M. Gelfand, MD, MSCE, FAAD, Department of Dermatology and Center for Clinical Sciences in Dermatology, University of Pennsylvania Perelman School of Medicine, points to the potential of incretin therapy for psoriatic disease. Incretins are gut-derived hormones, principally glucagon-like peptide-1 (GLP-1) and glucose-dependent insulinotropic peptide (GIP), that regulate glucose, digestion, and appetite, and are approved for treatment of diabetes, obesity, and obesity-associated obstructive sleep apnea.

Dr. Gelfand comments, "The strong relationship between psoriasis and obesity and the emerging promise of glucagon-like peptide-1 receptor agonists (GLP1RA) for reducing psoriasis morbidity is a call to action for large scale clinical trials of GLP1RA monotherapy for treatment of psoriasis. Our current paradigm of just focusing on the skin and joint manifestations when treating psoriasis is outdated in the context of our evolving understanding of the tight relationship of psoriasis, obesity, and cardiometabolic disease."
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Boys who are overweight in their early teens risk passing on harmful epigenetic traits to future children | ScienceDaily
A new study suggests that boys who become overweight in their early teens risk damaging the genes of their future children, increasing their chances of developing asthma, obesity and low lung function.


						
Research published in Communications Biology is the first human study to reveal the biological mechanism behind the impact of fathers' early teenage obesity on their children.

Researchers from the University of Southampton and the University of Bergen in Norway investigated the epigenetic profiles of 339 people, aged 7 to 51. They assessed the father's changes in body composition across adolescence using self-reported body image as a proxy for body fat composition.

They identified epigenetic changes in over 2,000 sites in 1,962 genes linked with adipogenesis (formation of fat cells) and lipid (fat) metabolism in the children of fathers who gained weight as teenagers.

These changes in the way DNA is packaged in cells (methylation) regulate gene expression (switching them on and off) and are associated with asthma, obesity and lung function. The effect was more pronounced in female children than male children, with different genes involved.

"The overweight status of future fathers during puberty was associated with a strong signal in their children's DNA which were also related to the likelihood of their children being overweight themselves," says author of the paper Dr Negusse Tadesse Kitaba, Senior Research Fellow at the University of Southampton.

"Early puberty, when boys start their developing sperm, seems to be a key window of vulnerability for lifestyle influences to drive epigenetic changes in future offspring."

Professor Cecilie Svanes from the University of Bergen says: "The new findings have significant implications for public health and may be a game-changer in public health intervention strategies.




"They suggest that a failure to address obesity in young teenagers today could damage the health of future generations, further entrenching health inequalities for decades to come."

Prof John Holloway from the University of Southampton and the National Institute for Health and Care Research (NIHR) Southampton Biomedical Research Centre added: "Childhood obesity is increasing globally. The results of this study demonstrate that this is a concern not only for the health of the population now but also for generations to come."

The research was funded by the Norwegian Research Council.
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Wilms tumors: How genes and imprinting pave the way for cancer | ScienceDaily
A research team at the Biocenter of Julius-Maximilians-Universitat Wurzburg (JMU), together with cooperation partners at the Wellcome Sanger Institute in Cambridge (UK), has taken a significant step towards understanding Wilms' tumors, malignant kidney tumors in young children. Using samples from the Wilms tumor biobank, the team was able to systematically decipher the hereditary predisposition for Wilms tumors in a large cohort. The results have now been published in the journal Genome Medicine; they open up new avenues for genetic counseling and monitoring of patients at risk.


						
A scientific treasure: the Wilms tumor biobank at the JMU

The biobank for Wilms tumors located at the JMU Biocenter is at the heart of this research. Over a period of almost 30 years (1994 to 2022), samples from around 1,800 affected children have been collected as part of the German Wilms tumor study. These included 20 familial tumors, i.e. tumors that also occurred in parents and/or siblings, as well as 109 bilateral tumors, which are assumed to have a genetic predisposition.

"We were able to identify the underlying predisposition in over 90 percent of these cases," explains Dr. Jenny Wegert, a member of staff at the Department of Developmental Biochemistry and lead author of the study.

Gradual tumor development and stereotypical patterns

Over 50 years ago, Alfred Knudsen postulated the so-called "two-hit hypothesis," which was intended to explain hereditary forms of childhood tumors such as Wilms' tumor. The researchers have now been able to demonstrate these gradual genetic changes during tumor development in molecular detail in their study.

Most frequently, they found mutations in WT1, a tumor suppressor gene, where initially one of the two copies of the WT1 gene is inactivated in all body cells. This alone is associated with an increased risk of kidney failure and, in boys, with genitourinary malformations.




However, actual tumor formation only occurs when the second copy of the WT1 gene in kidney cells also fails and the growth factor IGF2 is activated at the same time, leading to the formation of tumor precursors. A final step, the additional activation of the WNT signaling pathway, which controls many growth and differentiation processes, is then responsible for the development of a malignant tumor.

Genomic imprinting disorders as tumor triggers

For around half of the patients, the scientists were able to identify genetic changes in the germline and therefore in all body cells as the likely cause. In addition to WT1, numerous other genes were also affected, but much less frequently.

"One surprising finding, however, was that around a third of the children did not have one of the classic hereditary mutations, but a disturbance of the so-called genomic imprinting of the IGF2 gene," says Jenny Wegert. Imprinting is established during embryonic development and is therefore not hereditary. "This means that there is no increased risk for siblings and that those affected do not pass on the tumor predisposition," says the scientist.

Children with this epigenetic predisposition often exhibited "mosaics," meaning they had cells with normal and cells with impaired IGF2 imprinting side by side. If mutations in other genes occurred in kidney cells with disturbed IGF2 regulation, tumors developed.

Consequence: genetic screening for patients at risk

"Our new findings impressively demonstrate that a significant proportion of childhood kidney tumors have a hereditary component," says Professor Manfred Gessler, Chair of Developmental Biochemistry and head of the study. "This has important consequences for the clinic: in such cases, there is an increased risk for siblings, and the patients themselves can later develop secondary tumors or suffer early kidney failure."

The study therefore makes a clear case for broad molecular testing of blood and tumor samples from young patients to identify cases with an increased risk at an early stage and ensure close monitoring.
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A chip with natural blood vessels | ScienceDaily
How can we investigate the effects of a new drug? How can we better understand the interaction between different organs to grasp the systemic response? In biomedical research, so-called organs-on-a-chip, also referred to as microphysiological systems, are becoming increasingly important: by cultivating tissue structures in precisely controlled microfluidic chips, it is possible to conduct research much more accurately than in experiments involving living humans or animals.


						
However, there has been a major obstacle: such mini-organs are incomplete without blood vessels. To facilitate systematic studies and ensure meaningful comparisons with living organisms, a network of perfusable blood vessels and capillaries must be created -- in a way that is precisely controllable and reproducible. This is exactly what has now been achieved at TU Wien: the team established a method using ultrashort laser pulses to create tiny blood vessels in a rapid and reproducible manner. Experiments show that these vessels behave just like those in living tissue. Liver lobules have been created on a chip with great success.

Real Cells in Artificial Microchannels

"If you want to study how certain drugs are transported, metabolized and absorbed in different human tissues, you need the finest vascular networks," says Alice Salvadori, a member of the Research Group 3D Printing and Biofabrication established by Prof. Aleksandr Ovsianikov at TU Wien.

Ideally such blood vessels have to be created directly within special materials called hydrogels. Hydrogels provide structural support for living cells, while being permeable similarly to natural tissues. By creating tiny channels within these hydrogels, it becomes possible to guide the formation of blood vessel-like structures: endothelial cells -- the cells that line the inside of real blood vessels in the human body -- can settle inside these channel networks. This creates a model that closely mimics the structure and function of natural blood vessels.

The major challenge so far has been geometry: the shape and size of these microvascular networks have been difficult to control. In self-organization based approaches, vessel geometry varies significantly from one sample to another. This makes it impossible to run reproducible, precisely controlled experiments -- yet that is exactly what is needed for reliable biomedical research.

Improved Hydrogel and Laser Precision

The team at TU Wien therefore relied on advanced laser technology: with the help of ultrashort laser pulses in the femtosecond range, highly precise3D structures can be written directly into the hydrogel -- quickly and efficiently.




"We can create channels spaced only a hundred micrometers apart. That's essential when you would like to replicate the natural density of blood vessels in specific organs," says Aleksandr Ovsianikov.

But it's not just about precision: the artificial blood vessels have to be formed quickly and also remain structurally stable once they are populated with living cells. "We know that cells actively remodel their environment. That can lead to deformations or even to the collapse of vessels," explains Alice Salvadori. "That's why we also improved the material preparation process."

Instead of using the standard single-step gelation method, the team used a two-step thermal curing process: the hydrogel is warmed in two phases, using different temperature, rather than just one. This alters its network structure, producing a more stable material. The vessels formed within such material remain open and maintain their shape over time.

"We have not only shown that we can produce artificial blood vessels that can actually be perfused. The even more important thing is: We have developed a scalable technology that can be used on an industrial scale," says Aleksanr Ovsianikov. "It takes only 10 minutes to pattern 30 channels, which is at least 60 times faster than other techniques."

Simulating Inflammation: Natural Reactions on a Chip

If biological processes are to be realistically modeled on a chip, the artificial tissues must behave like their natural counterparts. And this, too, has now been demonstrated:

"We showed that these artificial blood vessels are colonized by endothelial cells that respond just like real ones in the body," says Alice Salvadori. "For example, they react to inflammation in the same way -- becoming more permeable, just like real blood vessels."




This marks an important step toward establishing lab-on-a-chip technology as an industrial standard in many fields of medical research.

Big Success with Liver Tissue

"Using this approach, we were able to vascularize a liver model. In collaboration with Keio University (Japan), we developed a liver lobule-on-chip that incorporates a controlled 3D vascular network, closely mimicking the in vivo arrangement of the central vein and sinusoids," says Aleksandr Ovsianikov.

"Replicating the liver's dense and intricate microvasculature has long been a challenge in organ-on-chip research. By building multiple layers of microvessels spanning the entire tissue volume, we were able to ensure adequate nutrient and oxygen supply -- which, in turn, led to improved metabolic activity in the liver model. We believe that these advancements bring us a step closer to integrating Organ-on-a-chip technology into preclinical drug discovery," says Masafumi Watanabe (Keio University).

"OoC technology and advanced laser technology work well together to create more reliable models of blood vessels and liver tissues. One important breakthrough is the ability to build tiny tissues on a chip that allow liquid to flow through them, similar to how blood flows in the body. This helps researchers better understand how blood flow affects cells. OoC technology also makes it possible to closely observe how cells react under a microscope. These models will help scientists study how the body works and may lead to better treatments and healthcare in the future," says Prof. Ryo Sudo at Keio University.
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Chronic renal failure: Discovery of a crucial biomarker | ScienceDaily
In a world first, Canadian scientists at the CRCHUM, the hospital research centre affiliated with Universite de Montreal, have identified microRNA able to protect small blood vessels and support kidney function after severe injury.


						
For the four million people diagnosed with chronic renal failure in Canada -- and millions more abroad -- this scientific advancement could have a major impact on early diagnosis and prevention of the disease.

Previously, there was no known reliable biomarker for evaluating the health of these capillaries and for developing targeted approaches to preserve kidney function.

In a study published last Thursday in JCI Insight, the CRCHUM research team shows that miR-423-5p microRNA is a promising marker in the blood for predicting the microvascular health of the kidneys.

UdeM medical professors Marie-Josee Hebert and Heloise Cardinal, holders of the Shire Chair in Nephrology, Renal Transplantation and Regeneration, co-authored the study with Hebert's research associate Francis Migneault.

Their specialty is studying the loss of peritubular capillaries, a conclusive indicator of chronic renal failure.

Located in the kidneys, millions of these small blood vessels filter waste products out of the blood and transport the oxygen and nutrients necessary for the organ's functions.




Kidney injuries, caused by the temporary interruption and restoration of blood flow, can lead to a decrease in the number of small blood vessels, seriously disrupting kidney function.

"In people who have received a transplant, if kidney function is severely altered, the kidney's survival is threatened," said Hebert, a nephrology-transplant physician and UdeM's outgoing vice-rector for research, discovery, creation and innovation.

"Using this biomarker, a test could be developed to evaluate the status of the small blood vessels much earlier," she said. "Doctors in hospitals could then better evaluate the microvascular health of higher-risk patients.

"These could include elderly patients or those undergoing surgeries during which blood flow is temporarily stopped, as is the case for organ transplants or cardiovascular interventions."

Of mice and... 51 transplant recipients

"We first observed fluctuating levels of miR-423-5p microRNA in the blood of mice with acute kidney injuries," said Migneault, the study's first author. "These results were then confirmed in 51 transplant recipients who participated in the CHUM kidney transplant biobank."

Thanks to this biomarker, clinical teams could confirm whether their interventions improve or diminish the health of small blood vessels.




"But what's really incredible is that by injecting this microRNA into mice with kidney injuries, we were able to preserve the small blood vessels and limit the damage done to the kidneys," said Migneault.

While direct injection into the kidney is a clinically feasible method during a transplant, to protect the remaining small blood vessels, the CRCHUM scientists are now focused on alternative techniques to transport the microRNA, or likely a microRNA cocktail, to the kidney.

Potentially useful for other patients

In terms of prevention, a test based on this miR-423-5p microRNA could be useful for patients with cardiac failure, pulmonary failure or certain neurodegenerative diseases.

"For these medical conditions, the loss of small blood vessels plays a key role, because of the association with normal or accelerated aging," said Hebert. "Our discovery could, therefore, have a significant impact on the health of all Canadians."

For those with pulmonary failure, several research projects are in progress under Emmanuelle Brochiero, a researcher and head of the Immunopathology research theme at the CRCHUM.

It may also be possible, using the CHUM's biological material biobank, to determine if existing medications, administered after a kidney transplant to treat another issue, impact small blood vessel health, added Hebert.
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New pace of aging measurement reveals trajectories of healthspan and lifespan in older people | ScienceDaily
A newly refined method for measuring the Pace of Aging in population-based studies provides a powerful tool for predicting risks associated with aging, including chronic illness, cognitive impairment, disability, and mortality. Developed by researchers at Columbia University Mailman School of Public Health, the method offers researchers and policy makers a novel approach to quantify how quickly individuals and populations experience age-related health decline.


						
Until now the metrics used in population health research on aging did not distinguish differences caused by early-life factors, such as prenatal care and nutrition, from those caused by ongoing changes in people's bodies due to aging. Findings from the study are published in Nature Aging.

"The Pace of Aging method is an important approach for understanding population aging," explained Arun Balachandran, PhD, a postdoctoral researcher at the Columbia Aging Center and lead author of the study. "Our existing toolkit doesn't include methods that can separate out the legacies of early life from the changes caused by aging," Daniel Belsky, PhD, associate professor of Epidemiology at Columbia Mailman School and member of the Robert N. Butler Columbia Aging Center elaborated.

"We originally developed the Pace of Aging method to evaluate the effectiveness of interventions targeting the biology of aging. The new approach introduced in this paper is designed to do the same for social policies and public health programs. Our method will enable researchers and public health professionals working with population data to better understand how policies, social structures, environments, and individual behaviors shape aging trajectories across populations worldwide."

The team analyzed data from two large-scale, nationally representative studies: the U.S. Health and Retirement Study (HRS)and theEnglish Longitudinal Study of Aging (ELSA). These long-term studies follow adults aged 50 and older -- along with their spouses -- and collect detailed information on health, cognition, socioeconomic status, and family dynamics. The studies have been ongoing for decades and periodically enroll new participants.

The new approach makes use of data from dried blood spots, physical exams, and performance tests given to participants in their homes at up to three timepoints over eight-year follow-up intervals. Pace of Aging was examined in 19,045 participants who contributed data over 2006-2016, with additional follow-up to determine disease, disability, and mortality through 2022. In the US study, Pace of Aging was measured from C-reactive protein (CRP), Cystatin-C, glycated hemoglobin (HbA1C), diastolic blood pressure, waist circumference, lung capacity (peak flow), balance, grip strength, and gait speed.

"Our findings establish that we can measure important variability in the pace of aging in older people with a relatively limited set of measurements," said Belsky. "Our findings open up possibilities to study pace of aging in cohorts around the world," expanded Balachandran. "These metrics consistently predict future health outcomes, including disease onset, disability, and death. And they reveal important differences in aging trajectories across population subgroups." For example, the study reported signs of accelerated aging in people with lower levels of education."

Originally developed using data from the Dunedin Study -- a longitudinal study of individuals born in 1972-73 -- the initial Pace of Aging tool focused on changes from young adulthood through midlife. The newly adapted method extends its utility to population-based studies of aging, offering planners and policymakers a valuable resource for monitoring and improving population health and longevity.




"Beyond medicine and gerontology, this work has important implications for sociology and economics," added Belsky. "It can help us understand how life transitions -- such as retirement, caregiving, and bereavement -- affect the aging process and support the development of more effective public health and social policies."

"The differences in aging speed we found weren't just statistically significant -- they were meaningful," Belsky said. "People aging faster were much more likely to get sick, become disabled, or die sooner, even if they were the same age on paper."

Other co-authors are Heming Pei, Yifan Shi, John Beard, Alan Cohen, Claire Eckstein Indik, Calen Ryan, Alex Furuya, Meerai Kothari, and Yuang Zhang, Butler Aging Center, Columbia Mailman School; Avshalom Caspi and Terrie Moffitt, University of London; Benjamin Domingue, Stanford University; Luigi Ferrucci, National Institute on Aging; and Vegard Skirbekk, Norwegian Institute for Public Health.

The study was supported by National Institutes of Health grant R01AG061378, T32AI114398 and U01AG009740; Russel Sage Foundation, BioSS Grant 1810-08987, and the Robert N Butler Columbia Aging Center.
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Different versions of APOE protein have varying effect on microglia in Alzheimer's disease | ScienceDaily

Alzheimer's disease is the most common cause of dementia in the UK, affecting 1 in 14 people over the age of 65. Alzheimer's is characterised pathologically by a buildup of proteins in the form of amyloid plaques and tau tangles.

The apolipoprotein E (APOE) gene is a major genetic risk factor for Alzheimer's disease. There are three different versions of the APOE protein: APOE2, APOE3, and APOE4. While APOE4 increases the risk of developing Alzheimer's, APOE2 is associated with a lower risk. However, how these isoforms lead to strikingly different risk profiles is poorly understood.

In this study, researchers looked at APOE in microglia, the brain's immune cells known to play a role in Alzheimer's disease. As the three versions of APOE are evolutionarily unique to humans, they can't be directly studied in a mouse brain, posing a challenge to studying them in a laboratory setting.

To overcome this, researchers developed a human "xenotransplantation model." This is where human microglia were grown from stem cells, manipulated to express different APOE versions, then transplanted into the brains of mice that had developed a buildup of amyloid plaques. The microglia were then isolated and analysed for their gene expression (using a technique called transcriptomics) and for their chromatin accessibility (how accessible the DNA is for genes to be expressed).

The researchers uncovered widespread changes to the transcriptomic and chromatin landscape of microglia, dependent on the APOE isoform expressed. The largest differences were observed when comparing the APOE2 and APOE4 microglia.

In APOE4 microglia, researchers saw an increase in the production of cytokines, signalling molecules involved in immune regulation. They also observed diminished capacity for the microglia to migrate and shift into protective states. Furthermore, the microglia became less effective in phagocytosis, a process by which they digest and clear up particles such as debris and pathogens.

Conversely, APOE2 microglia showed increased expression of various genes that increase microglia proliferation and migration, and a decreased inflammatory immune response. Additionally, APOE2 microglia showed increased DNA-binding of the vitamin D receptor. Low levels of vitamin D have been associated with a higher incidence of Alzheimer's.

The study highlights that microglia responses to amyloid pathology differ significantly across APOE versions. This finding underscores that considering the interplay between genetic risk factors and microglial states is critical in disease progression. The study also highlights the potential role of the vitamin D receptor, providing new avenues for therapeutic exploration.

Dr Sarah Marzi, Senior Lecturer in Neuroscience at King's College London and lead author of the study, said: "Our findings emphasise that there is a complex interplay between genetic, epigenetic, and environmental factors that influence microglial responses in Alzheimer's disease. We found remarkable differences when comparing microglia expressing different isoforms of the same gene. Our research suggests that microglia expressing the risk-increasing APOE4 variant are not as effective at mounting protective microglial functions, including cell migration, phagocytosis and anti-inflammatory signalling. This underscores the need for targeted interventions based on APOE genotype."
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How brain stimulation alleviates symptoms of Parkinson's disease | ScienceDaily
Researchers are investigating the mechanisms and identifying new areas of the brain that can benefit patients when stimulated.


						
Persons with Parkinson's disease increasingly lose their mobility over time and are eventually unable to walk. Hope for these patients rests on deep brain stimulation, also known as a brain pacemaker. In a current study, researchers at Ruhr University Bochum and Philipps-Universitat Marburg, Germany, investigated whether and how stimulation of a certain region of the brain can have a positive impact on ambulatory ability and provide patients with higher quality of life. To do this, the researchers used a technique in which the nerve cells are activated and deactivated via light. Their report appeared in the journal Scientific Reports on April 12, 2025.

Improving ambulatory ability

If medication is no longer sufficient in alleviating restricted mobility in the advanced stage of Parkinson's disease, one alternative is deep brain stimulation. An electrical pulse emitter is implanted within the brain, such as in the subthalamic nucleus, which is functionally part of the basal ganglia system.

The group under Dr. Liana Melo-Thomas from Philipps-Universitat Marburg was able to show in previous studies on rats that stimulation of the inferior colliculus -- chiefly known for processing auditory input -- can be used to overcome mobility restrictions. "There are indications that stimulation of this region of the brain leads to activation of the mesencephalic locomotor region, or MLR," says Melo-Thomas.

Interestingly, the colliculus inferior -- unlike the basal ganglia -- is not affected by Parkinson's disease. However, the research group under Melo-Thomas discovered that its stimulation activates alternative motor pathways and can improve patients' mobility.

The current study aimed to further investigate this activating influence of the inferior colliculus on the MLR. "We suspected that this would have a positive effect on ambulatory ability," says Melo-Thomas.




Optically influencing nerve cells

The Marburg group led by Professor Rainer Schwarting sought support by Dr. Wolfgang Kruse from the Department of General Zoology and Neurobiology at Ruhr University Bochum. The team in Bochum led by Professor Stefan Herlitze played a significant role in co-developing the methods of optogenetics.

While doing so, the researchers ensure that the nerve cells of genetically modified test animals produce a light-sensitive protein in interesting regions of the brain. Light that reaches these nerve cells via small, implanted optical fibers allows the researchers to activate or inhibit them specifically. "This method is thus much more precise than electrical stimulation, which always affects the area around the cells as well," says Kruse.

For the first time, the effect of the stimulation was directly documented with electrophysiological measurements of neuronal activity in the target structures. A multi-electrode system originally developed at Philipps-Universitat Marburg was used for this purpose. By combining these methods, the researchers were able to directly understand the effect of the stimulation. Parallel measurement with up to four electrodes is also highly efficient, allowing minimization of the number of animals used. Behavioral effects that can be triggered by the stimulation were monitored in conscious animals.

Stimulation of the inferior colliculus provides the desired effect

Optogenetic stimulation in the inferior colliculus predominantly triggered the expected increase in neuronal activity within it. "Simultaneous measurements in the deeper MLR region showed increased activity in the majority of cells, although nearly one quarter of the cells were inhibited by the additional activity in the inferior colliculus," reports Kruse. The activation of individual nerve cells occurred with an average delay of 4.7 milliseconds, indicating a functional synaptic interconnection between the inferior colliculus and MLR.

Foundations for new types of therapy

Investigating circuits outside of the basal ganglia that are affected by Parkinson's disease is a promising step in the search for a new therapeutic approach to alleviating motor deficits resulting from the disease. Such is the case with the connection between the inferior colliculus and the MLR that was investigated for this study.

"Even if the path toward new therapeutic approaches to alleviating the symptoms of Parkinson's disease still appears long, such foundational research is immensely important," emphasizes Kruse. The exact mechanisms that lead to the observed relief of symptoms with deep brain stimulation in the basal ganglia are not fully understood. Further investigation of the underlying interconnections may provide new insight that could optimize therapy in the long term.
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Discovery offers new insights into skin healing in salmon | ScienceDaily
University of Stirling scientists have discovered cells in the skin of Atlantic salmon that offer new insights into how wounds heal, tissues regenerate, and cellular transitions support long-term skin health.


						
By understanding how skin cells remodel and heal tissue, researchers hope to develop new strategies to enhance tissue integrity and reduce non healing wounds, potentially improving salmon farming mortality rates.

Research led by Dr Rose Ruiz Daniels of the University's Institute of Aquaculture uncovered the previously unknown population of stem cells.

Published in BMC Biology, the study, Transcriptomic Characterization of Transitioning Cell Types in the Skin of Atlantic Salmon, reveals that fibroblast-like stem cells -- known as mesenchymal stromal cells (MSCs) -- play a central role in the remodelling phase of wound healing, which is critical for restoring skin integrity following injury.

Using advanced cell profiling technologies -- single-nucleus RNA sequencing and spatial transcriptomics -- the researchers profiled skin cells during a wound healing time course.

Dr Rose Ruiz Daniels said: "We found MSCs at both the wound site and in intact skin, suggesting these adult stem cells are a stable and functional part of salmon skin, and likely to be involved in maintaining its barrier and structural properties.

"These cells become more transcriptionally active during the remodelling stage of healing and show signs of differentiating into multiple tissue types including bone and fat.




"This hints at a broader regenerative capacity in fish skin than previously understood, potentially linking repair processes in the skin to those in deeper tissues like muscle, scales, and connective tissue."

1200x630 Dr Rose Ruiz Daniels. University of Stirling Dr Rose Ruiz Daniels

MSC-like cells are well characterised in mammals, but this study suggests that in teleost fish such as salmon, these cells may retain higher pluripotency -- or stemness -- meaning they can take on a wider range of regenerative roles.

This raises the possibility that fish skin regeneration may operate through more flexible cellular pathways than in terrestrial vertebrates. The study also maps the spatial niches of various MSC subclusters, laying the groundwork for future studies aimed at manipulating these cells to improve tissue repair, resilience, and overall fish health.

Dr Ruiz Daniels added: "These findings have potentially far-reaching implications for aquaculture. Barrier tissue health, particularly of the skin and gills, is a major challenge in Atlantic salmon farming and a leading cause of mortality in sea cages.

"There is an urgent need for innovative biotechnological approaches to enhance fish health, as aquaculture also faces mounting challenges from climate change, including heightened disease risks and increased thermal uncertainties.

"By understanding how skin cells remodel and heal tissue, we hope to develop new strategies to enhance tissue integrity and reduce non healing wounds at barrier tissues."

This study is a collaborative effort across institutions including the University of Stirling, the Roslin Institute, Nofima, and the University of Prince Edward Island.

Co-authors include Dr Sarah Salisbury, Dr Diego Robledo, Dr Lene Sveen, Dr Paula Rodriguez Villamayor, Professor Nick Robinson, Professor Ross Houston, Professor James Bron, Dr Sean Monaghan, Professor Mark Fast, Marianne Vaadal, Professor Aleksei Krasnov, Dr Torstein Tengs, Dr Carolina Penaloza Navarro, and Dr Maeve Ballantyne.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250527124317.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How you handle your home life can boost work performance, shows new study | ScienceDaily
A new study shows that people who proactively reorganise their family routines -- such as adjusting childcare schedules or redistributing domestic responsibilities -- are more likely to demonstrate adaptability and innovation at work.


						
Researchers found that employees who take initiative at home carry the momentum into their professional lives, becoming more resilient and forward-thinking.

The study, published in the Journal of Occupational and Organizational Psychology, was led by the University of Bath's School of Management. Over a period of six weeks researchers followed 147 full-time, dual-income heterosexual couples with children in the US to explore how home life influences work performance.

"Sometimes family life can feel like survival mode," said Professor Yasin Rofcanin from the University of Bath's Future of Work research centre. "But when people proactively and deliberately make changes -- whether to childcare routines, to care of older relatives, or how domestic tasks are shared -- they feel more capable and in control. That confidence can carry over into their work, helping them become more creative and adaptable."

Examples of these home-based changes include implementing shared calendars to coordinate busy schedules, rotating school pick-up duties, setting up new systems for eldercare, or introducing structured family planning sessions to resolve conflicts and set goals together. These small but intentional adjustments in home life reflect what researchers call 'strategic renewal'.

Other examples of strategic renewal at home include redesigning living spaces to better support remote work, setting up quiet zones for focused tasks, or establishing tech-free periods to improve family connection.

Dr Siqi Wang, co-author from Aston Business School said: "Couples might hold regular 'household check-ins' to reassign chores, revisit priorities, or coordinate weekly plans. These kinds of deliberate, future-oriented adjustments enable families to respond flexibly to changing demands to build confidence, reduce stress, and enhance overall functioning at home and at work."

The researchers emphasise that creativity is essential not only in the workplace but also within family systems, where individuals must continually adapt to shifting responsibilities and external demands.




A family environment that fosters openness, collaboration, and experimentation -- what the researchers refer to as family creativity -- can significantly enhance this adaptability, making proactive efforts more likely to have a positive impact on the individual, carrying over to improved performance and resilience at work.

Professor Rofcanin said: "As hybrid and flexible work models become the norm, the boundaries between home and work continue to blur. It's important that employers recognise how home dynamics influence workplace performance. Supporting employees both at work and home can lead to a more engaged and innovative workforce."

The study suggests that employers can amplify these benefits by investing in leadership development programmes that include training on work-family dynamics. Coaching, constructive feedback, and flexible working arrangements can further build employees' confidence and problem-solving skills.

Additional support -- such as wellness programmes, counselling services, family care assistance, and leisure incentives -- can also play a key role in fostering a productive and creative workforce.

Previous research from the same team has shown that supportive interactions with co-workers can positively influence home life, benefiting partners and enhancing creativity at work.

The research team included collaborators from IESE Business School (Spain), ESE Business School (Chile), the University of the West of England and UBI Business School (Belgium).
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Unconditional cash transfers following childbirth increases breastfeeding | ScienceDaily
The U.S. is facing a maternal health crisis with higher rates of maternal mortality than any other high-income country. Social and economic factors, including income, are recognized determinants of maternal morbidity and mortality. In addition, more than half of pregnancy-related deaths (deaths occurring during pregnancy or within one year after delivery) occur in the postpartum year.


						
In what is believed to be the first review to summarize evidence on the effect of unconditional cash transfers (UCTs) on postpartum health outcomes in the U.S., researchers have found strong evidence that UCTs increase breastfeeding rates and result in little to no difference in postpartum mood.

"UCTs provide low-income parents with the ability to cover expensive costs following childbirth which can ease financial strain and allow more time to rest and bond with their baby. Healthier parents and children mean fewer hospital visits, better child development, and stronger families -- all of which can save the public money in the long run and build healthier, thriving communities," explained first author Sahar Choudhry, MPH, operations manager of StreetCred, a medical-financial partnership at Boston Medical Center. The senior and corresponding author is Mara Murray Horwitz MD, MPH, assistant professor of medicine at Boston University Chobanian & Avedisian School of Medicine and a primary care physician at Boston Medical Center.

The researchers reviewed research articles to see how different types of UCT programs affect postpartum (0 to 2 years after delivery) health outcomes in the U.S. Types of UCTs included social programs such as tax credits, disability benefits from Social Security, and direct cash transfers. After finding all eligible articles, they conducted a dual data extraction, followed by a study quality and strength of evidence assessment for each eligible article. Ultimately, they found 11 reports from six studies. Four of these studies analyzed three social programs, and two were experiments that gave cash directly to low-income people after giving birth.

Based on their review, the researchers concluded that UCTs increased breastfeeding across a variety of different settings and populations. Breastfeeding can improve maternal health in many ways, such as lowering the risks of future high blood pressure, diabetes, breast cancer, and ovarian cancer. "Future studies should examine more closely the mechanisms by which UCTs increase breastfeeding, and any other factors that play into it such as work or childcare, so that interventions can be designed for maximum impact," adds Choudhry.

Additionally, the review found that UCTs of different types (e.g., tax credits, disability benefits, and direct cash transfers), all administered to people with low incomes, resulted in little to no difference in postpartum mood (namely depressive symptoms). Some of the authors of those analyses suggested that the UCTs were not large enough, or were not studied for a sufficient amount of time, to truly understand their impact on maternal depression.

Finally, this review highlights the lack of postpartum outcome data collected after UCTs. The researchers recommend that UCT programs collect data on a wider set of postpartum outcomes, especially those associated with delivery complications, mental health, and heart disease. They also highlight the need for increased collaboration between social scientists and clinicians in designing effective interventions to guide public health policy and maternal health outcomes.

These findings appear online in the Annals of Internal Medicine.
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Why after 2000 years we still don't know how tickling works | ScienceDaily
How come you can't tickle yourself? And why can some people handle tickling perfectly fine while others scream their heads off? Neuroscientist Konstantina Kilteni from the Donders Institute argues in a scientific article published on 23 May that we should take tickle research more seriously. She researches these questions in her tickle lab at Radboud University.


						
Socrates wondered 2,000 years ago, and Charles Darwin also racked his brains: what is a tickle, and why are we so sensitive to tickling? 'Tickling is relatively under-researched,' says neuroscientist Konstantina Kilteni. She argues that tickling is a very interesting subject for research. 'It is a complex interplay of motor, social, neurological, developmental and evolutionary aspects. If we know how tickling works at the brain level, it could provide a lot of insight into other topics in neuroscience. Tickling can strengthen the bond between parents and children, for instance, and we usually tickle our babies and children. But how does the brain process ticklish stimuli and what is the relationship with the development of the nervous system? By investigating this, you can learn more about brain development in children.'

Research also shows that people with autism spectrum disorder, for example, perceive touches as more ticklish than people without autism spectrum disorder. Investigating this difference could provide insight into differences in the brains of people with autism spectrum disorder and people without and could help with getting knowledge about autism.

'But we also know that apes such as bonobos and gorillas respond to ticklish touches, and even rats have been observed being so. From an evolutionary perspective, what is the purpose of tickling? What do we get out of it?'

The fact that you cannot tickle yourself is also interesting from a scientific point of view: 'Apparently, our brain distinguishes ourselves from others, and because we know when and where we are going to tickle ourselves, the brain can switch off the tickling reflex in advance. But we don't know what exactly happens in our brain when we are tickled.'

Tickling or tickling

Kilteni argues that these questions have not yet been answered because it has not been clearly defined what tickling actually is within the scientific community -- there is a difference between when you tickle someone hard someone on the armpits, for instance, with your hands and tickling someone's back lightly with a feather. The first sensation is understudied while we know much more for the second feather-like stimulation. It is also difficult to compare between existing studies: when someone is tickled by another person, it is difficult to replicate that form of tickling exactly with another test subject.

Tickling lab

Kilteni has a tickling lab for this very purpose: it contains a chair with a plate with two holes in it. You put your feet through the holes and then a mechanical stick tickles your footsoles. That way, every tickle experiment is the same. The neuroscientist records exactly what happens in your brain and also immediately checks all other physical reactions, such as heart rate, sweating, breathing, or laughter and screaming reactions. 'By incorporating this method of tickling into a proper experiment, we can take tickling research seriously. Not only will we be able to truly understand tickling, but also our brains.'
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Emotional responses crucial to attitudes about self-driving cars | ScienceDaily
When it comes to public attitudes toward using self-driving cars, understanding how the vehicles work is important -- but so are less obvious characteristics like feelings of excitement or pleasure and a belief in technology's social benefits.


						
Those are key insights of a new study from researchers at Washington State University, who are examining attitudes toward self-driving cars as the technology creeps toward the commercial market -- and as questions persist about whether people will readily adopt them.

The study, published in the journal Transportation Research, surveyed 323 people on their perceptions of autonomous vehicles. Researchers found that considerations such as how much people understand and trust the cars are important in determining whether they would eventually choose to use them.

"But in addition, we found that some of the non-functional aspects of autonomous vehicles are also very important," said Wei Peng, an assistant professor in the Edward R. Murrow College of Communication at WSU.

These included the emotional value associated with using the cars, such as feelings of excitement, enjoyment or novelty; beliefs about the broader impact on society; and curiosity about learning how the technology works and its potential role in the future, Peng said.

In addition, they found that respondents would want to give the technology a test drive before adopting it.

"This is not something where you watch the news and say, 'I want to buy it or I want to use it,'" Peng said. "People want to try it first."

The new paper is the latest research on the subject from Peng and doctoral student Kathryn Robinson-Tay. In a paper published in 2023, they examined whether people believed the vehicles were safe, finding that simply knowing more about how the cars work did not improve perceptions about risk -- people needed to have more trust in them, too.




The new study examined the next step in the decision-making chain: What would motivate people to actually use an autonomous vehicle?

Answering that question is important as the technology moves toward becoming a reality on the roads. Already, carmakers are adding autonomous features to models, and self-driving taxis have begun operating in a handful of U.S, cities, such as Phoenix, San Francisco and Los Angeles. Fully self-driving vehicles could become available by 2035.

It is estimated they could prevent 90% of accidents while improving mobility for people with limited access to transportation. However, achieving those benefits would require widespread, rapid adoption -- a big hurdle given that public attitudes toward the cars have been persistently negative and the rollout of "robotaxies" have been bumpy, with some high-profile accidents and recalls. In a national survey by AAA released in February, 60 percent of respondents said they were afraid to use the cars.

Widespread adoption would be crucial because roadways shared by self-driving and human-driven cars may not bring about safety improvements, in part because self-drivers may not be able to predict and respond to unpredictable human drivers.

One surprise in the study is that respondents did not trust vehicles more when they discovered they were easy to use -- which opens a new question for future research: "What is it about thinking the car is easy to use that makes people trust it less?" Robinson-Tay asked.

Attitudes about self-driving cars depend heavily on individual circumstances, and can be nuanced in surprising ways. For example, those with a strong "car-authority identity" -- a personal investment in driving and displaying knowledge about automobiles -- and more knowledge about self-driving cars were more likely to believe the cars would be easy to use.




But respondents with more knowledge were less likely to view the cars as useful -- a separate variable from ease of use.

Other considerations also play a role. Those who can't drive due to disability or other reasons may have a stronger motivation to use them, as might drivers with significant concerns about heavy traffic or driving in inclement weather.

"If I really worry about snowy weather, like we experience in Pullman in winter, is it going to help?" Peng said. "If I really worry about weather, I might get a car like that if it would help me steer clear of dangerous weather conditions."
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Timely initiation of statin therapy for diabetes shown to dramatically reduce risk of heart attack and stroke | ScienceDaily
Taking a statin medication is an effective, safe, and low-cost way to lower cholesterol and reduce risk of cardiovascular events. Despite clinicians recommending that many patients with diabetes take statins, nearly one-fifth of them opt to delay treatment. In a new study, researchers from Mass General Brigham found that patients who started statin therapy right away reduced the rate of heart attack and stroke by one third compared to those who chose to delay taking the medication. The results, which can help guide decision-making conversations between clinicians and their patients, are published in the Journal of the American Heart Association


						
"I see patients with diabetes on a regular basis, and I recommend statin therapy to everyone who is eligible," said senior author Alexander Turchin, MD, MS, of the Division of Endocrinology at Brigham and Women's Hospital, a founding member of the Mass General Brigham healthcare system. "Some people refuse because they want to first try lifestyle interventions or other drugs. But other interventions are not as effective at lowering cholesterol as starting statin therapy as soon as possible. Time is of the essence for your heart and brain health."

Heart attacks and strokes remain the leading cause of complications and mortality for patients with diabetes. Statin therapy reduces risk of these cardiovascular events by preventing plaque buildup in the blood vessels, which, once accumulated, prevents delivery of oxygen and essential nutrients to the heart and brain.

The researchers used an artificial intelligence method called Natural Language Processing to gather data from the electronic health records of 7,239 patients at Mass General Brigham who ultimately started statin therapy during the nearly 20-year study period. The median patient age was 55, with 51% being women, 57% white, and the median HbA1c -- a measure of blood sugar -- being 6.9.

Nearly one-fifth (17.7%) of the patients in the study declined statin therapy when it was first recommended by their clinicians, then later accepted the therapy (after a median of 1.5 years) upon repeated recommendation by their clinician. Of those who delayed, 8.5% had a heart attack or stroke. But for patients who started statins immediately, the rate of those cardiovascular events was just 6.4%.

"Clinicians should recognize the increased cardiovascular risk associated with delaying statin therapy for patients with diabetes and use this information to guide shared decision-making conversations with their patients," said Turchin.

Martin reported personal consulting fees from Amgen, AstraZeneca, BMS, Chroma, Kaneka, Merck, New Amsterdam, Novartis, Novo Nordisk, Premier, and Sanofi, as well as grant support from Merck. Turchin reported receiving grants from Eli Lilly and personal fees from Novo Nordisk and Proteomics International.
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Newly discovered 'molecular fingerprints' could transform diabetes treatment and diagnosis | ScienceDaily
Scientists have unearthed surprising details about how our bodies handle insulin -- the hormone that plays a crucial role in regulating blood sugar and developing diabetes.


						
The discovery could lead to better treatment of type 2 diabetes and earlier diagnosis, potentially even before the disease develops.

In a new paper in the scientific journal Cell, researchers from the University of Copenhagen found that all individuals have unique and varying degrees of insulin resistance at the molecular level.

The discovery of this 'molecular fingerprint' for insulin sensitivity challenges the traditional binary classification of people as being either healthy or living with type 2 diabetes.

"We found huge variation in insulin sensitivity, even among people considered healthy and among those diagnosed with type 2 diabetes. There are even some individuals living with type 2 diabetes who respond better to insulin than healthy individuals. Our study highlights the need to move beyond separating people into two boxes and recognize individual variation," says Associate Professor Atul Deshmukh from the Novo Nordisk Foundation Center for Basic Metabolic Research, CBMR, at the University of Copenhagen.

He is one of the senior authors of the research that was carried out in collaboration with Karolinska Institutet in Sweden and Steno Diabetes Center in Denmark.

Better diagnosis and treatment 

The breakthrough was made using cutting-edge protein analysis, known as proteomics, to study how insulin affects muscle tissue. This approach enabled the team to map molecular changes in muscle biopsies from over 120 individuals.




Their analyses revealed that certain proteins change consistently as insulin resistance develops. These molecular signatures could help identify people at risk earlier than current clinical methods allow -- even before symptoms appear.

"By learning more about the molecular signatures of insulin resistance, we're building the foundation for precision medicine in type 2 diabetes tailored to each patient. Our research is a big step in that direction," adds Anna Krook, Professor at Karolinska Institutet and co-lead author of the study.

In addition, the researchers were able to use these molecular fingerprints to precisely predict how well the body handles insulin.

"When we combine this deep, clinical data with the molecular signatures of insulin resistance, we suddenly understand a lot more about people's insulin resistance that we can use to design precision medicine," says Jeppe Kjaergaard Northcote, first author of the study and researcher at CBMR.
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Weight loss linked to nerve cells in the brain | ScienceDaily
A specific group of nerve cells in the brain stem appears to control how semaglutide affects appetite and weight -- without causing nausea. The discovery, made at the University of Gothenburg, could pave the way for better drugs to treat obesity.


						
Semaglutide belongs to a group of drugs called GLP-1R agonists and has been shown to effectively reduce food intake and body weight. The drug is already well established as part of the treatment for obesity and type 2 diabetes, but can cause side effects such as nausea and muscle loss.

In a new study, researchers at the Sahlgrenska Academy at the University of Gothenburg have shown that it is possible to distinguish the nerve cells in the brain that control the beneficial effects -- such as reduced food intake and fat loss -- from those that contribute to side effects. The study is published in the journal Cell Metabolism.

Activated nerve cells

To investigate how semaglutide affects the brain, the researchers worked with mice. They tracked which nerve cells were activated by the drug and were then able to stimulate these cells -- without administering the drug itself.

The result was that the mice ate less and lost weight, just as they did when treated with semaglutide. When these nerve cells were killed, the drug's effect on appetite and fat loss instead decreased significantly. However, side effects such as nausea and muscle loss remained.

"This suggests that these nerve cells control the beneficial effects of semaglutide. We have therefore identified a specific group of nerve cells that is necessary for the effects that semaglutide has on weight and appetite, but which does not appear to contribute to any significant extent to side effects such as nausea. If we can target the treatment there, we may be able to maintain the positive effects while reducing side effects," says Julia Teixidor-Deulofeu, first author of the study and PhD student at Sahlgrenska Academy at the University of Gothenburg.

The effect in the brain

The identified nerve cells are located in an area of the brain called the dorsal vagal complex. For the researchers, the result is not only an early step toward potentially improved treatment, it also provides new knowledge about how semaglutide works in the brain. The study also provides deeper insight into how the brain stem regulates our energy balance.

"Semaglutide and other GLP-1R agonists are currently being prescribed to more and more people and are also being investigated for other potential indications such as substance use disorders and neurodegenerative diseases. It is important to understand how these drugs actually work. The better we understand this, the greater the opportunity we have to improve them," says Linda Engstrom Ruud, researcher and supervisor to PhD students Julia Teixidor-Deulofeu and Sebastian Blid Skoldheden, who both worked on the project.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250527124029.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Assembly instructions for enzymes | ScienceDaily
In biology, enzymes have evolved over millions of years to drive chemical reactions. Scientists from the Max Planck Institute for Dynamics and Self-Organization (MPI-DS) now derived universal rules to enable the de novo design of optimal enzymes. As an example, they considered the enzymatic reaction of breaking a dimer into two monomer molecules. Considering the geometry of such an enzyme-substrate-complex, they identified three golden rules that should be considered to build a functional enzyme.


						
First, the interface of both enzyme and molecule should be located at their respective smaller end. This way, a strong coupling between both of them can be achieved. For the same reason, the conformational change in the enzyme should not be smaller than in the reaction. Finally, the conformational change of the enzyme has to take place fast enough to maximize the chemical driving force of the reaction.

"We built our research on two main pillars," Ramin Golestanian, director of MPI-DS describes the approach. "Conservation of momentum and coupling between the reaction coordinates," he continues. Thus, the researchers expanded the view of a classical 2-dimensional reaction coordinate. Typically, models for enzymatic reactions define an energy barrier that has to be overcome in order for the reaction to take place.

"As in our model we also consider the enzyme dynamics and coupling, we go beyond this existing concept, considering two reaction coordinates," say Michalis Chatzittofi, first author of the study. "Instead of overcoming an energy barrier, one can now imagine alternative ways to bypass it by taking alternative routes," he concludes.

These results provide a new basis for the design of molecular machines, avoiding the tedious and technically challenging approach to simulate the dynamics of each atom individually.
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A dental floss that can measure stress | ScienceDaily
Chronic stress can lead to increased blood pressure and cardiovascular disease, decreased immune function, depression, and anxiety. Unfortunately, the tools we use to monitor stress are often imprecise or expensive, relying on self-reporting questionnaires and psychiatric evaluations.


						
Now a Tufts interdisciplinary engineer and his team have devised a simple device using specially designed floss that can easily and accurately measure cortisol, a stress hormone, in real time.

"It started in a collaboration with several departments across Tufts, examining how stress and other cognitive states affect problem solving and learning," said Sameer Sonkusale, professor of electrical and computer engineering. "We didn't want measurement to create an additional source of stress, so we thought, can we make a sensing device that becomes part of your day-to-day routine? Cortisol is a stress marker found in saliva, so flossing seemed like a natural fit to take a daily sample."

Their design of a saliva-sensing dental floss looks just like a common floss pick, with the string stretched across two prongs extending from a flat plastic handle, all about the size of your index finger. The saliva is picked up by capillary action through a very narrow channel in the floss. The fluid is drawn into the pick handle and an attached tab, where it spreads across electrodes that detect the cortisol.

Cortisol recognition on the electrodes is accomplished with a remarkable technology developed almost 30 years ago called electropolymerized molecularly imprinted polymers (eMIPs). They work similarly to the way you might make a plaster cast of your hand. A polymer is formed around a template molecule, in this case cortisol, which is later removed to leave behind binding sites. These sites have a physical and chemical shape "memory" of the target molecule so they can bind free-floating molecules that are coming in.

The eMIP molds are versatile, so one can create dental floss sensors that detect other molecules that can be found in saliva, such as estrogen for fertility tracking, glucose for diabetes monitoring, or markers for cancer. There is also potential for detecting multiple biomarkers in saliva at the same time, for more accurate monitoring of stress, cardiovascular disease, cancer, and other conditions.

"The eMIP approach is a game changer," said Sonkusale. "Biosensors have typically been developed using antibodies or other receptors that pick up the molecule of interest. Once a marker is found, a lot of work has to go into bioengineering the receiving molecule attached to the sensor. eMIP does not rely on a lot of investment in making antibodies or receptors. If you discover a new marker for stress or any other disease or condition, you can just create a polymer cast in a very short period of time."

Accuracy of the cortisol sensors is comparable to the best-performing sensors on the market or in development. Bringing this device into the home and in the hands of individuals without need for training will make it possible to fold stress monitoring into many aspects of health care. Currently Sonkusale and his colleagues are creating a startup to try and bring the product to market.




He points out that while the dental floss sensor is quantitatively highly accurate, the practice of tracking markers in saliva is best for monitoring, not for the initial diagnosis of a condition. That's in part because saliva markers can still have variations between individuals.

"For diagnostics, blood is still the gold standard, but once you are diagnosed and put on medication, if you need to track, say, a cardiovascular condition over time to see if your heart health is improving, then monitoring with the sensor can be easy and allows for timely interventions when needed," he says.

The new research, published in the journal ACS Applied Materials and Interfaces, adds to a number of thread-based sensor innovations by Sonkusale and his research team including sensors that can detect gases, metabolites in sweat, or movement when embedded in clothing and transistors that can be woven into flexible electronic devices.
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Daytime boosts immunity, scientists find | ScienceDaily
The immune system is regulated by a body clock and is more active during the day, scientists at Waipapa Taumata Rau, University of Auckland have discovered.


						
A breakthrough study, led by scientists at Waipapa Taumata Rau, University of Auckland, has uncovered how daylight can boost the immune system's ability to fight infections.

The team focused on the most abundant immune cells in our bodies, called 'neutrophils', which are a type of white blood cell. These cells move quickly to the site of an infection and kill invading bacteria.

The researchers used zebrafish, a small freshwater fish, as a model organism, because its genetic make-up is similar to ours and they can be bred to have transparent bodies, making it easy to observe biological processes in real time.

"In earlier studies, we had observed that immune responses peaked in the morning, during the fish's early active phase," says lead researcher Associate Professor Christopher Hall, from the Department of Molecular Medicine and Pathology.

"We think this represents an evolutionary response such that during daylight hours the host is more active so more likely to encounter bacterial infections," says Hall.

However, the scientists wanted to find out how the immune response was being synchronised with daylight.




With this new study, published in Science Immunology, and led by two doctoral researchers, neutrophils were found to possess a circadian clock that alerted them to daytime, and boosted their ability to kill bacteria.

Most of our cells have circadian clocks to tell them what time of day it is in the outside world, in order to regulate the body's activities. Light has the biggest influence on resetting these circadian clocks.

"Given that neutrophils are the first immune cells to be recruited to sites of inflammation, our discovery has very broad implications for therapeutic benefit in many inflammatory diseases," Hall says.

"This finding paves the way for development of drugs that target the circadian clock in neutrophils to boost their ability to fight infections."

The research was funded through the Royal Society of NZ's Marsden Fund.

Current research is now focussed on understanding the specific mechanisms by which light influences the neutrophil circadian clock.
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Experimental drug may benefit some patients with rare form of ALS | ScienceDaily
When Columbia neurologist and scientist Neil Shneider speaks to his ALS patients who volunteer for experimental therapies, he's unwaveringly honest. "Patients always ask me, "What can I hope to get out of this?" Shneider says. "And I always say, in most clinical trials, our hope is that we can slow the disease or maybe even halt progression."


						
So it was a big surprise when some of the patients treated with an experimental drug -- a therapy that emerged from Shneider's research efforts -- showed improvements.

"When testing new drugs for ALS, we do not expect to see clinical improvement," Shneider says. "What we've seen in one patient is really unprecedented functional recovery. It's surprising and deeply motivating for us, the ALS research community, but also the community of ALS patients."

Remarkable success stories

Data from 12 patients -- all treated with the novel therapy for a rare form of ALS caused by a genetic mutation in a gene called FUS -- were presented in a case series published by Shneider online in the Lancet. 

Though these gene mutations are responsible for only 1% to 2% of ALS cases, they cause some of the most aggressive forms of ALS that begin in adolescents and young adults. In patients with these mutations, toxic FUS proteins accumulate in the motor neurons that control the patient's muscles, eventually killing the neurons.

Two of the patients in the published case series showed a remarkable response to the experimental therapy, ulefnersen (previously known as jacifusen), developed by Shneider in collaboration with Ionis Pharmaceuticals.




One young woman, who has received injections of the therapy since late 2020, recovered the ability to walk unaided and to breathe without the use of a ventilator, both previously lost to ALS. She has lived longer with this disease than any other known patient with this juvenile-onset form of FUS ALS.

The second patient, a man in his mid-30s, was asymptomatic when he began treatment, but tests of electrical activity in his muscles indicated that symptoms would likely emerge soon. In three years of continuous treatment with the experimental drug, the man has yet to develop any symptoms of FUS-ALS and the abnormal electrical activity in his muscles has improved.

Overall, after six months of treatment, patients in the series experienced up to 83% decrease in a protein called neurofilament light, a biomarker of nerve damage.

"These responses show that if we intervene early enough and go after the right target at the right time in the course of disease, it's possible to not only slow disease progression, but actually reverse some of the functional losses," Shneider says. "It's also a wonderful example of precision medicine and therapeutic development based on science and an understanding of the biology of disease."

Though most of the other symptomatic patients in the series did not survive their aggressive disease, Shneider says "several apparently benefited from the treatment. The progression of their disease slowed, and they lived a longer life as a consequence."

The case series also showed that the drug is safe and well tolerated, with no serious adverse events related to the drug.

After seeing results from the first of these patients, Ionis Pharmaceuticals committed to sponsoring a global clinical trial of the drug, led by Shneider, which is now in progress.

"Now we are eagerly awaiting those results, which we hope will lead to the approval of ulefnersen," Shneider said.
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First vascularized model of stem cell islet cells | ScienceDaily
Researchers led by Maike Sander, Scientific Director of the Max Delbruck Center, have developed a vascularized organoid model of hormone secreting cells in the pancreas. The advance, published in Developmental Cell, promises to improve diabetes research and cell-based therapies.


						
An international team of researchers led by Max Delbruck Center Scientific Director Professor Maike Sander has for the first time developed an organoid model of human pluripotent stem cell-derived pancreatic islets (SC-islets) with integrated vasculature. Islets are cell clusters in the pancreas that house several different types of hormone-secreting cells, including insulin-producing beta cells. Researchers in the Sander lab at the University of California, San Diego, found that SC-islet organoids with blood vessels contained greater numbers of mature beta cells and secreted more insulin than their non-vascularized counterparts. The vascularized organoids more closely mimicked islet cells found in the body. The study was published in "Developmental Cell."

"Our results highlight the importance of a vascular network in supporting pancreatic islet cell function," says Sander. "This model brings us closer to replicating the natural environment of the pancreas, which is essential for studying diabetes and developing new treatments."

Engineering vascularized stem cell islets

SC-islet cell organoids -- mini-organs that mirror the insulin producing cell clusters outside the body -- are widely used to study diabetes and other pancreatic endocrine diseases. But beta cells in these organoids are typically immature, making them suboptimal models for the in-vivo environment, says Sander. Although several approaches have been developed to promote beta cell maturation, their effects have been modest, she adds.

To better mimic the in-vivo environment, the researchers added human endothelial cells, which line blood vessels, and fibroblasts, cells that help form connective tissue, to islet organoids grown from stem cells. The team experimented with different cell culture media until they found a cocktail that worked. The cells not only survived, but matured and grew a network of tube-like blood vessels that engulfed and penetrated the SC-islets.

"Our breakthrough was devising the recipe," Sander says. "It took five years of experimenting with various conditions, involving a dedicated team of stem cell biologists and bioengineers."

Vascularized stem cell islet organoids are more mature




When the researchers compared vascularized organoids to non-vascularized organoids, they found the former secreted more insulin when exposed to high levels of glucose. "Immature beta cells don't respond well to glucose. This told us that the vascularized model contained more mature cells," says Sander.

The researchers next wanted to explore how specifically vasculature helps organoids to mature. They found two key mechanisms: Endothelial cells and fibroblasts help build the extracellular matrix -- a web of proteins and carbohydrates at cell surfaces. The formation of the matrix itself is a cue that signals cells to mature. Secondly, endothelial cells secrete Bone Morphogenetic Protein (BMP), which in turn stimulates beta cells to mature.

Recognizing that mechanical forces also stimulate insulin secretion, the team then integrated the organoids into microfluidic devices, allowing nutrient medium to be pumped directly through their vascular networks. They found that the proportion of mature beta cells increased even further.

"We found a gradient," says Sander. "Non-vascularized organoids had the most immature cells, a greater proportion matured with vascularization, and even more matured by adding nutrient flow through blood vessels. A human cell model of pancreatic islets that closely replicates in-vivo physiology opens up novel avenues for investigating the underlying mechanisms of diabetes," she adds.

In a final step, the researchers showed that vascularized SC-islets also secrete more insulin in-vivo. Diabetic mice grafted with non-vascularized SC-islets fared poorly compared to those grafted with vascularized SC-islet cells, with some mice showing no signs of the disease at 19-weeks post-transplant. The research supports other studies that have shown that pre-vascularization improves the function of transplanted SC-islets.

A better model to study Type 1 diabetes

Sander now plans to use vascularized SC-islet organoid models to study Type-1 diabetes, which is caused by immune cells attacking and destroying beta cells in the pancreas -- in contrast to Type-2 in which the pancreas produces less insulin over time and the body's cells become resistant to the effects of insulin.

She and her team at the Max Delbruck Center are growing vascularized organoids from the cells of patients with Type-1 diabetes. They are transferring the organoids onto microfluidic chips and adding patients' immune cells. "We want to understand how the immune cells destroy beta cells," Sander explains. "Our approach provides a more realistic model of islet cell function and could help develop better treatments in the future."
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New ketamine study promises extended relief for depression | ScienceDaily
Roughly 10 percent of the U.S. population is afflicted with major depressive disorder at any given time, and up to 20 percent will exhibit MDD symptoms over their lifetimes.


						
Yet despite its prevalence, methods to treat MDD often fall short for a not-insignificant portion of the population. Antidepressants -- the standard of treatment -- don't work for 30 percent with MDD.

When infused at a low dose ketamine shows remarkable efficacy as a rapidly acting antidepressant, with effects observed within hours even in patients who have been resistant to other antidepressant treatments. However, consistent infusions of ketamine are needed to maintain symptoms at bay, which could result in side effects, such as dissociative behaviors and the possibility of addiction, and stopping treatment can result in relapse.

In a new study published in Science, Lisa Monteggia's and Ege Kavalali's labs show that it is feasible to substantially extend the efficacy of a single dose of ketamine from its current duration of up to a week to a longer period of up to two months.

"The premise of this study, which was led by Zhenzhong Ma, a fantastic research assistant professor, was based on a testable mechanistic model that we developed that accounts for ketamine's rapid antidepressant action," Monteggia said. Monteggia holds the Lee E. Limbird Chair in Pharmacology and is the Barlow Family Director of the Vanderbilt Brain Institute.

Previously, researchers in the field had determined that ketamine's antidepressant effect requires the activation of a key signaling pathway called ERK, but only ketamine's long-term effects -- not its rapid effects -- are abolished when ERK is inhibited. As a fast-acting antidepressant, ketamine relies on ERK-dependent synaptic plasticity to produce its rapid behavioral effects. Ma and colleagues hypothesized that they could maintain ketamine's effects for longer periods by enhancing ERK activity.

In the recent paper, Ma discovered that ketamine's antidepressant effects could be sustained for up to two months by using a drug called BCI, which inhibits a protein phosphatase and results in increased ERK activity. By inhibiting the phosphatase, the authors retained ERK's activity and augmented the synaptic plasticity that drives ketamine's prolonged antidepressant effects.

Although the use of BCI make the application of these results to the clinic difficult, Monteggia said that the results provide a proof of principle that ketamine's antidepressant action can be sustained by targeting intracellular signaling. She and Kavalali, the William Stokes Professor of Experimental Therapeutics and the chair of the Department of Pharmacology, have worked on the project since its inception and hope that it fosters other studies looking to identify specific molecules that will enhance and sustain the action of a single dose of ketamine.

Ultimately, this work will be a steppingstone toward improving MDD patients' lives by reducing the burden of treatment.

Graduate student Natalie Guzikowski and postdoctoral fellow Ji-Woon Kim were coauthors on the study.
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New tools to treat retinal degenerations at advanced stages of disease | ScienceDaily
Inherited retinal degenerations (IRDs) are a group of genetic disorders that lead to progressive vision loss as the light-sensing cells of the eye -- the photoreceptors -- die due to mutations in genes needed for their function and survival.


						
Gene therapy has emerged as a promising approach, replacing or supplementing defective genes to preserve or restore vision. Yet, most existing gene therapy strategies have been developed and tested in early disease stages -- leaving a major gap in treating patients diagnosed after significant retinal damage has already occurred.

Now, in a study published in Molecular Therapy, researchers from the Division of Experimental Retinal Therapies at the University of Pennsylvania's School of Veterinary Medicine (Penn Vet) and their collaborators have developed a powerful new toolkit to help close that gap.

Led by Penn Vet's Raghavi Sudharsan, an assistant professor of experimental ophthalmology, and William A. Beltran, the Corinne R. Henry Bower Endowed Professor of Ophthalmology, the team developed four novel photoreceptor-specific promoters. These "short segments of DNA act as molecular 'switches' to turn on the therapeutic gene in target cells, driving strong and specific gene expression in rod and cone photoreceptors even in mid-to-late stages of disease," explains Sudharsan, the lead author on the paper.

"Most currently-used promoters have been tested only in healthy animal models, and their performance often declines when the retina degenerates," continues Sudharsan. "In contrast," she says, "the newly developed promoters were selected based on their ability to turn on gene activity in retinas that had already lost more than half of their photoreceptors -- making them more relevant for the stages of disease at which patients are frequently diagnosed." In head-to-head comparisons, the new promoters outperformed the widely used GRK1 promoter in both expression strength and specificity.

"This study addresses one of the biggest hurdles in IRD treatment: how to deliver effective gene therapy after a large portion of the retina has already degenerated," says Sudharsan. "We were particularly excited by the performance of the GNGT2-based promoters, which showed strong expression in both rods and cones, even at advanced disease stages. And their small size -- under 850 base pairs -- makes them ideal for [adeno-associated virus] AAV packaging, unlike some conventional cone promoters that are significantly larger."

The team also emphasized that the high specificity of these promoters for photoreceptors may help limit off-target effects and reduce potential immune responses -- important considerations for safety and long-term efficacy.




The investigators used a combination of transcriptomic analysis, in silico modeling, and in vivo screening in large-animal models to identify a suite of novel, short promoters that remain active in degenerating photoreceptors. These include promoters derived from the GNGT2, IMPG2, and PDE6H genes, which demonstrated strong, cell-specific expression when delivered via AAVs into the retinas of canine models mimicking human IRDs.

"These findings highlight the importance of testing promoters in clinically relevant models and at appropriate disease stages, something that unfortunately cannot be established in cell cultures or retinal organoids," says senior author William A. Beltran, who directs the Division of Experimental Retinal Therapies. "They lay the foundation for a new generation of gene therapies that are more potent, precise, and responsive to the real-world clinical needs of patients with inherited retinal degenerations, whether people or animals."

A provisional patent on the promoter technology has been filed by the University of Pennsylvania.

William Beltran is the Corinne R. and Henry Bower Endowed Professor of Ophthalmology and Director of the Division of Experimental Retinal Therapies in the Department of Clinical Sciences & Advanced Medicine at the School of Veterinary Medicine of the University of Pennsylvania.

Raghavi Sudharsan is a research assistant professor of experimental ophthalmology in the Department of Clinical Sciences & Advanced Medicine at Penn Vet.

Other authors are Gustavo D. Aguirre, Aditi Ahuja, Natalia Dolgova, Valerie L. Dufour, Jennifer Kwok, Leonardo Murgiano, Yu Sato, and Svetlana Savina of Penn Vet and Leah C. Byrne and Morgan Sedorovitz of the University of Pittsburgh School of Medicine.

This work was supported by NIH grants RO1-EY006855, RO1-EY017549, RO1-EY033049, and P30-EY001583, the Foundation Fighting Blindness, and the University of Pennsylvania (Beltran).
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Brain drain? More like brain gain: How high-skilled emigration boosts global prosperity | ScienceDaily
As the national debate intensifies around immigration, a new study from the University of California School of Global Policy and Strategy is challenging conventional wisdom about "brain drain" -- the idea that when skilled workers emigrate from developing countries, their home economies suffer.


						
Published in Science, the paper reveals high-skilled emigration from developing countries may actually boost economic development, human capital and innovation in migrants' countries of origin.

With the U.S. undergoing sweeping immigration policy shifts -- which include tighter work visa rules, student visa restrictions and return migration barriers -- the new research highlights how these changes will reverberate through the U.S. labor market and economies around the world.

"Global prosperity rises when countries have access to U.S. labor markets," said Gaurav Khanna, study coauthor and associate professor at the UC San Diego School of Global Policy and Strategy. "And the U.S. benefits when it continues to attract the best global talent -- whether it's tech innovators or trained nurses. But if we shut the door, we risk losing those global gains."

Migration creates shared prosperity across borders 

The research offers compelling evidence that the opportunity to migrate to countries like the United States encourages people in lower-income countries to invest in education and training, creating downstream effects that strengthen both home and host countries.

The researchers also found that high-skilled migrants often maintain professional ties across borders, facilitating trade, investment and innovation. Migrants returning from the U.S. to their home countries, for example, have helped connect domestic firms to international supply chains and research partnerships.




"A lot of trade works through human networks," said Khanna. "If you've worked in the U.S. and return home, you know the people, the standards, the markets -- and you can help build business relationships. That creates lasting value."

A global chain reaction

The paper documented how expanded migration opportunities can trigger a positive chain reaction. When the U.S. increased nursing visa access for Filipinos, for example, enrollment in nursing schools surged -- creating nine new nurses in the Philippines for every one who migrated. Similar trends were observed in India, where increased access to H-1B visas increased the earnings of Indians in the U.S. by 10% and raised IT employment in India by 5.8%.

Khanna and coauthors from Yale, Cornell, the World Bank, and other institutions, argue that recent changes in U.S. immigration risk undercutting both U.S. innovation and global progress.

"Earning a U.S. salary is incredibly lucrative," said Khanna, who is a faculty affiliate at the 21st Century India Center, explained. "That motivates many people to acquire skills even if they never leave. Some eventually return home and work in their local economy; others send money back that helps educate children or launch businesses. All of this contributes to development. And for the U.S., by staying open to global talent, the country strengthens both its economy and the broader world."

To understand whether high-skilled emigration helps or harms the countries people leave behind, the authors reviewed dozens of recent studies that took advantage of natural experiments. These include sudden changes in visa policies, international lotteries and other real-world events. The authors then analyzed how people and economies changed in response to these events -- and compared them to similar groups that weren't affected.
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Researchers develop gene therapy that can target airway and lungs via nasal spray | ScienceDaily
For gene therapy to work well, therapeutic molecules need to be efficiently delivered to the correct locations in the body -- a job commonly given to adeno-associated viruses (AAV).


						
To improve the AAV's ability to deliver therapeutics specifically to the lungs and airway, Mass General Brigham researchers developed and applied a new version, called AAV.CPP.16, that can be administered with a nasal spray. In preclinical models, the innovative tool outperformed previous versions by more effectively targeting the airway and lungs and showing promise for respiratory and lung gene therapy. Results are published in Cell Reports Medicine.

"We noticed that AAV.CPP.16, which we initially engineered to enter the central nervous system, also efficiently targeted lung cells," said senior author FengFeng Bei, PhD, of the Department of Neurosurgery at Brigham and Women's Hospital, a founding member of the Mass General Brigham healthcare system. "This prompted us to further investigate AAV.CPP.16 for intranasal gene delivery to the respiratory airways."

The researchers found AAV.CPP.16 outperformed previous versions (AAV6 and AAV9) in cell culture, mouse models, and non-human primate models. They then used the more efficient tool to deliver scar-preventing gene therapy for pulmonary fibrosis, using a mouse model of the respiratory disease. They also used the tool to delivery gene therapy for a viral infection, where the therapy prevented the replication of the SARS-CoV-2 virus in a mouse model of COVID-19.

"Although further research is needed, our findings suggest that intranasal AAV.CPP.16 has strong translational potential as a promising delivery tool for targeting the airway and lung," said Bei.
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An artificial protein that moves like something found in nature | ScienceDaily
The ability to engineer shapeshifting proteins opens new avenues for medicine, agriculture, and beyond.


						
Proteins catalyze life by changing shape when they interact with other molecules. The result is a muscle twitching, the perception of light, or a bit of energy extracted from food.

But this crucial ability has eluded the growing field of AI-augmented protein engineering.

Now, researchers at UCSF have shown it is possible to make new proteins that move and change shape like those in nature. This ability will help scientists engineer proteins in powerful new ways to treat disease, clean up pollution, and increase crop yields.

"This study is the first step on a path that will lead far beyond biomedicine, into agriculture and the environment," said Tanja Kortemme, PhD, professor of bioengineering and senior author of the study, which appears May 22 in Science.

The research was supported by the National Institutes of Health.

Scientists have been engineering rigid proteins -- proteins that can't move or change shape -- since the 1980s. These proteins were first used in commercial products like cleaning solutions. More recently, they've been employed to produce blockbuster medicines like artificial insulin, GLP-1 weight-loss drugs, and antibody treatments for cancer and inflammation.




While important, these immovable molecules can't match the potential of proteins that can swivel, twist, and morph in complicated ways and then return to their original shape, said Kortemme, who is also an investigator in the Chan-Zuckerberg BioHub San Francisco.

She said the most important proteins to emulate for medical uses are those that regulate processes like metabolism, cell division, and other basic life functions. These powerful proteins are the targets of nearly 1 in 3 FDA-approved drugs. They facilitate communication within or between cells by changing from one shape into another, and then back again, like an on-off switch.

An overwhelming problem 

Designing such stable yet dynamic forms requires computational power and artificial intelligence that didn't exist until a few years ago.

The challenge was huge, so Kortemme and graduate student Amy Guo began with something small: giving a simple natural protein the ability to move in a new way. Guo then made part of the protein swing so it could bind to calcium, a common way that proteins change shape.

"We wanted to devise a design method that could be applied in lots of situations, so we focused on creating a movable part that does what many natural proteins do," she said. "The hope is that this movement could also be added to static artificial proteins to expand what they can do, too."

Guo's next step was to generate a virtual library of thousands of possible shapes that the protein could take. She picked two stable shapes for the protein: one that could bind calcium and another that couldn't.




Then, she zoomed in on specific areas of the virtual protein to look at how the atoms in it were interacting. The work, which began before the pandemic, accelerated once the artificial intelligence program AlphaFold2 became available. Guo used it to make the movable part twist and capture the calcium, and then untwist to set it free.

The moment of truth came when the researchers tested their model in a computer simulation. They teamed up with Mark Kelly, PhD, a pharmaceutical chemist at UCSF who uses nuclear magnetic resonance to visualize the atoms in a protein.

"I was amazed that the simulations showed it working exactly like we'd expected it to," Guo said. "That really gives me confidence that this was for real, that we really did it."

In the medical realm, movable engineered proteins could be used in biosensors that change shape in response to signals of disease, triggering an alert. Or they could be used as medicinal proteins that are tailored to work with a person's unique body chemistry.

Shapeshifting proteins also could be designed to break down plastics or help plants resist climate-related stresses like drought or pests. They could even be used to make metal that can repair itself when it cracks.

"The possibilities are truly endless," Guo said.
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Overimitation begins in infancy but is not yet linked to in-group preference | ScienceDaily
Humans are by nature social creatures, far more so than other primates. Our desire to be accepted by our in-groups is universal and innate. It also comes early: multiple studies have demonstrated how preschool-age imitation of adult behaviour leads to acquiring new skills, sharing cultural knowledge and fostering a sense of affiliation.


						
One form of this behaviour is overimitation -- the tendency to copy actions that are not necessary to achieve a goal. While overimitation has been studied in children aged between three and five, there has been little research on its practice by children younger than two.

A new study by Concordia researchers published in the journal Frontiers in Developmental Psychology examines the emergence of overimitation in infants aged between 16 and 21 months to see if and how it is linked to social affiliation and other forms of imitation.

"The literature suggests that a person -- even an adult -- engages in overimitation because they want to affiliate with the person showing them the actions," says the paper's lead author Marilyne Dragon, a PhD student at the Cognitive and Language Development Lab. "They want to show that they want to be like them." Dogs as well as humans, but no other primates, show overimitation.

The researchers found that young children engaged in low rates of overimitation and that it was not driven by in-group preference -- meaning they were not acting to please someone similar to themselves. This suggests that overimitation for social affiliation reasons may emerge later. But they did find that other types of imitation associated with memory and cognition were closely correlated.

Memory and social cognition linked

The researchers recruited 73 children with a mean average age of just over 18 months. Each child was assigned four tasks. Each task was meant to test a specific type of imitation. All of them depended on an experimenter demonstrating a task to the child and scoring them based on their responses.




The overimitation task involved opening a box containing a toy in a sequence of three actions, including one that was irrelevant to the goal; the elicited imitation task, originally designed to test memory, required the child to copy a sequence of three actions correctly, such as putting a teddy to bed with a pillow and blanket.

For the unfulfilled intentions imitation task, an experimenter used play materials to accomplish an action like placing a string of beads in a cup but failed to accomplish the task. The child was then asked to successfully accomplish it.

Finally, the in-group preference task had the child seated in front of a screen showing a woman and a robot holding the same plush animal side by side and performing the same actions simultaneously. The experimenter hid behind a curtain underneath the screen and held the toys on a stick as if they were being offered by both the robot and woman. The children were scored on whether they reached for the robot's or the woman's toy first.

"We wanted to see if there was a desire to affiliate with someone who is more similar to them," Dragon says.

Only the elicited imitation and unfulfilled intentions imitation tasks were found to have a clear correlation. The other two had none.

"We suspect that there is a link between overimitation and in-group preference but that it emerges when the children are older, as shown by a recent study in our laboratory that will soon be submitted for publication," she says. By four and a half years of age, children who overimitate more tend to prefer children who are similar to them in gender and ethnicity.

"That shows a developmental pattern, with overimitation being linked to knowledge about group membership," adds co-author Diane Poulin-Dubois, a professor in the Department of Psychology.

Dragon believes the results indicate that overimitation's emergence requires further study given its importance in childhood development.

"It is important for parents and teachers to be mindful that their children will imitate them," she says. "They will mimic and copy actions that are not necessary, so that is something to keep in mind. We want children to develop critical thinking skills."
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Social connection is still underappreciated as a medically relevant health factor | ScienceDaily
Research confirms that social isolation and loneliness significantly impact health and mortality, even if not listed on death certificates. BYU psychology and neuroscience professor, Julianne Holt-Lunstad, has published extensively on the topic, including a landmark 2010 meta-analysis and a 2023 framework on assessment and treatment. She also served as lead scientist on the 2023 Surgeon General Advisory and is advising the World Health Organization on an upcoming report that addresses the pressing health threat of loneliness and isolation and a global agenda on social connection.


						
Social connection is now a legitimate health factor, but Holt-Lunstad and doctoral student, Andrew Proctor, recently published two studies showing that most of us -- the general population and medical providers -- still don't think social connection affects physical health. And even the professionals who recognize the importance report that they don't have time or tools to help patients address social concerns.

Proctor, who authored a study recently published in Springer Nature, explained that before the study, they had been watching how the pandemic was influencing internet searches around the topics of isolation and loneliness.

"I have a marketing background, so I thought that maybe the public perception had changed since COVID. Social distancing, isolation and loneliness were huge buzzwords on the internet as seen through Google Trends and BuzzSumo (an online trend analyzer). Everything around these search terms was super viral during that time, and so we wondered if perceptions about social connection had changed," said Proctor.

With loneliness and isolation trending on the internet, the researchers set up a study. In a nationally representative sample of US adults, as well as samples from the UK and Australia, they surveyed 2,392 people about their perceptions of health risks associated with isolation and loneliness. The data showed that, despite the pandemic and other campaigns, people still underestimate the importance of social connection for physical health. And the underestimation exists equally among the lonely and the socially connected.

"The study identified blind spots in medical care," said Proctor. "Social connection is like a vital sign. What if we didn't care about high blood pressure? Or what if we never knew smoking was bad for us? Social connection is like a key vital sign. We just don't tend to recognize it."

In a closely connected study, Holt-Lunstad and Proctor, along with coauthors from top research medical centers, surveyed 681 healthcare providers (primarily doctors) about perceptions of health risks associated with poor social connection. Similar to the general population from the first study, healthcare providers underestimated social connection as a medically relevant health factor.




The researchers gleaned some unexpected insights due to an unintentional time lag in data collection in the second study.

"We completed the data collection at two different time points because we were waiting for institutional approvals. Our first cohort was healthcare providers through the University of Utah Health System. Slightly later, we had a second major cohort of University of California San Francisco (UCSF) physicians," said Holt-Lunstad. "What was interesting is that the perceived importance of social factors was a bit higher among the UCSF group."

The authors attribute the higher awareness at UCSF to the University's Social Interventions Research and Evaluation Network as well as the publication of the 2023 Surgeon General's Advisory, which came out just before the second cohort was surveyed. This suggests that social initiatives as well as institutional support make a difference in the perceived importance of social connection.

"What I hope is that these studies can spur recognition that there is a body of evidence showing social connection as medically relevant," said Holt-Lunstad. "Together these papers make a really compelling case that not only does the general public underestimate this, but so do healthcare providers who should know this information."

"Awareness can make a difference," says Holt-Lunstad. "It's the first step, but awareness isn't enough."

The research brings to light the need for education and strategies for healthcare providers as well as the need for a revised K-12 healthcare curriculum and public health campaigns. Future research includes how to address perceived barriers to integrated medical treatment and actionable strategies such as "social prescribing."
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Exercise and eat your veggies: Privileged prescriptions like these don't always reduce risk of heart disease | ScienceDaily
A leading cardiovascular disease researcher from Simon Fraser University is ringing the alarm on universal recommendations intended to improve heart health around the globe.


						
Cardiovascular disease (CVD) is the leading cause of death worldwide, with 80 per cent of deaths occurring in low- and middle-income countries. However, international heart-health guidelines are primarily based on research from high-income countries and often overlook upstream causes of CVD, says Scott Lear, a health sciences professor at SFU and the Pfizer/Heart & Stroke Foundation Chair in Cardiovascular Prevention Research.

"The world extends beyond high-income countries when we think about universal recommendations like 75 minutes of exercise each week or getting five servings of fruit and vegetables every day," says Lear, the lead author of a new review examining the impact of social, environmental, and policy factors on cardiovascular disease globally.

"There's a stark contrast between a daily sidewalk stroll in Vancouver's West End and walking to work in New Delhi, the world's most polluted city, where many people cannot afford to drive and public transit is lacking," he says. "We cannot assume that life is the same everywhere. The environments in which people live and the kind of work they do makes a huge difference to their health."

The review paper examined the causes behind the causes of CVD, using data from the ongoing collaborative Prospective Urban Rural Epidemiology (PURE) study. This study has been collecting data from high-, middle- and low-income countries since 2002, and now includes over 212,000 participants from 28 countries across five continents.

PURE study data is collected every three years and includes a core survey, physical measurements (such as height, weight, blood pressure, waist-hip circumference, and lung capacity), and additional questionnaires targeting specific research interests, including CVD.

In addition to physical activity environments, Lear's review study identified several other causes behind the causes of CVD worldwide, including nutrition, education, tobacco use, air pollution, climate change, social isolation and access to medication, treatment and health care.




About 87 per cent of PURE participants live in low- or middle-income countries, uniquely positioning the study to examine individual risk factors related to urbanization, says Lear. Although these review findings are based on global data, they also reflect the microcosms of different regions within a single city, or region.

Privilege shapes exercise

Lack of exercise is a major risk factor for cardiovascular disease, but the type and context of physical activity people do get also plays a role.

According to Lear's review, self-reported physical activity was highest in high-income countries, despite over 22 per cent of participants sitting for more than eight hours a day. By contrast, only 4.4 per cent of participants in low-income countries reported sitting for more than eight hours a day, yet their overall physical activity levels were lower.

The difference lies in the nature of the activity. In low-income countries, physical activity is often tied to work, transportation, and domestic tasks rather than leisure, explains Lear.

Priced out of produce

A healthy diet containing fruits, vegetables, legumes, nuts, fish and dairy can reduce the risk of cardiovascular disease. Lear reported that regardless of country income, fruits and vegetables were more readily available and more affordable in urban areas.

But he was also surprised to find that consumption of fruits and vegetables is lower in low-income countries because farmers can't afford to eat their own produce.

"This is a real eye opener," says Lear. "For many of these farmers, getting the recommended minimum of five servings of fruits and vegetables a day would eat up 50 per cent of their household income."
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AI is here to stay, let students embrace the technology, experts urge | ScienceDaily
A new study from UBC Okanagan says students appear to be using generative artificial intelligence (GenAI) responsibly, and as a way to speed up tasks, not just boost their grades.


						
Dr. Meaghan MacNutt, who teaches professional ethics in the UBCO School of Health and Exercise Sciences (HES), recently published a study in Advances in Physiology Education. Published this month, the paper -- titled Reflective writing assignments in the era of GenAI: student behaviour and attitudes suggest utility, not futility -- contradicts common concerns about student use of AI.

Students in three different courses, almost 400 participants, anonymously completed a survey about their use of AI on at least five reflective writing assignments. All three courses used an identical AI policy and students had the option to use the tool for their writing.

"GenAI tools like ChatGPT allow users to interface with large language models. They offer incredible promise to enhance student learning, however, they are also susceptible to misuse in completion of writing assignments," says Dr. MacNutt. "This potential has raised concerns about GenAI as a serious threat to academic integrity and to the learning that occurs when students draft and revise their own written work."

While UBC offers guidance to students and faculty about the risks and benefits of using GenAI, policies regarding its use in courses are at the discretion of individual instructors.

Dr. MacNutt, who completed the study with doctoral student and HES lecturer Tori Stranges, notes that discipline-specific factors contribute to the perception that many courses in HES are particularly challenging and many students strive for excellence, often at the expense of their mental wellbeing.

So, how often were the students using AI and what was motivating their use?




While only about one-third of the students used AI, the majority of users, 81 per cent, reported their GenAI use was inspired by at least one of the following factors: speed and ease in completing the assignment, a desire for high grades and a desire to learn. About 15 per cent of the students said they were motivated by all three factors, with more than 50 per cent using it to save time on the assignment.

Dr. MacNutt notes that most students used AI to initiate the paper or revise sections. Only 0.3 per cent of assignments were mostly written by GenAI.

"There is a lot of speculation when it comes to student use of AI," she says. "However, students in our study reported that GenAI use was motivated more by learning than by grades, and they are using GenAI tools selectively and in ways they believe are ethical and supportive of their learning. This was somewhat unexpected due to the common perception that undergraduate students have become increasingly focused on grades at the expense of learning."

The study does raise some cautions, she warns. GenAI can be a useful tool for students learning English or people with reading and writing disabilities. But there is also the potential that if paid versions are better, students who can afford to use a more effective platform might have an advantage over others -- creating further classroom inequities.

MacNutt says continued research in this area can only provide a better understanding of student behaviour and attitudes as GenAI technologies continue to advance. She also suggests, while AI continues to be used more frequently, that institutions and educators adopt an approach that embodies "collaboration with" rather than "surveillance of" students.

"Our findings contradict common concerns about widespread student misuse and overuse of GenAI at the expense of academic integrity and learning," says Dr. MacNutt. "But as we move forward with our policies, or how we're teaching students how to use it, we have to keep in mind that students are coming from really different places. And they have different ways of benefiting or being harmed by these technologies."
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        Mid-air transformation helps flying, rolling robot to transition smoothly
        Engineers have developed a real-life Transformer that has the 'brains' to morph in midair, allowing the drone-like robot to smoothly roll away and begin its ground operations without pause. The increased agility and robustness of such robots could be particularly useful for commercial delivery systems and robotic explorers.

      

      
        Researchers engineer a herpes virus to turn on T cells for immunotherapy
        A team identified herpes virus saimiri, which infects the T cells of squirrel monkeys, as a source of proteins that activate pathways in T cells that are needed to promote T cell survival.

      

      
        New AI tool reveals single-cell structure of chromosomes -- in 3D
        In a major leap forward for genetic and biomedical research, scientists have developed a powerful new artificial intelligence tool that can predict the 3D shape of chromosomes inside individual cells -- helping researchers gain a new view of how our genes work.

      

      
        Ongoing surface modification on Jupiter's moon Europa uncovered
        A series of experiments support spectral data recently collected by the James Webb Space Telescope that found evidence that the icy surface of Jupiter's moon Europa is constantly changing. Europa's surface ice is crystallizing at different rates in different places, which could point to a complex mix of external processes and geologic activity affecting the surface.

      

      
        Observing one-dimensional anyons: Exotic quasiparticles in the coldest corners of the universe
        Scientists have observed anyons -- quasiparticles that differ from the familiar fermions and bosons -- in a one-dimensional quantum system for the first time. The results may contribute to a better understanding of quantum matter and its potential applications.

      

      
        Cosmic mystery deepens as astronomers find object flashing in both radio waves and X-rays
        A team of international astronomers have discovered a new cosmic object emitting both radio waves and x-rays.

      

      
        Solitonic superfluorescence paves way for high-temperature quantum materials
        A new study in Nature describes both the mechanism and the material conditions necessary for superfluorescence at high temperature.

      

      
        New chiral photonic device combines light manipulation with memory
        Engineers have developed a multifunctional, reconfigurable component for an optical computing system that could be a game changer in electronics.

      

      
        Electric buses struggle in the cold, researchers find
        Researchers have released new insights on a pilot program involving all-electric buses in Ithaca, NY, USA -- with implications for cities, schools and other groups that are considering the electrification of their fleets, as well as operators, policymakers and manufacturers.

      

      
        Cryogenic hydrogen storage and delivery system for next-generation aircraft
        Researchers have designed a liquid hydrogen storage and delivery system that could help make zero-emission aviation a reality. Their work outlines a scalable, integrated system that addresses several engineering challenges at once by enabling hydrogen to be used as a clean fuel and also as a built-in cooling medium for critical power systems aboard electric-powered aircraft.

      

      
        Just add iron: Researchers develop a clever way to remove forever chemicals from water
        Researchers find that iron powder, an inexpensive alternative to activated carbon, does a better job at filtering PFOS from water -- it's 26 times more effective.

      

      
        Cryo-em freezes the funk: How scientists visualized a pungent protein
        Most people have witnessed -- or rather smelled -- when a protein enzyme called sulfite reductase works its magic. This enzyme catalyzes the chemical reduction of sulfite to hydrogen sulfide. Hydrogen sulfide is the rotten egg smell that can occur when organic matter decays and is frequently associated with sewage treatment facilities and landfills. But scientists have not been able to capture a visual image of the enzyme's structure until now, thus limiting their full understanding of how it wor...

      

      
        Hitting the right notes to play music by ear
        A team analyzed a range of YouTube videos that focused on learning music by ear and identified four simple ways music learning technology can better aid prospective musicians -- helping people improve recall while listening, limiting playback to small chunks, identifying musical subsequences to memorize, and replaying notes indefinitely.

      

      
        Nature-inspired breakthrough enables subatomic ferroelectric memory
        A research team has discovered ferroelectric phenomena occurring at a subatomic scale in the natural mineral Brownmillerite.

      

      
        Home water-use app improves water conservation
        A new study has found that a smartphone app that tracks household water use and alerts users to leaks or excessive consumption offers a promising tool for helping California water agencies meet state-mandated conservation goals. The study found that use of the app -- called Dropcountr -- reduced average household water use by 6%, with even greater savings among the highest water users.

      

      
        Machine learning simplifies industrial laser processes
        Laser-based metal processing enables the automated and precise production of complex components, whether for the automotive industry or for medicine. However, conventional methods require time- and resource-consuming preparations. Researchers are now using machine learning to make laser processes more precise, more cost-effective and more efficient.

      

      
        The magic of light: Dozens of images hidden in a single screen
        New technology that uses light's color and spin to display multiple images.

      

      
        A chip with natural blood vessels
        Miniature organs on a chip could allow us to do scientific studies with great precision, without having to resort to animal testing. The main problem, however, is that artificial tissue needs blood vessels, and they are very hard to create. Now, new technology has been developed to create reproducible blood vessels using high-precision laser pulses. Tissue has been created that acts like natural tissue.

      

      
        'Raindrops in the Sun's corona': New adaptive optics shows stunning details of our star's atmosphere
        Scientists have produced the finest images of the Sun's corona to date. To make these high-resolution images and movies, the team developed a new 'coronal adaptive optics' system that removes blur from images caused by the Earth's atmosphere. Their ground-breaking results pave the way for deeper insight into coronal heating, solar eruptions, and space weather, and open an opportunity for new discoveries in the Sun's atmosphere.

      

      
        How brain stimulation alleviates symptoms of Parkinson's disease
        Persons with Parkinson's disease increasingly lose their mobility over time and are eventually unable to walk. Hope for these patients rests on deep brain stimulation, also known as a brain pacemaker. In a current study, researchers investigated whether and how stimulation of a certain region of the brain can have a positive impact on ambulatory ability and provide patients with higher quality of life. To do this, the researchers used a technique in which the nerve cells are activated and deactiv...

      

      
        Emotional responses crucial to attitudes about self-driving cars
        When it comes to public attitudes toward using self-driving cars, understanding how the vehicles work is important -- but so are less obvious characteristics like feelings of excitement or pleasure and a belief in technology's social benefits.

      

      
        New fuel cell could enable electric aviation
        Engineers developed a fuel cell that offers more than three times as much energy per pound compared to lithium-ion batteries. Powered by a reaction between sodium metal and air, the device could be lightweight enough to enable the electrification of airplanes, trucks, or ships.

      

      
        'Hopelessly attached': Scientists discover new 2D material that sticks the landing
        Researchers have discovered a new 2D material, confirming decade-old prediction.

      

      
        Assembly instructions for enzymes
        In biology, enzymes have evolved over millions of years to drive chemical reactions. Scientists have now derived universal rules to enable the de novo design of optimal enzymes. As an example, they considered the enzymatic reaction of breaking a dimer into two monomer molecules. Considering the geometry of such an enzyme-substrate-complex, they identified three golden rules that should be considered to build a functional enzyme.

      

      
        A dental floss that can measure stress
        Scientists create a floss pick that samples cortisol within saliva as a marker of stress and quantifies it with a built-in electrode. The system uses a polymer casting technology that can be adapted to capture a wide a range of markers, such as estrogen for tracking fertility, or glucose for tracking diabetes. Ease of use allows monitoring to be incorporated into many areas of treatment.

      

      
        Why are some rocks on the moon highly magnetic?
        Scientists may have solved the mystery of why the moon shows ancient signs of magnetism although it has no magnetic field today. An impact, such as from a large asteroid, could have generated a cloud of ionized particles that briefly enveloped the moon and amplified its weak magnetic field.

      

      
        Controlling quantum motion and hyper-entanglement
        A new experiment encodes quantum information in the motion of the atoms and creates a state known as hyper-entanglement, in which two or more traits are linked among a pair of atoms.

      

      
        New biosensor solves old quantum riddle
        Researchers united insights from cellular biology, quantum computing, old-fashioned semiconductors and high-definition TVs to both create a revolutionary new quantum biosensor. In doing so, they shed light on a longstanding mystery in quantum materials.

      

      
        Quantum eyes on energy loss: Diamond quantum imaging for next-gen power electronics
        Diamond quantum sensors can be used to analyze the magnetization response of soft magnetic materials used in power electronics; report scientists based on collaborative research. Using a novel imaging technique, they developed quantum protocols to simultaneously image both the amplitude and phase of AC stray fields over a wide frequency range up to 2.3 MHz. Their results demonstrate that quantum sensing is a powerful tool for developing advanced magnetic materials across diverse applications.

      

      
        Efficiency upgrade for OLED screens: A route to blue PHOLED longevity
        Blue phosphorescent OLEDs can now last as long as the green phosphorescent OLEDs already in devices, researchers have demonstrated, paving the way for further improving the energy efficiency of OLED screens.

      

      
        Charge radius of Helium-3 measured with unprecedented precision
        A research team has achieved a significant breakthrough in determining fundamental properties of atomic nuclei. The team conducted laser spectroscopy experiments on muonic helium-3. Muonic helium-3 is a special form of helium in which the atom s two electrons are replaced by a single, much heavier muon.

      

      
        Researchers make breakthrough in semiconductor technology set to supercharge 6G delivery
        Self-driving cars which eliminate traffic jams, getting a healthcare diagnosis instantly without leaving your home, or feeling the touch of loved ones based across the continent may sound like the stuff of science fiction. But new research could make all this and more a step closer to reality thanks to a radical breakthrough in semiconductor technology.

      

      
        A rule-breaking, colorful silicone that could conduct electricity
        A newly discovered silicone variant is a semiconductor, researchers have discovered -- upending assumptions that the material class is exclusively insulating.

      

      
        A faster, more reliable method for simulating the plasmas used to make computer chips
        Researchers developed a faster, more stable way to simulate the swirling electric fields inside industrial plasmas -- the kind used to make microchips and coat materials. The improved method could lead to better tools for chip manufacturing and fusion research.

      

      
        An artificial protein that moves like something found in nature
        Proteins catalyze life by changing shape when they interact with other molecules. The result is a muscle twitching, the perception of light, or a bit of energy extracted from food. The ability to engineer shapeshifting proteins opens new avenues for medicine, agriculture, and beyond.

      

      
        A new approach could fractionate crude oil using much less energy
        Engineers developed a membrane that filters the components of crude oil by their molecular size, an advance that could dramatically reduce the amount of energy needed for crude oil fractionation.

      

      
        AI is here to stay, let students embrace the technology, experts urge
        A new study says students appear to be using generative artificial intelligence (GenAI) responsibly, and as a way to speed up tasks, not just boost their grades.
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Mid-air transformation helps flying, rolling robot to transition smoothly | ScienceDaily

The new robot, dubbed ATMO (aerially transforming morphobot), uses four thrusters to fly, but the shrouds that protect them become the system's wheels in an alternative driving configuration. The whole transformation relies on a single motor to move a central joint that lifts ATMO's thrusters up into drone mode or down into drive mode.

The researchers describe the robot and the sophisticated control system that drives it in a paper recently published in the journal Communications Engineering.

"We designed and built a new robotic system that is inspired by nature -- by the way that animals can use their bodies in different ways to achieve different types of locomotion," says Ioannis Mandralis (MS '22), a graduate student in aerospace at Caltech and lead author of the new paper. For example, he says, birds fly and then change their body morphology to slow themselves down and avoid obstacles. "Having the ability to transform in the air unlocks a lot of possibilities for improved autonomy and robustness," Mandralis says.

But midair transformation also poses challenges. Complex aerodynamic forces come into play both because the robot is close to the ground and because it is changing its shape as it morphs.

"Even though it seems simple when you watch a bird land and then run, in reality this is a problem that the aerospace industry has been struggling to deal with for probably more than 50 years," says Mory Gharib (PhD '83), the Hans W. Liepmann Professor of Aeronautics and Medical Engineering, director and Booth-Kresa Leadership Chair of Caltech's Center for Autonomous Systems and Technologies (CAST), and director of the Graduate Aerospace Laboratories of the California Institute of Technology (GALCIT). All flying vehicles experience complicated forces close to the ground. Think of a helicopter, as an example. As it comes in for a landing, its thrusters push lots of air downward. When that air hits the ground, some portion of it bounces back up; if the helicopter comes in too quickly, it can get sucked into a vortex formed by that reflected air, causing the vehicle to lose its lift.

In ATMO's case, the level of difficulty is even greater. Not only does the robot have to contend with complex near-ground forces, but it also has four jets that are constantly altering the extent to which they are shooting toward each other, creating additional turbulence and instability.

To better understand these complex aerodynamic forces, the researchers ran tests in CAST's drone lab. They used what are called load cell experiments to see how changing the robot's configuration as it came in for landing affected its thrust force. They also conducted smoke visualization experiments to reveal the underlying phenomena that lead to such changes in the dynamics.

The researchers then fed those insights into the algorithm behind a new control system they created for ATMO. The system uses an advanced control method called model predictive control, which works by continuously predicting how the system will behave in the near future and adjusting its actions to stay on course.

"The control algorithm is the biggest innovation in this paper," Mandralis says. "Quadrotors use particular controllers because of how their thrusters are placed and how they fly. Here we introduce a dynamic system that hasn't been studied before. As soon as the robot starts morphing, you get different dynamic couplings -- different forces interacting with one another. And the control system has to be able to respond quickly to all of that."
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Researchers engineer a herpes virus to turn on T cells for immunotherapy | ScienceDaily
Recent research points to the potential utility of a familiar sounding foe-herpes virus-in the fight against cancer.


						
The idea: the virus has evolved to commandeer cellular machinery in order activate signaling pathways inside cells and these strategies can be repurposed to bolster immunotherapy against diseases like cancer.

T cells are front line defenders against pathogens, like viruses, and cancer because they can kill infected or malignant cells.

Scientists have for years been trying different techniques to direct these immune cells to protect against disease.

CAR-T therapy is one such example of prompting the body's own immune system to attack certain forms of cancer using T cells.

However, the therapeutic potential of T cells can be limited by the suppressive environment present within tumors that impairs T cell survival and function.

The University of Michigan team identified herpes virus saimiri, which infects the T cells of squirrel monkeys, as a source of proteins that activate pathways in T cells that are needed to promote T cell survival.




The work, led by the lab of Adam Courtney, Ph.D., in the Department of Pharmacology and the U-M Rogel Cancer Center, exploits this ability in order to investigate whether a modified viral protein could be used to activate transcription factors known as STAT proteins.

The approach is borne of observations that stimulation of the JAK-STAT5 pathway by cytokines like interleukin-2 (IL-2) helps boost the therapeutic ability of T cells to kill cancer cells.

The team engineered a variant of the tyrosine kinase interacting protein from the herpes virus to bind LCK (a kinase active in resting T cells) and recruit it to activate STAT5.

In this way, the team determined that direct activation of STAT5 could sustain T cell function in tumors of mouse models of melanoma and lymphoma.

Their findings hint at a new approach -- using genes from organisms with proven ability to modulate human cells -- to enhance the power of immunotherapy.

Ph.D. candidate Yating Zheng, of the Department of Pharmacology at U-M Medical School is first author of the paper.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250528131827.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New AI tool reveals single-cell structure of chromosomes -- in 3D | ScienceDaily
In a major leap forward for genetic and biomedical research, two scientists at the University of Missouri have developed a powerful new artificial intelligence tool that can predict the 3D shape of chromosomes inside individual cells -- helping researchers gain a new view of how our genes work.


						
Chromosomes are the tiny storage boxes that hold our DNA. Since each cell has about six feet of DNA packed inside it, it must be folded up tightly to fit. This folding not only saves space -- it also controls which genes are active or inactive. But when the DNA doesn't fold the right way, it can disrupt normal cell functions and lead to serious diseases, including cancer.

Historically, scientists have relied on data that averaged results from millions of cells at once. That makes it almost impossible to see the unique differences between individual cells. But the new AI model developed by Yanli Wang and Jianlin "Jack" Cheng at Mizzou's College of Engineering changes that.

"This is important because even cells from the same part of the body can have chromosomes folded in very different ways," Wang, a graduate student and lead author of the study, said. "That folding controls which genes are turned on or off."

Studying single cells is tricky because the data is often messy or incomplete. But the new AI tool is specially designed to work with those challenges. It's smart enough to spot weak patterns in noisy data, and it knows how to estimate a chromosome's 3D shape even when some information is missing.

It also understands how to "see" biological structures correctly, even when they're rotated. Compared to a previous deep learning AI method, Mizzou's tool is more than twice as accurate when analyzing human single-cell data.

The team has made the software free and available to scientists around the world. That means researchers can now use it to better understand how genes function, how diseases start and how to design better treatments.

"Every single cell can have a different chromosome structure," Cheng, a Curators' Distinguished Professor of Electrical Engineering and Computer Science, said. "Our tool helps scientists study those differences in detail -- which can lead to new insights into health and disease."

The researchers now plan to improve the AI tool even further by expanding it to build the high-resolution structures of entire genomes. Their goal: to give scientists the clearest picture yet of the genetic blueprint inside our cells.
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Ongoing surface modification on Jupiter's moon Europa uncovered | ScienceDaily
A series of experiments led by Southwest Research Institute's Dr. Ujjwal Raut support spectral data recently collected by the James Webb Space Telescope (JWST) that found evidence that the icy surface of Jupiter's moon Europa is constantly changing. Europa's surface ice is crystallizing at different rates in different places, which could point to a complex mix of external processes and geologic activity affecting the surface.


						
Water ice can be divided into two broad categories based on its structure. On Earth, crystalline ice occurs when water molecules arrange into a hexagonal pattern during the freezing process. But on the surface of Europa, exposed water ice is constantly bombarded by charged particles that disrupt the crystalline structure, forming what is referred to as amorphous ice.

Raut, a program manager in SwRI's Planetary Science Section, cowrote a paper outlining the findings from extensive laboratory experiments conducted by his team to understand the Europa's icy surface. The experiments proved critical to constrain the time scales for the amorphization and recrystallization of ice on Europa, particularly in the chaos terrains where features such as ridges, cracks and plains are jumbled and enmeshed with one another. Combined with the new data collected by JWST, Raut said they are seeing increasing evidence for a liquid ocean beneath the icy surface.

For the past couple decades, scientists have thought that Europa's surface was covered by a very thin layer of amorphous ice protecting crystalline ice beneath this upper veneer (~ 0.5 mm depths). This new study found crystalline ice on the surface as well as at depth in some areas on Europa, especially an area known as Tara Regio.

"We think that the surface is fairly porous and warm enough in some areas to allow the ice to recrystallize rapidly," said Dr. Richard Cartwright, lead author of the paper and a spectroscopist at Johns Hopkins University's Applied Physics Laboratory. "Also, in this same region, generally referred to as a chaos region, we see a lot of other unusual things, including the best evidence for sodium chloride, like table salt, probably originating from its interior ocean. We also see some of the strongest evidence for CO2 and hydrogen peroxide on Europa. The chemistry in this location is really strange and exciting."

"Our data showed strong indications that what we are seeing must be sourced from the interior, perhaps from a subsurface ocean nearly 20 miles (30 kilometers) beneath Europa's thick icy shell," said Raut. "This region of fractured surface materials could point to geologic processes pushing subsurface materials up from below. When we see evidence of CO2 at the surface, we think it must have come from an ocean below the surface. The evidence for a liquid ocean underneath Europa's icy shell is mounting, which makes this so exciting as we continue to learn more."

For instance, CO2 found in this area includes the most common type of carbon, which has an atomic mass of 12 and contains six protons and six neutrons, as well as the rarer, heavier isotope that has an atomic mass of 13 with six protons and seven neutrons.

"Where is this 13CO2 coming from? It is hard to explain, but every road leads back to an internal origin, which is in line with other hypotheses about the origin of 12CO2 detected in Tara Regio," Cartwright said.
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Observing one-dimensional anyons: Exotic quasiparticles in the coldest corners of the universe | ScienceDaily
Scientists led by Hanns-Christoph Nagerl have observed anyons -- quasiparticles that differ from the familiar fermions and bosons -- in a one-dimensional quantum system for the first time. The results, published in Nature, may contribute to a better understanding of quantum matter and its potential applications.


						
Nature categorizes particles into two fundamental types: fermions and bosons. While matter-building particles such as quarks and electrons belong to the fermion family, bosons typically serve as force carriers -- examples include photons, which mediate electromagnetic interactions, and gluons, which govern nuclear forces. When two fermions are exchanged, the quantum wave function picks up a minus sign, i.e., mathematically speaking, a phase of pi. This is totally different for bosons: Their phase upon exchange is zero. This quantum statistical property has drastic consequences for the behaviour of either fermionic or bosonic quantum many-body systems. It explains why the periodic table is built up the way it is, and it is at the heart of superconductivity.

However, in low-dimensional systems, a fascinating new class of particles emerges: anyons -- neither fermions nor bosons, with exchange phases between zero and pi. Unlike traditional particles, anyons do not exist independently but arise as excitations within quantum states of matter. This phenomenon is akin to phonons, which manifest as vibrations in a string yet behave as distinct "particles of sound." While anyons have been observed in two-dimensional media, their presence in one-dimensional (1D) systems has remained elusive -- until now.

A study published in Nature reports the first observation of emergent anyonic behaviour in a 1D ultracold bosonic gas. This research is a collaboration between Hanns-Christoph Nagerl's experimental group at the University of Innsbruck (Austria), theorist Mikhail Zvonarev at Universite Paris-Saclay, and Nathan Goldman's theory group at Universite Libre de Bruxelles (Belgium) & College de France (Paris). The research team achieved this remarkable feat by injecting and accelerating a mobile impurity into a strongly interacting bosonic gas, meticulously analysing its momentum distribution. Their findings reveal that the impurity enables the emergence of anyons in the system.

"What's remarkable is that we can dial in the statistical phase continuously, allowing us to smoothly transition from bosonic to fermionic behavior," says Sudipta Dhar, one of the leading authors of the study. "This represents a fundamental advance in our ability to engineer exotic quantum states." The theorist Botao Wang agrees: "Our modelling directly reflects this phase and allows us to capture the experimental results very well in our computer simulations."

This elegantly simple experimental framework opens new avenues for studying anyons in highly controlled quantum gases. Beyond fundamental research, such studies are particularly exciting because certain types of anyons are predicted to enable topological quantum computing -- a revolutionary approach that could overcome key limitations of today's quantum processors.

This discovery marks a pivotal step in the exploration of quantum matter, shedding new light on exotic particle behaviour that may shape the future of quantum technologies.
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Cosmic mystery deepens as astronomers find object flashing in both radio waves and X-rays | ScienceDaily
Astronomers from the International Centre for Radio Astronomy Research (ICRAR), in collaboration with international teams, have made a startling discovery about a new type of cosmic phenomenon.


						
The object, known as ASKAP J1832-0911, emits pulses of radio waves and X-rays for two minutes every 44 minutes.

This is the first time objects like these, called long-period transients (LPTs), have been detected in X-rays. Astronomers hope it may provide insights into the sources of similar mysterious signals observed across the sky.

The team discovered ASKAP J1832-0911 by using the ASKAP radio telescope on Wajarri Country in Australia, owned and operated by Australia's national science agency, CSIRO. They correlated the radio signals with X-ray pulses detected by NASA's Chandra X-ray Observatory, which was coincidentally observing the same part of the sky.

"Discovering that ASKAP J1832-0911 was emitting X-rays felt like finding a needle in a haystack," said lead author Dr Ziteng (Andy) Wang from the Curtin University node of ICRAR.

"The ASKAP radio telescope has a wide field view of the night sky, while Chandra observes only a fraction of it. So, it was fortunate that Chandra observed the same area of the night sky at the same time."

LPTs, which emit radio pulses that occur minutes or hours apart, are a relatively recent discovery. Since their first detection by ICRAR researchers in 2022, ten LPTs have been discovered by astronomers across the world.




Currently, there is no clear explanation for what causes these signals, or why they 'switch on' and 'switch off' at such long, regular and unusual intervals.

"This object is unlike anything we have seen before," Dr Wang said.

"ASKAP J1831-0911 could be a magnetar (the core of a dead star with powerful magnetic fields), or it could be a pair of stars in a binary system where one of the two is a highly magnetised white dwarf (a low-mass star at the end of its evolution)."

However, even those theories do not fully explain what we are observing. This discovery could indicate a new type of physics or new models of stellar evolution."

Detecting these objects using both X-rays and radio waves may help astronomers find more examples and learn more about them.

According to second author Professor Nanda Rea from the Institute of Space Science (ICE-CSIC) and Catalan Institute for Space studies (IEEC) in Spain, "Finding one such object hints at the existence of many more. The discovery of its transient X-ray emission opens fresh insights into their mysterious nature,"

"What was also truly remarkable is that this study showcases an incredible teamwork effort, with contributions from researchers across the globe with different and complementary expertise," she said.




The discovery also helps narrow down what the objects might be. Since X-rays are much higher energy than radio waves, any theory must account for both types of emission -- a valuable clue, given their nature remains a cosmic mystery.

The paper "Detection of X-ray Emission from a Bright Long-Period Radio Transient" was published overnight in Nature.

ASKAP J1832-0911 is located in our Milky Way galaxy about 15,000 light-years from Earth.
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Solitonic superfluorescence paves way for high-temperature quantum materials | ScienceDaily

The international team that did the work was led by North Carolina State University and included researchers from Duke University, Boston University and the Institut Polytechnique de Paris.

"In this work, we show both experimental and theoretical reasons behind macroscopic quantum coherence at high temperature," says Kenan Gundogdu, professor of physics at NC State and corresponding author of the study. "In other words, we can finally explain how and why some materials will work better than others in applications that require exotic quantum states at ambient temperatures."

Picture a school of fish swimming in unison or the synchronized flashing of fireflies -- examples of collective behavior in nature. When similar collective behavior happens in the quantum world -- a phenomenon known as macroscopic quantum phase transition -- it leads to exotic processes such as superconductivity, superfluidity, or superfluorescence. In all these processes a group of quantum particles forms a macroscopically coherent system that acts like a giant quantum particle.

However, quantum phase transitions normally require super cold, or cryogenic, conditions to occur. This is because higher temperatures create thermal "noise" that disrupts the synchronization and prevents the phase transition.

In a previous study, Gundogdu and colleagues had determined that the atomic structure of some hybrid perovskites protected the groups of quantum particles from the thermal noise long enough for the phase transition to occur. In these materials, large polarons -- groups of atoms bound to electrons -- formed, insulating light emitting dipoles from thermal interference and allowing superfluorescence.

In the new study, the researchers found out how the insulating effect works. When they used a laser to excite the electrons within the hybrid perovskite they studied, they saw large groups of polarons coming together. This grouping is called a soliton.




"Picture the atomic lattice as a fine cloth stretched between two points," Gundogdu says. "If you place solid balls -- which represent excitons -- on the cloth, each ball deforms the cloth locally. To get an exotic state like superfluorescence you need all the excitons, or balls, to form a coherent group and interact with the lattice as a unit, but at high temperatures thermal noise prevents this.

"The ball and its local deformation together form a polaron," Gundogdu continues. "When these polarons transition from a random distribution to an ordered formation in the lattice, they make a soliton, or coherent unit. The soliton formation process dampens the thermal disturbances, which otherwise impede quantum effects."

"A soliton only forms when there is enough density of polarons excited in the material," says Mustafa Ture, NC State Ph.D. student and co-first author of the paper. "Our theory shows that if the density of polarons is low, the system has only free incoherent polarons, whereas beyond a threshold density, polarons evolve into solitons."

"In our experiments we directly measured the evolution of a group of polarons from an incoherent uncorrelated phase to an ordered phase," adds Melike Biliroglu, postdoctoral researcher at NC State and co-first author of the work. "This is one of the first direct observations of macroscopic quantum state formation."

To confirm that the soliton formation suppresses the detrimental effects of temperature, the group worked with Volker Blum, the Rooney Family Associate Professor of Mechanical Engineering and Materials Science at Duke, to calculate the lattice oscillations responsible for thermal interference. They also collaborated with Vasily Temnov, professor of physics at CNRS and Ecole Polytechnique, to simulate the recombination dynamics of the soliton in the presence of thermal noise. Their work confirmed the experimental results and verified the intrinsic coherence of the soliton.

The work represents a leap forward in understanding both how and why certain hybrid perovskites are able to exhibit exotic quantum states.

"Prior to this work it wasn't clear if there was a mechanism behind high temperature quantum effects in these materials," says Franky So, co-author of the paper and the Walter and Ida Freeman Distinguished Professor of Materials Science and Engineering at NC State.

"This work shows a quantitative theory and backs it up with experimental results," Gundogdu says. "Macroscopic quantum effects such as superconductivity are key to all the quantum technologies we are pursuing -- quantum communication, cryptology, sensing and computation -- and all of them are currently limited by the need for low temperatures. But now that we understand the theory, we have guidelines for designing new quantum materials that can function at high temperatures, which is a huge step forward."

The work is supported by the Department of Energy, Office of Science (grant no. DE-SC0024396). Researchers Xixi Qin, and Uthpala Herath from Duke University; Anna Swan from Boston University; and Antonia Ghita from the Institut Polytechnique de Paris, also contributed to the work.
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New chiral photonic device combines light manipulation with memory | ScienceDaily
As fast as modern electronics have become, they could be much faster if their operations were based on light, rather than electricity. Fiber optic cables already transport information at the speed of light; to do computations on that information without translating it back to electric signals will require a host of new optical components.


						
Engineering researchers at the University of Utah have now developed such a device -- one that can be adjusted on the fly to give light different degrees of circular polarization. Because information can be stored in a property of light known as chirality, the researchers' device could serve as a multifunctional, reconfigurable component of an optical computing system.

Led by Weilu Gao, assistant professor in the Department of Electrical & Computer Engineering, and Jichao Fan, a Ph.D. candidate in his lab at the John and Marcia Price College of Engineering, a study demonstrating the device was published in the journal Nature Communications.

Chiral light refers to electromagnetic waves that exhibit handedness; they can be either left-handed or right-handed. This "handedness" arises from the rotation of the magnetic fields as the light propagates, creating a spiral structure.

"Traditional chiral optics were like carved stone -- beautiful but frozen," Gao said. "This made them not useful for applications requiring real-time control, like reconfigurable optical computing or adaptive sensors."

"We've created 'living' optical matter that evolves with electrical pulses," Fan said, "thanks to our aligned-carbon-nanotube-phase-change-material heterostructure that merges light manipulation and memory into a single scalable platform."

This "heterostructure" consists of a stack of multiple different thin films, including a collection of aligned carbon nanotubes with different orientations. Other films in the stack consist of germanium-antimony-tellurium, a well-known "phase-change material" or PCM. An electrical pulse along the carbon nanotube layer introduces heat, which in turn causes the PCM layer's internal structure to transition from amorphous to crystalline.




"The carbon nanotubes simultaneously act as chiral optical elements and transparent electrodes for PCM switching -- eliminating the need for separate control components," Fan said.

Critically, this change modifies the heterostructure's circular dichroism, which means it can be made to absorb different types of circularly polarized light at different strengths. The research team's advances in manufacturing techniques and artificial-intelligence-assisted design enabled these layers to be assembled into a stacked heterostructure without degrading their individual optical properties.

Once assembled, the layers selectively reduce the amount of left- or right-circularly polarized light that passes through them, depending on the state of the PCM layer. And because that phase change can be initiated by an electrical pulse, the structure's overall circular dichroism can be adjusted in real-time.

The researchers were able to achieve this on the wafer-scale, because of the scalable manufacturing of aligned carbon nanotubes and phase-change-material films.

Being able to modify the device's circular dichroism gives researchers fine-grained control over which direction circularly polarized light twists, meaning its "handedness" can be used as memory in an optical circuit. In addition to light's speed advantage over electricity, there are additional properties of light in which information can be stored in parallel.

"By adding circular dichroism as an independent parameter, we create an orthogonal information channel," Gao said. "Adjusting it does not interfere with other properties like amplitude or wavelength."

The research was supported by the National Science Foundation through Grants No. 2230727, No. 2235276, No. 2316627 and No. 2321366.
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Electric buses struggle in the cold, researchers find | ScienceDaily
Cornell University researchers have released new insights on a pilot program involving all-electric buses in Ithaca -- with implications for cities, schools and other groups that are considering the electrification of their fleets, as well as operators, policymakers and manufacturers.


						
The study is the first to assess and analyze electric buses' performance in the northeastern U.S., with an unprecedented dataset that covers significant distance -- nearly 50,000 miles- at cold temperatures.

Tompkins Consolidated Area Transit (TCAT) in Ithaca faced issues with the manufacturers of the buses, in addition to the buses struggling in Ithaca's hilly terrain and being unreliable, with reduced range, in cold weather.

For the study, researchers analyzed two years of data and quantified the increased energy consumption of the pilot fleet, finding that the batteries on the electric buses consumed 48% more energy in cold weather (between 25 to 32 degrees Fahrenheit) and nearly 27% more in a broader temperature range (10 to 50 degrees Fahrenheit).

"One of the lessons we've learned is that these buses should be designed for the whole country, including states with colder climates," said senior author Max Zhang, professor of engineering. "We've also found that they're different from conventional diesel buses, with different behaviors, which require different strategies to take advantage of this."

The researchers found that half of the increased consumption in cold weather comes from the batteries' need to heat themselves. Batteries in electric vehicles operate at an optimal temperature of around 75 degrees Fahrenheit, and the colder the battery is when the bus starts, the more energy it takes to warm it. The other main culprit is the heating of the bus's cabin. With frequent stops, especially on urban routes in which the doors are opened and closed every few minutes, the batteries must work harder to heat the cabins.

The researchers also found that regenerative braking, whereby the battery recharges by capturing energy during braking, was less efficient in cold weather. They said this is likely because the battery, which is about eight times the size of a standard electric vehicle battery, struggles to maintain an even temperature across its cells.

Short-term strategies to improve the batteries' function include storing the buses indoors when not in use, so the ambient temperature is warmer; charging the batteries when they're still warm; and limiting the length of time the bus doors are open at stops.

On a larger scale, first author and doctoral student Jintao Gu said the research points to the need for greater adjustments in, or assessments of, infrastructure to accommodate electric buses.

"You have to try to optimize the schedule of all of the buses and to consider the capability of your infrastructure -- how many charging stations you have, and if you have your own garage," he said. "You have to train the drivers, the dispatchers and the service workers. I think from an operational and infrastructure perspective, there are a lot of messages here for future transit system planning."
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Cryogenic hydrogen storage and delivery system for next-generation aircraft | ScienceDaily
Researchers at the FAMU-FSU College of Engineering have designed a liquid hydrogen storage and delivery system that could help make zero-emission aviation a reality. Their work outlines a scalable, integrated system that addresses several engineering challenges at once by enabling hydrogen to be used as a clean fuel and also as a built-in cooling medium for critical power systems aboard electric-powered aircraft.


						
The study, published in Applied Energy, introduces a design tailored for a 100-passenger hybrid-electric aircraft that draws power from both hydrogen fuel cells and hydrogen turbine-driven superconducting generators. It shows how liquid hydrogen can be efficiently stored, safely transferred and used to cool critical onboard systems -- all while supporting power demands during various flight phases like takeoff, cruising, and landing.

"Our goal was to create a single system that handles multiple critical tasks: fuel storage, cooling and delivery control," said Wei Guo, a professor in the Department of Mechanical Engineering and corresponding author of the study. "This design lays the foundation for real-world hydrogen aviation systems."

Hydrogen is seen as a promising clean fuel for aviation because it packs more energy per kilogram than jet fuel and emits no carbon dioxide. But it's also much less dense, meaning it takes up more space unless stored as a super-cold liquid at -253degC.

To address this challenge, the team conducted a comprehensive system-level optimization to design cryogenic tanks and their associated subsystems. Instead of focusing solely on the tank, they defined a new gravimetric index, which is the ratio of the fuel mass to the full fuel system. Their index includes the mass of the hydrogen fuel, tank structure, insulation, heat exchangers, circulatory devices and working fluids.

By repeatedly adjusting key design parameters, such as vent pressure and heat exchanger dimensions, they identified the configuration that yields the maximum fuel mass relative to total system mass. The resulting optimal configuration achieves a gravimetric index of 0.62, meaning 62% of the system's total weight is usable hydrogen fuel, a significant improvement compared to conventional designs.

The system's other key function is thermal management. Rather than installing a separate cooling system, the design routes the ultra-cold hydrogen through a series of heat exchangers that remove waste heat from onboard components like superconducting generators, motors, cables and power electronics. As hydrogen absorbs this heat, its temperature gradually rises, a necessary process since hydrogen must be preheated before entering the fuel cells and turbines.




Delivering liquid hydrogen throughout the aircraft presents its own challenges. Mechanical pumps add weight and complexity and can introduce unwanted heat or risk failure under cryogenic conditions. To avoid these issues, the team developed a pump-free system that uses tank pressure to control the flow of hydrogen fuel.

The pressure is regulated using two methods: injecting hydrogen gas from a standard high-pressure cylinder to increase pressure and venting hydrogen vapor to decrease it. A feedback loop links pressure sensors to the aircraft's power demand profile, enabling real-time adjustment of tank pressure to ensure the correct hydrogen flow rate across all flight phases. Simulations show it can deliver hydrogen at rates up to 0.25 kilograms per second, sufficient to meet the 16.2-megawatt electrical demand during takeoff or an emergency go-around.

The heat exchangers are arranged in a staged sequence. As the hydrogen flows through the system, it first cools high-efficiency components operating at cryogenic temperatures, such as high-temperature superconducting generators and cables. It then absorbs heat from higher-temperature components, including electric motors, motor drives and power electronics. Finally, before reaching the fuel cells, the hydrogen is preheated to match the optimal fuel cell inlet conditions.

This staged thermal integration allows liquid hydrogen to serve as both a coolant and a fuel, maximizing system efficiency while minimizing hardware complexity.

"Previously, people were unsure about how to move liquid hydrogen effectively in an aircraft and whether you could also use it to cool down the power system component," Guo said. "Not only did we show that it's feasible, but we also demonstrated that you needed to do a system-level optimization for this type of design."

FUTURE STEPS

While this study focused on design optimization and system simulation, the next phase will involve experimental validation. Guo and his team plan to build a prototype system and conduct tests at FSU's Center for Advanced Power Systems.




The project is part of NASA's Integrated Zero Emission Aviation program, which brings together institutions across the U.S. to develop a full suite of clean aviation technologies. Partner universities include Georgia Tech, Illinois Institute of Technology, University of Tennessee and University at Buffalo. FSU leads the effort in hydrogen storage, thermal management and power system design.

At FSU, key contributors include graduate student Parmit S. Virdi; professors Lance Cooley, Juan Ordonez, Hui Li, Sastry Pamidi; and other faculty experts in cryogenics, superconductivity and power systems.

This project was supported by NASA as part of the organization's University Leadership initiative, which provides an opportunity for U.S. universities to receive NASA funding and take the lead in building their own teams and setting their own research agenda with goals that support and complement the agency's Aeronautics Research Mission Directorate and its Strategic Implementation Plan.

Guo's research was conducted at the FSU-headquartered National High Magnetic Field Laboratory, which is supported by the National Science Foundation and the State of Florida.
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Just add iron: Researchers develop a clever way to remove forever chemicals from water | ScienceDaily
PFOS, also known as "forever chemicals," are synthetic compounds popular for several commercial applications like making products resistant to stains, fire, grease, soil and water. They have been used in non-stick cookware, carpets, rugs, upholstered furniture, food packaging and firefighting foams deployed at airports and military airfields. PFOS (perfluorooctane sulfonate or perfluorooctane sulfonic acid) are part of the larger class of forever chemicals called PFAS (per- and polyfluoroalkyl substances.) Both types have been linked to a variety of health issues, including liver disease, immune system malfunction, developmental issues and cancer.


						
Because of their widespread use, PFOS are found in soil, agricultural products and drinking water sources, presenting a health risk. Xiaoguang Meng and Christos Christodoulatos, professors at the Department of Civil, Environmental and Ocean Engineering at Stevens Institute of Technology, and Ph.D. student Meng Ji working in their lab, wanted to identify the most efficient way to remove these toxins from the water.

Most water filters use activated carbon to remove forever chemicals and other contaminants. Activated carbon removes PFOS through a process called adsorption, in which the PFOS molecules stick to the large, porous surface area of the carbon particles as the water flows through them.

However, in the wastewater industry, iron powder -- in scientific terms called microscale zero-valent iron or mZVI -- is also used to remove contaminants from the effluent. "Iron powder is commonly used for water treatment and wastewater treatment, because it's cheap -- it's cheaper than activated carbon," says Meng. They wanted to compare the adsorption potency of iron powder and activated carbon.

They found that iron powder was a better water purifier. "The iron powder was 26 times more effective than activated carbon per unit surface area," says Ji. Researchers outlined their findings in the study titled Kinetic and Mechanism Study of PFOS Removal by Microscale Zero-Valent Iron from Water, published in Environmental Science & Technology, an ACS (American Chemical Society) publication, on March 19, 2025.

More interestingly, the team found that even when the iron powder rusted from being in the water, its adsorption properties weren't affected much. "The particles' surface is covered by iron oxide, but it's still very active," says Meng -- and that's surprising. It means that the oxidized iron still contributes to PFOS removal. The unexpected findings made the study popular with other researchers, Meng says. Although published recently, the paper has already been viewed over 1000 times.

Meng and Ji are planning to investigate this phenomenon further. "Now we need to do more research to find out why," Meng says. "Because this is important for the development of large-scale removal technologies."
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Cryo-em freezes the funk: How scientists visualized a pungent protein | ScienceDaily
They say a picture is worth a thousand words.


						
But it takes millions of pictures to understand the intricate chemistry of an enzyme that helps break down sulfur, commonly found in fruits, vegetables, alcohol and gasoline, into the colorless gas most noted for its distinctive odor.

Most people have witnessed -- or rather smelled -- when a protein enzyme called sulfite reductase works its magic. This enzyme catalyzes the chemical reduction of sulfite to hydrogen sulfide. Hydrogen sulfide is the rotten egg smell that can occur when organic matter decays and is frequently associated with sewage treatment facilities and landfills.

Beth Stroupe is a professor of biological science.

But scientists have not been able to capture a visual image of the enzyme's structure until now, thus limiting their full understanding of how it works. Florida State University Professor of Biological Science Elizabeth Stroupe and her former doctoral student Behrouz Ghazi Esfahani have solved that problem and published their work in the journal Nature Communications.

"Artificial intelligence has gotten better at predicting protein structures, but at the end of the day, it's not data," Stroupe said. "This gives us the primary knowledge we need to better understand this kind of structure."

Stroupe and Ghazi Esfahani used an advanced technique called cryo-electron microscopy to visualize the 3D structure of this enzyme. Cryo-electron microscopy allows scientists to continually capture images of chemical reactions, giving them the necessary data to visualize the structure.




To the untrained eye, protein molecules look like complicated strings of chemicals, but this clear visualization of the 3D structure allows scientists to see the exact arrangement of atoms and how electron transfer occurs.

"I think of it as an octopus with four yo-yos because the molecule is particularly flexible," Stroupe said.

This work, funded by the National Science Foundation, is essential for scientists so they can learn how to control or manipulate chemical reactions, a process that is often used by drug manufacturers or industry when they develop products with these chemicals.

"There are environmental implications too," Ghazi Esfahani said. "Some bacteria use sulfur as an energy source the way humans or other living creatures use oxygen. This allows us to understand how some of those bacteria thrive in anaerobic conditions."

This research was a big step in gaining a better understanding of how sulfite reductase works, but there are still unanswered questions about how it functions as a larger protein assembly and how similar enzymes in other organisms, like the pathogen that causes tuberculosis, which depends on sulfur to live in a human host, work. Stroupe's lab is continuing to work on that problem as well as other structural questions related to the sulfur metabolism process.
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Hitting the right notes to play music by ear | ScienceDaily
Learning to play music by ear is challenging for most musicians, but research from a team at the University of Waterloo may help musicians-in-training find the right notes.


						
The Waterloo team analyzed a range of YouTube videos that focused on learning music by ear and identified four simple ways music learning technology can better aid prospective musicians -- helping people improve recall while listening, limiting playback to small chunks, identifying musical subsequences to memorize, and replaying notes indefinitely.

"There are a lot of apps and electronic tools out there to help learn by ear from recorded music," said Christopher Liscio, a recent Waterloo master's graduate in computer science and the study's lead author.

"But we see evidence that musicians don't appear to use them very much, which makes us question whether these tools are truly well-suited to the task. By studying how people teach and learn how to play music by ear in YouTube videos, we can try to understand what might actually help these ear-learning musicians."

The team studied 28 YouTube ear-learning lessons, breaking each down to examine how the instructors structured their teaching and how students would likely retain what they heard. Surprisingly, they found that very few creators or viewers were using existing digital learning tools to loop playback or manipulate playback speed despite their availability for over two decades.

"We started this research planning to build a specific tool for ear learners, but then we realized we might be reinforcing a negative pattern of building tools without knowing what users actually want," said Dan Brown, professor of Computer Science at Waterloo. "Then we got excited when we realized YouTube could be a helpful resource for that research process."
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Nature-inspired breakthrough enables subatomic ferroelectric memory | ScienceDaily
A research team led by Prof. Si-Young Choi from the Department of Materials Science and Engineering and the Department of Semiconductor Engineering at POSTECH (Pohang University of Science and Technology) has discovered ferroelectric phenomena occurring at a subatomic scale in the natural mineral Brownmillerite, in collaboration with Prof. Jae-Kwang Lee's team from Pusan National University as well as Prof. Woo-Seok Choi's team from Sungkyunkwan University. The research was published on May 20 in Nature Materials.


						
Electronic devices store data in memory units called 'domains,' whose minimum size limits the density of stored information. However, ferroelectric-based memory has been facing challenges in minimizing domain size due to the collective nature of atomic vibrations. The research team found inspiration to overcome these limitations in nature. They focused on Brownmillerite, a naturally occurring mineral characterized by its unique alternating layers of tetrahedral (FeO4) and octahedral (FeO6) iron-oxygen structures, resembling a sandwich with alternating layers of bread and ham.

Strikingly, Brownmillerite exhibits a special phenomenon known as 'phonon decoupling.' Phonons represent atomic vibrations; normally, when atoms vibrate, nearby atoms are also influenced, due to collective vibrations. However, in Brownmillerite, when the tetrahedral layers vibrate, the adjacent octahedral layers remain mostly unaffected. This unique property enables the selective formation of domains within the tetrahedral layers when an electric field is applied.

This phenomenon was confirmed in various types of Brownmillerite, such as thin films of SrFeO2.5 and CaFeO2.5. and a single crystalline CaFeO2.5. Their experiments demonstrated that the electric field influenced only the tetrahedral layers, altering the atomic positions while leaving the octahedral layers unchanged. The team further demonstrated the practicality of this phenomenon by successfully developing ferroelectric capacitors and thin-film transistor devices based on this structure.

If commercialized, this technology is expected to enable the development of memory devices that are tens of times smaller and faster than current models. Consequently, the storage capacity and processing speed of smartphones and computers could be significantly improved, accelerating advancements in high-speed data processing technologies such as artificial intelligence (AI) and autonomous vehicles.

Prof. Si-Young Choi of POSTECH remarked, "This study exemplifies how wisdom derived from nature can provide critical solutions to technological limitations. Unlocking the secrets of still-unexplained natural phenomena could further enhance the applicability of various advanced technologies."

This research was supported by the Core Facility Center Project (Materials Imaging and Analysis Center), the Researcher Program of the Ministry of Science and ICT, the Nano and Materials Technology Development Program, and the Next-generation Intelligent Semiconductor Technology Development Program.
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Home water-use app improves water conservation | ScienceDaily
A UC Riverside-led study has found that a smartphone app that tracks household water use and alerts users to leaks or excessive consumption offers a promising tool for helping California water agencies meet state-mandated conservation goals.


						
Led by Mehdi Nemati, an assistant professor of public policy at UCR, the study found that use of the app -- called Dropcountr -- reduced average household water use by 6%, with even greater savings among the highest water users.

Dropcountr works by interpreting water-use data from smart water meters, which many utilities originally installed for remote reading to streamline billing. The app turns data from these meters into real-time feedback for consumers, showing how much water they use, how their usage compares to similar households, and how it has changed over time.

This type of digital feedback gives users what behavioral economists call a "nudge" -- a timely prompt to take water-saving actions, such as taking shorter showers, fixing leaks, or delaying using appliances like dishwashers and washing machines until they are full.

The app also alerts users when their consumption nears costly higher-rate tiers and notifies them of possible leaks. Utilities also can use the app to send customers tips for cutting use and notify them of rebate programs, such as those for replacing lawns with drought-tolerant landscaping.

"California water agencies are under pressure to hit individualized water-use targets and conservation goals under the 'Making Conservation a California Way of Life' regulation," Nemati said. "Our study shows that this digital feedback tool can be a powerful, low-cost way to help households manage their use and reduce consumption."

The research focused on the City of Folsom in Northern California, where Dropcountr was offered to residential customers beginning in late 2014. About 3,600 households volunteered for the program, which collected smart meter data from 2013 to 2019. This allowed researchers to analyze more than 32 million records of daily water use.




The findings, published in the journal Resource and Energy Economics, showed that participating households reduced their daily consumption by an average of 6.2% compared to a control group. The reduction was greater among high-volume users. The top 20% of users cut their water use by up to 12%.

"This is a crucial outcome when every drop counts," Nemati said. "We found strong, statistically significant reductions, especially for high-use customers."

Dropcountr also uses behavioral science concepts, especially the power of social norms. Users receive personalized water-use summaries that show how their consumption stacks up against more efficient nearby households, helping them set reasonable and achievable conservation goals. The app also flags possible leaks by detecting continuous usage patterns -- such as when water use remains steady for 72 hours. These alerts were found to be especially effective: Water use dropped roughly 50% on the day after a leak alert was sent, followed by a 30% drop the next day, and a sustained 9% reduction even six days later. "The sharp drop suggests customers are paying attention and acting quickly," Nemati said. "One major advantage is that they can detect leaks right away -- sometimes before they cause damage or result in costly bills. That's difficult with traditional billing systems, where usage is only seen after 30 or 60 days." Importantly, the study also found that these behavioral changes lasted. "We looked at water use 50 months out and still found sustained reductions," Nemati said. "People weren't just reacting once and forgetting. They stayed engaged."

The app works best with homes equipped with smart meters, while many homes in California still rely on older, manually read meters. Fortunately, adoption of advanced metering infrastructure continues to expand.

Still, Nemati noted, many agencies that do have smart meters continue to rely on outdated methods -- like mailed letters -- to notify customers of high usage or leaks.

"People get water bills, but the information may not be salient. Most bills report usage in cubic feet or units, which aren't easy to interpret," Nemati said. "What platforms like Dropcountr do well is make the data meaningful. People want to use water wisely. They just need timely, clear, and actionable feedback. These platforms give them that -- and they work."

With California preparing to enforce stricter drought and efficiency standards, Nemati said more utilities should consider deploying digital tools like Dropcountr.

"We have the data," he said. "Now we just need to use it in smarter ways. This study shows how a relatively inexpensive solution can help homeowners conserve and ease pressure on our water systems."

The study is titled "High-frequency analytics and residential water consumption: Estimating heterogeneous effects." Co-authors are Steven Buck of the University of Kentucky and Hilary Soldati of Cal Poly San Luis Obispo.
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Machine learning simplifies industrial laser processes | ScienceDaily
Laser-based processes for metals are considered to be particularly versatile in industry. Lasers can be used, for example, to precision-weld components together or produce more complex parts using 3D printing -- quickly, precisely and automatically. This is why laser processes are used in numerous sectors, such as the automotive and aviation industries, where maximum precision is required, or in medical technology, for example for the production of customized titanium implants.


						
However, despite their efficiency, laser processes are technically challenging. The complex interactions between the laser and the material make the process sensitive to the smallest of deviations -- whether in the material properties or in the settings of the laser parameters. Even minor fluctuations can lead to errors in production.

"To ensure that laser-based processes can be used flexibly and achieve consistent results, we are working on better understanding, monitoring and control of these processes," says Elia Iseli, research group leader in Empa's Advanced Materials Processing laboratory in Thun. In line with these principles, Giulio Masinelli and Chang Rajani, two researchers from his team, want to make laser-based manufacturing techniques more affordable, more efficient and more accessible -- using machine learning.

Vaporize or melt?

First, the two researchers focused on additive manufacturing, i.e. the 3D printing of metals using lasers. This process, known as powder bed fusion (PBF), works slightly differently to conventional 3D printing. Thin layers of metal powder are melted by the laser in exactly the right spots so that the final component is gradually "welded" out of them.

PBF allows the creation of complex geometries that are hardly possible with other processes. Before production can begin, however, a complex series of preliminary tests is almost always required. This is because there are basically two modes for laser processing of metal, including PBF: In conduction mode, the metal is simply melted. In keyhole mode, it is even vaporized in some instances. The slower conduction mode is ideal for thin and very precise components. Keyhole mode is slightly less precise, but much faster and suitable for thicker workpieces.

Where exactly the boundary between these two modes lies depends on a variety of parameters. The right settings are needed for the best quality of the final product -- and these vary greatly depending on the material being processed. "Even a new batch of the same starting powder can require completely different settings," says Masinelli.




Better quality with fewer experiments

Normally, a series of experiments must be carried out before each batch to determine the optimum settings for parameters such as scanning speed and laser power for the respective component. This requires a lot of material and must be supervised by an expert. "That is why many companies cannot afford PBF in the first place," says Masinelli.

Masinelli and Rajani have now optimized these experiments using machine learning and data from optical sensors that are already incorporated in the laser machines. The researchers "taught" their algorithm to "see" which welding mode the laser is currently in during a test run using this optical data. Based on this, the algorithm determines the settings for the next test. This reduces the number of preliminary experiments required by around two thirds -- while maintaining the quality of the product.

"We hope that our algorithm will enable non-experts to use PBF devices," summarizes Masinelli. All it would take for the algorithm to be used in industry is integration into the firmware of the laser welding machines by the device manufacturers.

Real-time optimization

PBF is not the only laser process that can be optimized using machine learning. In another project, Rajani and Masinelli focused on laser welding -- but went one step further. They not only optimized the preliminary experiments, but also the welding process itself. Even with the ideal settings, laser welding can be unpredictable, for example if the laser beam hits tiny defects on the surface of the metal.

"It is currently not possible to influence the welding process in real time," says Chang Rajani. "This is beyond the capabilities of human experts." The speed at which the data have to be evaluated and decisions to be made is a challenge even for computers. This is why Rajani and Masinelli used a special type of computer chip for this task, a so-called field-programmable gate array (FPGA). "With FPGAs, we know exactly when they will execute a command and how long the execution will take -- which is not the case with a conventional PC," explains Masinelli.

Nevertheless, the FPGA in their system is also linked to a PC, which serves as a kind of "backup brain." While the specialized chip is busy observing and controlling the laser parameters, the algorithm on the PC learns from this data. "If we are satisfied with the performance of the algorithm in the virtual environment on the PC, we can 'transfer' it to the FPGA and make the chip more intelligent all at once," explains Masinelli.

The two Empa researchers are convinced that machine learning and artificial intelligence can contribute a great deal more in the field of laser processing of metals. That is why they are continuing to develop their algorithms and models and are expanding their area of application -- in collaboration with partners from research and industry.
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The magic of light: Dozens of images hidden in a single screen | ScienceDaily
From smartphones and TVs to credit cards, technologies that manipulate light are deeply embedded in our daily lives, many of which are based on holography. However, conventional holographic technologies have faced limitations, particularly in displaying multiple images on a single screen and in maintaining high-resolution image quality. Recently, a research team led by Professor Junsuk Rho at POSTECH (Pohang University of Science and Technology) has developed a groundbreaking metasurface technology that can display up to 36 high-resolution images on a surface thinner than a human hair. This research has been published in Advanced Science.


						
This achievement is driven by a special nanostructure known as a metasurface. Hundreds of times thinner than a human hair, the metasurface is capable of precisely manipulating light as it passes through. The team fabricated nanometer-scale pillars using silicon nitride, a material known for its robustness and excellent optical transparency. These pillars, referred to as meta-atoms, allow for fine control of light on the metasurface.

A remarkable aspect of this technology is its ability to project entirely different images depending on both the wavelength (color) and spin (polarization direction) of light. For example, left-circularly polarized red light may reveal an image of an apple, while right-circularly polarized red light may produce an image of a car. Using this technique, the researchers successfully encoded 36 images at 20 nm intervals within the visible spectrum, and 8 images spanning from the visible to the near-infrared region -- all onto a single metasurface.

What makes this innovation particularly notable is not only its simplified design and fabrication process, but also its enhanced image quality. The team addressed previous issues of image crosstalk and background noise by incorporating a noise suppression algorithm, resulting in clearer images with minimal interference between channels.

"This is the first demonstration of multiplexing spin and wavelength information through a single phase-optimization process while achieving low noise and high image fidelity," said Professor Rho. "Given its scalability and commercial viability, this technology holds strong potential for a wide range of optical applications, including high-capacity optical data storage, secure encryption systems, and multi-image display technologies."

This research was supported by the POSCO Holdings N.EX.T Impact Program, as well as the Pioneer Program for Converging Technology of the National Research Foundation of Korea, funded by the Ministry of Science and ICT.
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A chip with natural blood vessels | ScienceDaily
How can we investigate the effects of a new drug? How can we better understand the interaction between different organs to grasp the systemic response? In biomedical research, so-called organs-on-a-chip, also referred to as microphysiological systems, are becoming increasingly important: by cultivating tissue structures in precisely controlled microfluidic chips, it is possible to conduct research much more accurately than in experiments involving living humans or animals.


						
However, there has been a major obstacle: such mini-organs are incomplete without blood vessels. To facilitate systematic studies and ensure meaningful comparisons with living organisms, a network of perfusable blood vessels and capillaries must be created -- in a way that is precisely controllable and reproducible. This is exactly what has now been achieved at TU Wien: the team established a method using ultrashort laser pulses to create tiny blood vessels in a rapid and reproducible manner. Experiments show that these vessels behave just like those in living tissue. Liver lobules have been created on a chip with great success.

Real Cells in Artificial Microchannels

"If you want to study how certain drugs are transported, metabolized and absorbed in different human tissues, you need the finest vascular networks," says Alice Salvadori, a member of the Research Group 3D Printing and Biofabrication established by Prof. Aleksandr Ovsianikov at TU Wien.

Ideally such blood vessels have to be created directly within special materials called hydrogels. Hydrogels provide structural support for living cells, while being permeable similarly to natural tissues. By creating tiny channels within these hydrogels, it becomes possible to guide the formation of blood vessel-like structures: endothelial cells -- the cells that line the inside of real blood vessels in the human body -- can settle inside these channel networks. This creates a model that closely mimics the structure and function of natural blood vessels.

The major challenge so far has been geometry: the shape and size of these microvascular networks have been difficult to control. In self-organization based approaches, vessel geometry varies significantly from one sample to another. This makes it impossible to run reproducible, precisely controlled experiments -- yet that is exactly what is needed for reliable biomedical research.

Improved Hydrogel and Laser Precision

The team at TU Wien therefore relied on advanced laser technology: with the help of ultrashort laser pulses in the femtosecond range, highly precise3D structures can be written directly into the hydrogel -- quickly and efficiently.




"We can create channels spaced only a hundred micrometers apart. That's essential when you would like to replicate the natural density of blood vessels in specific organs," says Aleksandr Ovsianikov.

But it's not just about precision: the artificial blood vessels have to be formed quickly and also remain structurally stable once they are populated with living cells. "We know that cells actively remodel their environment. That can lead to deformations or even to the collapse of vessels," explains Alice Salvadori. "That's why we also improved the material preparation process."

Instead of using the standard single-step gelation method, the team used a two-step thermal curing process: the hydrogel is warmed in two phases, using different temperature, rather than just one. This alters its network structure, producing a more stable material. The vessels formed within such material remain open and maintain their shape over time.

"We have not only shown that we can produce artificial blood vessels that can actually be perfused. The even more important thing is: We have developed a scalable technology that can be used on an industrial scale," says Aleksanr Ovsianikov. "It takes only 10 minutes to pattern 30 channels, which is at least 60 times faster than other techniques."

Simulating Inflammation: Natural Reactions on a Chip

If biological processes are to be realistically modeled on a chip, the artificial tissues must behave like their natural counterparts. And this, too, has now been demonstrated:

"We showed that these artificial blood vessels are colonized by endothelial cells that respond just like real ones in the body," says Alice Salvadori. "For example, they react to inflammation in the same way -- becoming more permeable, just like real blood vessels."




This marks an important step toward establishing lab-on-a-chip technology as an industrial standard in many fields of medical research.

Big Success with Liver Tissue

"Using this approach, we were able to vascularize a liver model. In collaboration with Keio University (Japan), we developed a liver lobule-on-chip that incorporates a controlled 3D vascular network, closely mimicking the in vivo arrangement of the central vein and sinusoids," says Aleksandr Ovsianikov.

"Replicating the liver's dense and intricate microvasculature has long been a challenge in organ-on-chip research. By building multiple layers of microvessels spanning the entire tissue volume, we were able to ensure adequate nutrient and oxygen supply -- which, in turn, led to improved metabolic activity in the liver model. We believe that these advancements bring us a step closer to integrating Organ-on-a-chip technology into preclinical drug discovery," says Masafumi Watanabe (Keio University).

"OoC technology and advanced laser technology work well together to create more reliable models of blood vessels and liver tissues. One important breakthrough is the ability to build tiny tissues on a chip that allow liquid to flow through them, similar to how blood flows in the body. This helps researchers better understand how blood flow affects cells. OoC technology also makes it possible to closely observe how cells react under a microscope. These models will help scientists study how the body works and may lead to better treatments and healthcare in the future," says Prof. Ryo Sudo at Keio University.
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'Raindrops in the Sun's corona': New adaptive optics shows stunning details of our star's atmosphere | ScienceDaily
The Sun's corona -- the outermost layer of its atmosphere, visible only during a total solar eclipse -- has long intrigued scientists due to its extreme temperatures, violent eruptions, and large prominences. However, turbulence in the Earth's atmosphere has caused image blur and hindered observations of the corona. A ground-breaking recent development by scientists from the U.S. National Science Foundation (NSF) National Solar Observatory (NSO), and New Jersey Institute of Technology (NJIT), is changing that by using adaptive optics to remove the blur.


						
As published in Nature Astronomy, this pioneering 'coronal adaptive optics' technology has produced the most astonishing, clearest images and videos of fine-structure in the corona to date. This development will open the door for deeper insights into the corona's enigmatic behavior and the processes driving space weather.

Most Detailed Coronal Images to Date Revealed

Funded by the NSF and installed at the 1.6-meter Goode Solar Telescope (GST), operated by NJIT's Center for Solar-Terrestrial Research (CSTR) at Big Bear Solar Observatory (BBSO) in California, "Cona" -- the adaptive optics system responsible for these new images -- compensates for the blur caused by air turbulence in the Earth's atmosphere -- similar to the bumpy air passengers feel during a flight.

"The turbulence in the air severely degrades images of objects in space, like our Sun, seen through our telescopes. But we can correct for that," says Dirk Schmidt, NSO Adaptive Optics Scientist who led the development.

Among the team's remarkable observations is a movie of a quickly restructuring solar prominence unveiling fine, turbulent internal flows. Solar prominences are large, bright features, often appearing as arches or loops, extending outward from the Sun's surface.

A second movie replays the rapid formation and collapse of a finely structured plasma stream. "These are by far the most detailed observations of this kind, showing features not previously observed, and it's not quite clear what they are," says Vasyl Yurchyshyn, co-author of the study and NJIT-CSTR research professor. "It is super exciting to build an instrument that shows us the Sun like never before," Schmidt adds.




A third movie shows fine strands of coronal rain -- a phenomenon where cooling plasma condenses and falls back toward the Sun's surface. "Raindrops in the Sun's corona can be narrower than 20 kilometers," NSO Astronomer Thomas Schad concludes from the most detailed images of coronal rain to date, "These findings offer new invaluable observational insight that is vital to test computer models of coronal processes."

Another movie shows the dramatic motion of a solar prominence being shaped by the Sun's magnetism.

A Breakthrough in Solar Adaptive Optics

The corona is heated to millions of degrees-much hotter than the Sun's surface-by mechanisms unknown to scientists. It is also home to dynamic phenomena of much cooler solar plasma that appears reddish-pink during eclipses. Scientists believe that resolving the structure and dynamics of the cooler plasma at small scales holds a key to answering the coronal heating mystery and improving our understanding of eruptions that eject plasma into space driving space weather -- i.e., the conditions in Earth's near-space environment primarily influenced by the Sun's activity (e.g., solar flares, coronal mass ejections, and the solar wind) that can impact technology and systems on Earth and in space. The precision required demands large telescopes and adaptive optics systems like the one developed by this team.

The GST system Cona uses a mirror that continuously reshapes itself 2,200 times per second to counteract the image degradation caused by turbulent air. "Adaptive optics is like a pumped-up autofocus and optical image stabilization in your smartphone camera, but correcting for the errors in the atmosphere rather than the user's shaky hands," says BBSO Optical Engineer and Chief Observer, Nicolas Gorceix.

Since the early 2000s, adaptive optics have been used in large solar telescopes to restore images of the Sun's surface to their full potential, enabling telescopes to reach their theoretical diffraction limits -- i.e., the theoretical maximum resolution of an optical system. These systems have since revolutionized observing the Sun's surface, but until now, have not been useful for observations in the corona; and the resolution of features beyond the solar limb stagnated at an order of 1,000 kilometers or worse -- levels achieved 80 years ago.




"The new coronal adaptive optics system closes this decades-old gap and delivers images of coronal features at 63 kilometers resolution -- the theoretical limit of the 1.6-meter Goode Solar Telescope," says Thomas Rimmele, NSO Chief Technologist who built the first operational adaptive optics for the Sun's surface, and motivated the development.

Implications for the Future

Coronal adaptive optics is now available at the GST. "This technological advancement is a game-changer, there is a lot to discover when you boost your resolution by a factor of 10," Schmidt says.

The team now knows how to overcome the resolution limit imposed by the Earth's lowest region of the atmosphere -- i.e., the troposphere -- on observations beyond the solar limb and is working to apply the technology at the 4-meter NSF Daniel K. Inouye Solar Telescope, built and operated by the NSO in Maui, Hawai?i. The world's largest solar telescope would see even smaller details in the Sun's atmosphere.

"This transformative technology, which is likely to be adopted at observatories world-wide, is poised to reshape ground-based solar astronomy," says Philip R. Goode, distinguished research professor of physics at NJIT-CSTR and former director at BBSO, who co-authored the study. "With coronal adaptive optics now in operation, this marks the beginning of a new era in solar physics, promising many more discoveries in the years and decades to come."

The authors are: Dirk Schmidt (NSO), Thomas A. Schad (NSO), Vasyl Yurchyshyn (NJIT), Nicolas Gorceix (NJIT), Thomas R. Rimmele (NSO), and Philip R. Goode (NJIT).
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How brain stimulation alleviates symptoms of Parkinson's disease | ScienceDaily
Researchers are investigating the mechanisms and identifying new areas of the brain that can benefit patients when stimulated.


						
Persons with Parkinson's disease increasingly lose their mobility over time and are eventually unable to walk. Hope for these patients rests on deep brain stimulation, also known as a brain pacemaker. In a current study, researchers at Ruhr University Bochum and Philipps-Universitat Marburg, Germany, investigated whether and how stimulation of a certain region of the brain can have a positive impact on ambulatory ability and provide patients with higher quality of life. To do this, the researchers used a technique in which the nerve cells are activated and deactivated via light. Their report appeared in the journal Scientific Reports on April 12, 2025.

Improving ambulatory ability

If medication is no longer sufficient in alleviating restricted mobility in the advanced stage of Parkinson's disease, one alternative is deep brain stimulation. An electrical pulse emitter is implanted within the brain, such as in the subthalamic nucleus, which is functionally part of the basal ganglia system.

The group under Dr. Liana Melo-Thomas from Philipps-Universitat Marburg was able to show in previous studies on rats that stimulation of the inferior colliculus -- chiefly known for processing auditory input -- can be used to overcome mobility restrictions. "There are indications that stimulation of this region of the brain leads to activation of the mesencephalic locomotor region, or MLR," says Melo-Thomas.

Interestingly, the colliculus inferior -- unlike the basal ganglia -- is not affected by Parkinson's disease. However, the research group under Melo-Thomas discovered that its stimulation activates alternative motor pathways and can improve patients' mobility.

The current study aimed to further investigate this activating influence of the inferior colliculus on the MLR. "We suspected that this would have a positive effect on ambulatory ability," says Melo-Thomas.




Optically influencing nerve cells

The Marburg group led by Professor Rainer Schwarting sought support by Dr. Wolfgang Kruse from the Department of General Zoology and Neurobiology at Ruhr University Bochum. The team in Bochum led by Professor Stefan Herlitze played a significant role in co-developing the methods of optogenetics.

While doing so, the researchers ensure that the nerve cells of genetically modified test animals produce a light-sensitive protein in interesting regions of the brain. Light that reaches these nerve cells via small, implanted optical fibers allows the researchers to activate or inhibit them specifically. "This method is thus much more precise than electrical stimulation, which always affects the area around the cells as well," says Kruse.

For the first time, the effect of the stimulation was directly documented with electrophysiological measurements of neuronal activity in the target structures. A multi-electrode system originally developed at Philipps-Universitat Marburg was used for this purpose. By combining these methods, the researchers were able to directly understand the effect of the stimulation. Parallel measurement with up to four electrodes is also highly efficient, allowing minimization of the number of animals used. Behavioral effects that can be triggered by the stimulation were monitored in conscious animals.

Stimulation of the inferior colliculus provides the desired effect

Optogenetic stimulation in the inferior colliculus predominantly triggered the expected increase in neuronal activity within it. "Simultaneous measurements in the deeper MLR region showed increased activity in the majority of cells, although nearly one quarter of the cells were inhibited by the additional activity in the inferior colliculus," reports Kruse. The activation of individual nerve cells occurred with an average delay of 4.7 milliseconds, indicating a functional synaptic interconnection between the inferior colliculus and MLR.

Foundations for new types of therapy

Investigating circuits outside of the basal ganglia that are affected by Parkinson's disease is a promising step in the search for a new therapeutic approach to alleviating motor deficits resulting from the disease. Such is the case with the connection between the inferior colliculus and the MLR that was investigated for this study.

"Even if the path toward new therapeutic approaches to alleviating the symptoms of Parkinson's disease still appears long, such foundational research is immensely important," emphasizes Kruse. The exact mechanisms that lead to the observed relief of symptoms with deep brain stimulation in the basal ganglia are not fully understood. Further investigation of the underlying interconnections may provide new insight that could optimize therapy in the long term.
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Emotional responses crucial to attitudes about self-driving cars | ScienceDaily
When it comes to public attitudes toward using self-driving cars, understanding how the vehicles work is important -- but so are less obvious characteristics like feelings of excitement or pleasure and a belief in technology's social benefits.


						
Those are key insights of a new study from researchers at Washington State University, who are examining attitudes toward self-driving cars as the technology creeps toward the commercial market -- and as questions persist about whether people will readily adopt them.

The study, published in the journal Transportation Research, surveyed 323 people on their perceptions of autonomous vehicles. Researchers found that considerations such as how much people understand and trust the cars are important in determining whether they would eventually choose to use them.

"But in addition, we found that some of the non-functional aspects of autonomous vehicles are also very important," said Wei Peng, an assistant professor in the Edward R. Murrow College of Communication at WSU.

These included the emotional value associated with using the cars, such as feelings of excitement, enjoyment or novelty; beliefs about the broader impact on society; and curiosity about learning how the technology works and its potential role in the future, Peng said.

In addition, they found that respondents would want to give the technology a test drive before adopting it.

"This is not something where you watch the news and say, 'I want to buy it or I want to use it,'" Peng said. "People want to try it first."

The new paper is the latest research on the subject from Peng and doctoral student Kathryn Robinson-Tay. In a paper published in 2023, they examined whether people believed the vehicles were safe, finding that simply knowing more about how the cars work did not improve perceptions about risk -- people needed to have more trust in them, too.




The new study examined the next step in the decision-making chain: What would motivate people to actually use an autonomous vehicle?

Answering that question is important as the technology moves toward becoming a reality on the roads. Already, carmakers are adding autonomous features to models, and self-driving taxis have begun operating in a handful of U.S, cities, such as Phoenix, San Francisco and Los Angeles. Fully self-driving vehicles could become available by 2035.

It is estimated they could prevent 90% of accidents while improving mobility for people with limited access to transportation. However, achieving those benefits would require widespread, rapid adoption -- a big hurdle given that public attitudes toward the cars have been persistently negative and the rollout of "robotaxies" have been bumpy, with some high-profile accidents and recalls. In a national survey by AAA released in February, 60 percent of respondents said they were afraid to use the cars.

Widespread adoption would be crucial because roadways shared by self-driving and human-driven cars may not bring about safety improvements, in part because self-drivers may not be able to predict and respond to unpredictable human drivers.

One surprise in the study is that respondents did not trust vehicles more when they discovered they were easy to use -- which opens a new question for future research: "What is it about thinking the car is easy to use that makes people trust it less?" Robinson-Tay asked.

Attitudes about self-driving cars depend heavily on individual circumstances, and can be nuanced in surprising ways. For example, those with a strong "car-authority identity" -- a personal investment in driving and displaying knowledge about automobiles -- and more knowledge about self-driving cars were more likely to believe the cars would be easy to use.




But respondents with more knowledge were less likely to view the cars as useful -- a separate variable from ease of use.

Other considerations also play a role. Those who can't drive due to disability or other reasons may have a stronger motivation to use them, as might drivers with significant concerns about heavy traffic or driving in inclement weather.

"If I really worry about snowy weather, like we experience in Pullman in winter, is it going to help?" Peng said. "If I really worry about weather, I might get a car like that if it would help me steer clear of dangerous weather conditions."
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New fuel cell could enable electric aviation | ScienceDaily
Batteries are nearing their limits in terms of how much power they can store for a given weight. That's a serious obstacle for energy innovation and the search for new ways to power airplanes, trains, and ships. Now, researchers at MIT and elsewhere have come up with a solution that could help electrify these transportation systems.


						
Instead of a battery, the new concept is a kind of fuel cell -- which is similar to a battery but can be quickly refueled rather than recharged. In this case, the fuel is liquid sodium metal, an inexpensive and widely available commodity. The other side of the cell is just ordinary air, which serves as a source of oxygen atoms. In between, a layer of solid ceramic material serves as the electrolyte, allowing sodium ions to pass freely through, and a porous air-facing electrode helps the sodium to chemically react with oxygen and produce electricity.

In a series of experiments with a prototype device, the researchers demonstrated that this cell could carry more than three times as much energy per unit of weight as the lithium-ion batteries used in virtually all electric vehicles today. Their findings are being published today in the journal Joule, in a paper by MIT doctoral students Karen Sugano, Sunil Mair, and Saahir Ganti-Agrawal; professor of materials science and engineering Yet-Ming Chiang; and five others.

"We expect people to think that this is a totally crazy idea," says Chiang, who is the Kyocera Professor of Ceramics. "If they didn't, I'd be a bit disappointed because if people don't think something is totally crazy at first, it probably isn't going to be that revolutionary."

And this technology does appear to have the potential to be quite revolutionary, he suggests. In particular, for aviation, where weight is especially crucial, such an improvement in energy density could be the breakthrough that finally makes electrically powered flight practical at significant scale.

"The threshold that you really need for realistic electric aviation is about 1,000 watt-hours per kilogram," Chiang says. Today's electric vehicle lithium-ion batteries top out at about 300 watt-hours per kilogram -- nowhere near what's needed. Even at 1,000 watt-hours per kilogram, he says, that wouldn't be enough to enable transcontinental or trans-Atlantic flights.

That's still beyond reach for any known battery chemistry, but Chiang says that getting to 1,000 watts per kilogram would be an enabling technology for regional electric aviation, which accounts for about 80 percent of domestic flights and 30 percent of the emissions from aviation.




The technology could be an enabler for other sectors as well, including marine and rail transportation. "They all require very high energy density, and they all require low cost," he says. "And that's what attracted us to sodium metal."

A great deal of research has gone into developing lithium-air or sodium-air batteries over the last three decades, but it has been hard to make them fully rechargeable. "People have been aware of the energy density you could get with metal-air batteries for a very long time, and it's been hugely attractive, but it's just never been realized in practice," Chiang says.

By using the same basic electrochemical concept, only making it a fuel cell instead of a battery, the researchers were able to get the advantages of the high energy density in a practical form. Unlike a battery, whose materials are assembled once and sealed in a container, with a fuel cell the energy-carrying materials go in and out.

The team produced two different versions of a lab-scale prototype of the system. In one, called an H cell, two vertical glass tubes are connected by a tube across the middle, which contains a solid ceramic electrolyte material and a porous air electrode. Liquid sodium metal fills the tube on one side, and air flows through the other, providing the oxygen for the electrochemical reaction at the center, which ends up gradually consuming the sodium fuel. The other prototype uses a horizontal design, with a tray of the electrolyte material holding the liquid sodium fuel. The porous air electrode, which facilitates the reaction, is affixed to the bottom of the tray.

Tests using an air stream with a carefully controlled humidity level produced a level of nearly 1,700 watt-hours per kilogram at the level of an individual "stack," which would translate to over 1,000 watt-hours at the full system level, Chiang says.

The researchers envision that to use this system in an aircraft, fuel packs containing stacks of cells, like racks of food trays in a cafeteria, would be inserted into the fuel cells; the sodium metal inside these packs gets chemically transformed as it provides the power. A stream of its chemical byproduct is given off, and in the case of aircraft this would be emitted out the back, not unlike the exhaust from a jet engine.




But there's a very big difference: There would be no carbon dioxide emissions. Instead the emissions, consisting of sodium oxide, would actually soak up carbon dioxide from the atmosphere. This compound would quickly combine with moisture in the air to make sodium hydroxide -- a material commonly used as a drain cleaner -- which readily combines with carbon dioxide to form a solid material, sodium carbonate, which in turn forms sodium bicarbonate, otherwise known as baking soda.

"There's this natural cascade of reactions that happens when you start with sodium metal," Chiang says. "It's all spontaneous. We don't have to do anything to make it happen, we just have to fly the airplane."

As an added benefit, if the final product, the sodium bicarbonate, ends up in the ocean, it could help to de-acidify the water, countering another of the damaging effects of greenhouse gases.

Using sodium hydroxide to capture carbon dioxide has been proposed as a way of mitigating carbon emissions, but on its own, it's not an economic solution because the compound is too expensive. "But here, it's a byproduct," Chiang explains, so it's essentially free, producing environmental benefits at no cost.

Importantly, the new fuel cell is inherently safer than many other batteries, he says. Sodium metal is extremely reactive and must be well-protected. As with lithium batteries, sodium can spontaneously ignite if exposed to moisture. "Whenever you have a very high energy density battery, safety is always a concern, because if there's a rupture of the membrane that separates the two reactants, you can have a runaway reaction," Chiang says. But in this fuel cell, one side is just air, "which is dilute and limited. So you don't have two concentrated reactants right next to each other. If you're pushing for really, really high energy density, you'd rather have a fuel cell than a battery for safety reasons."

While the device so far exists only as a small, single-cell prototype, Chiang says the system should be quite straightforward to scale up to practical sizes for commercialization. Members of the research team have already formed a company, Propel Aero, to develop the technology. The company is currently housed in MIT's startup incubator, The Engine.

Producing enough sodium metal to enable widespread, full-scale global implementation of this technology should be practical, since the material has been produced at large scale before. When leaded gasoline was the norm, before it was phased out, sodium metal was used to make the tetraethyl lead used as an additive, and it was being produced in the U.S. at a capacity of 200,000 tons a year. "It reminds us that sodium metal was once produced at large scale and safely handled and distributed around the U.S.," Chiang says.

What's more, sodium primarily originates from sodium chloride, or salt, so it is abundant, widely distributed around the world, and easily extracted, unlike lithium and other materials used in today's EV batteries.

The system they envisage would use a refillable cartridge, which would be filled with liquid sodium metal and sealed. When it's depleted, it would be returned to a refilling station and loaded with fresh sodium. Sodium melts at 98 degrees Celsius, just below the boiling point of water, so it is easy to heat to the melting point to refuel the cartridges.

Initially, the plan is to produce a brick-sized fuel cell that can deliver about 1,000 watt-hours of energy, enough to power a large drone, in order to prove the concept in a practical form that could be used for agriculture, for example. The team hopes to have such a demonstration ready within the next year.

Sugano, who conducted much of the experimental work as part of her doctoral thesis and will now work at the startup, says that a key insight was the importance of moisture in the process. As she tested the device with pure oxygen, and then with air, she found that the amount of humidity in the air was crucial to making the electrochemical reaction efficient. The humid air resulted in the sodium producing its discharge products in liquid rather than solid form, making it much easier for these to be removed by the flow of air through the system. "The key was that we can form this liquid discharge product and remove it easily, as opposed to the solid discharge that would form in dry conditions," she says.

Ganti-Agrawal notes that the team drew from a variety of different engineering subfields. For example, there has been much research on high-temperature sodium, but none with a system with controlled humidity. "We're pulling from fuel cell research in terms of designing our electrode, we're pulling from older high-temperature battery research as well as some nascent sodium-air battery research, and kind of mushing it together," which led to the "the big bump in performance" the team has achieved, he says.

The research team also included Alden Friesen, an MIT summer intern who attends Desert Mountain High School in Scottsdale, Arizona; Kailash Raman and William Woodford of Form Energy in Somerville, Massachusetts; Shashank Sripad of And Battery Aero in California, and Venkatasubramanian Viswanathan of the University of Michigan. The work was supported by ARPA-E, Breakthrough Energy Ventures, and the National Science Foundation, and used facilities at MIT.nano.
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'Hopelessly attached': Scientists discover new 2D material that sticks the landing | ScienceDaily
More than ten years ago, researchers at Rice University led by materials scientist Boris Yakobson predicted that boron atoms would cling too tightly to copper to form borophene, a flexible, metallic two-dimensional material with potential across electronics, energy and catalysis. Now, new research shows that prediction holds up, but not in the way anyone expected.


						
Unlike systems such as graphene on copper, where atoms may diffuse into the substrate without forming a distinct alloy, the boron atoms in this case formed a defined 2D copper boride -- a new compoundwith a distinct atomic structure. The finding, published in Science Advances by researchers from Rice and Northwestern University, sets the stage for further exploration of a relatively untapped class of 2D materials.

"Borophene is still a material at the brink of existence, and that makes any new fact about it important by pushing the envelope of our knowledge in materials, physics and electronics," said Yakobson, Rice's Karl F. Hasselmann Professor of Engineering and professor of materials science and nanoengineering and chemistry. "Our very first theoretical analysis warned that on copper, boron would bond too strongly. Now, more than a decade later, it turns out we were right -- and the result is not borophene, but something else entirely."

Previous studies successfully synthesized borophene on metals like silver and gold, but copper remained an open -- and contested -- case. Some experiments suggested boron might form polymorphic borophene on copper, while others suggested it could phase-separate into borides or even nucleate into bulk crystals. Resolving these possibilities required a uniquely detailed investigation combining high-resolution imaging, spectroscopy and theoretical modeling.

"What my experimentalist colleagues first saw were these rich patterns of atomic resolution images and spectroscopy signatures, which required a lot of hard work of interpretation," Yakobson said.

These efforts revealed a periodic zigzag superstructure and distinct electronic signatures, both of which deviated significantly from known borophene phases. A strong match between experimental data and theoretical simulations helped resolve a debate about the nature of the material that forms at the interface between the copper substrate and the near-vacuum environment of the growth chamber.

Although copper boride was not the material researchers set out to make, its discovery offers important insight into how boron interacts with different metal substrates in two-dimensional environments. The work expands the knowledge on the formation of atomically thin metal boride materials -- an area that could inform future studies of related compounds, including those with known technological relevance, such as metal borides among ultra-high temperature ceramics, which are of great interest for extreme environments and hypersonic systems.




"2D copper boride is likely to be just one of many 2D metal borides that can be experimentally realized. We look forward to exploring this new family of 2D materials that have broad potential use in applications ranging from electrochemical energy storage to quantum information technology," said Mark Hersam , Walter P. Murphy Professor of Materials Science and Engineering at Northwestern University, who is a co-corresponding author on the study.

The discovery comes shortly after another boron-related breakthrough by the same Rice theory team. In a separate study published in ACS Nano , researchers showed that borophene can form high-quality lateral, edge-to-edge junctions with graphene and other 2D materials, offering better electrical contact than even "bulky" gold. The juxtaposition of the two findings highlights both the promise and the challenge of working with boron at the atomic scale: its versatility allows for surprising structures but also makes it difficult to control.

"Those images we initially saw in the experimental data looked quite mysterious," Yakobson said. "But in the end, it all fell into place and provided a logical answer -- metal boride, bingo! This was unexpected at first, but now, it is settled -- and the science can move forward."

The research was supported by the Office of Naval Research (N00014-21-1-2679), the National Science Foundation (DMR-2308691) and the United States Department of Energy (2801SC0012547). The content herein is solely the responsibility of the authors and does not necessarily represent the official views of the funding organizations and institutions.
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Assembly instructions for enzymes | ScienceDaily
In biology, enzymes have evolved over millions of years to drive chemical reactions. Scientists from the Max Planck Institute for Dynamics and Self-Organization (MPI-DS) now derived universal rules to enable the de novo design of optimal enzymes. As an example, they considered the enzymatic reaction of breaking a dimer into two monomer molecules. Considering the geometry of such an enzyme-substrate-complex, they identified three golden rules that should be considered to build a functional enzyme.


						
First, the interface of both enzyme and molecule should be located at their respective smaller end. This way, a strong coupling between both of them can be achieved. For the same reason, the conformational change in the enzyme should not be smaller than in the reaction. Finally, the conformational change of the enzyme has to take place fast enough to maximize the chemical driving force of the reaction.

"We built our research on two main pillars," Ramin Golestanian, director of MPI-DS describes the approach. "Conservation of momentum and coupling between the reaction coordinates," he continues. Thus, the researchers expanded the view of a classical 2-dimensional reaction coordinate. Typically, models for enzymatic reactions define an energy barrier that has to be overcome in order for the reaction to take place.

"As in our model we also consider the enzyme dynamics and coupling, we go beyond this existing concept, considering two reaction coordinates," say Michalis Chatzittofi, first author of the study. "Instead of overcoming an energy barrier, one can now imagine alternative ways to bypass it by taking alternative routes," he concludes.

These results provide a new basis for the design of molecular machines, avoiding the tedious and technically challenging approach to simulate the dynamics of each atom individually.
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A dental floss that can measure stress | ScienceDaily
Chronic stress can lead to increased blood pressure and cardiovascular disease, decreased immune function, depression, and anxiety. Unfortunately, the tools we use to monitor stress are often imprecise or expensive, relying on self-reporting questionnaires and psychiatric evaluations.


						
Now a Tufts interdisciplinary engineer and his team have devised a simple device using specially designed floss that can easily and accurately measure cortisol, a stress hormone, in real time.

"It started in a collaboration with several departments across Tufts, examining how stress and other cognitive states affect problem solving and learning," said Sameer Sonkusale, professor of electrical and computer engineering. "We didn't want measurement to create an additional source of stress, so we thought, can we make a sensing device that becomes part of your day-to-day routine? Cortisol is a stress marker found in saliva, so flossing seemed like a natural fit to take a daily sample."

Their design of a saliva-sensing dental floss looks just like a common floss pick, with the string stretched across two prongs extending from a flat plastic handle, all about the size of your index finger. The saliva is picked up by capillary action through a very narrow channel in the floss. The fluid is drawn into the pick handle and an attached tab, where it spreads across electrodes that detect the cortisol.

Cortisol recognition on the electrodes is accomplished with a remarkable technology developed almost 30 years ago called electropolymerized molecularly imprinted polymers (eMIPs). They work similarly to the way you might make a plaster cast of your hand. A polymer is formed around a template molecule, in this case cortisol, which is later removed to leave behind binding sites. These sites have a physical and chemical shape "memory" of the target molecule so they can bind free-floating molecules that are coming in.

The eMIP molds are versatile, so one can create dental floss sensors that detect other molecules that can be found in saliva, such as estrogen for fertility tracking, glucose for diabetes monitoring, or markers for cancer. There is also potential for detecting multiple biomarkers in saliva at the same time, for more accurate monitoring of stress, cardiovascular disease, cancer, and other conditions.

"The eMIP approach is a game changer," said Sonkusale. "Biosensors have typically been developed using antibodies or other receptors that pick up the molecule of interest. Once a marker is found, a lot of work has to go into bioengineering the receiving molecule attached to the sensor. eMIP does not rely on a lot of investment in making antibodies or receptors. If you discover a new marker for stress or any other disease or condition, you can just create a polymer cast in a very short period of time."

Accuracy of the cortisol sensors is comparable to the best-performing sensors on the market or in development. Bringing this device into the home and in the hands of individuals without need for training will make it possible to fold stress monitoring into many aspects of health care. Currently Sonkusale and his colleagues are creating a startup to try and bring the product to market.




He points out that while the dental floss sensor is quantitatively highly accurate, the practice of tracking markers in saliva is best for monitoring, not for the initial diagnosis of a condition. That's in part because saliva markers can still have variations between individuals.

"For diagnostics, blood is still the gold standard, but once you are diagnosed and put on medication, if you need to track, say, a cardiovascular condition over time to see if your heart health is improving, then monitoring with the sensor can be easy and allows for timely interventions when needed," he says.

The new research, published in the journal ACS Applied Materials and Interfaces, adds to a number of thread-based sensor innovations by Sonkusale and his research team including sensors that can detect gases, metabolites in sweat, or movement when embedded in clothing and transistors that can be woven into flexible electronic devices.
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Why are some rocks on the moon highly magnetic? | ScienceDaily
Where did the moon's magnetism go? Scientists have puzzled over this question for decades, ever since orbiting spacecraft picked up signs of a high magnetic field in lunar surface rocks. The moon itself has no inherent magnetism today.


						
Now, MIT scientists may have solved the mystery. They propose that a combination of an ancient, weak magnetic field and a large, plasma-generating impact may have temporarily created a strong magnetic field, concentrated on the far side of the moon.

In a study appearing in the journal Science Advances, the researchers show through detailed simulations that an impact, such as from a large asteroid, could have generated a cloud of ionized particles that briefly enveloped the moon. This plasma would have streamed around the moon and concentrated at the opposite location from the initial impact. There, the plasma would have interacted with and momentarily amplified the moon's weak magnetic field. Any rocks in the region could have recorded signs of the heightened magnetism before the field quickly died away.

This combination of events could explain the presence of highly magnetic rocks detected in a region near the south pole, on the moon's far side. As it happens, one of the largest impact basins -- the Imbrium basin -- is located in the exact opposite spot on the near side of the moon. The researchers suspect that whatever made that impact likely released the cloud of plasma that kicked off the scenario in their simulations.

"There are large parts of lunar magnetism that are still unexplained," says lead author Isaac Narrett, a graduate student in the MIT Department of Earth, Atmospheric and Planetary Sciences (EAPS). "But the majority of the strong magnetic fields that are measured by orbiting spacecraft can be explained by this process -- especially on the far side of the moon."

Narrett's co-authors include Rona Oran and Benjamin Weiss at MIT, along with Katarina Miljkovic at Curtin University, Yuxi Chen and Gabor Toth at the University of Michigan at Ann Arbor, and Elias Mansbach PhD '24 at Cambridge University. Nuno Loureiro, professor of nuclear science and engineering at MIT, also contributed insights and advice.

Beyond the sun

Scientists have known for decades that the moon holds remnants of a strong magnetic field. Samples from the surface of the moon, returned by astronauts on NASA's Apollo missions of the 1960s and 70s, as well as global measurements of the moon taken remotely by orbiting spacecraft, show signs of remnant magnetism in surface rocks, especially on the far side of the moon.




The typical explanation for surface magnetism is a global magnetic field, generated by an internal "dynamo," or a core of molten, churning material. The Earth today generates a magnetic field through a dynamo process, and it's thought that the moon once may have done the same, though its much smaller core would have produced a much weaker magnetic field that may not explain the highly magnetized rocks observed, particularly on the moon's far side.

An alternative hypothesis that scientists have tested from time to time involves a giant impact that generated plasma, which in turn amplified any weak magnetic field. In 2020, Oran and Weiss tested this hypothesis with simulations of a giant impact on the moon, in combination with the solar-generated magnetic field, which is weak as it stretches out to the Earth and moon.

In simulations, they tested whether an impact to the moon could amplify such a solar field, enough to explain the highly magnetic measurements of surface rocks. It turned out that it wasn't, and their results seemed to rule out plasma-induced impacts as playing a role in the moon's missing magnetism.

A spike and a jitter

But in their new study, the researchers took a different tack. Instead of accounting for the sun's magnetic field, they assumed that the moon once hosted a dynamo that produced a magnetic field of its own, albeit a weak one. Given the size of its core, they estimated that such a field would have been about 1 microtesla, or 50 times weaker than the Earth's field today.

From this starting point, the researchers simulated a large impact to the moon's surface, similar to what would have created the Imbrium basin, on the moon's near side. Using impact simulations from Katarina Miljkovic, the team then simulated the cloud of plasma that such an impact would have generated as the force of the impact vaporized the surface material. They adapted a second code, developed by collaborators at the University of Michigan, to simulate how the resulting plasma would flow and interact with the moon's weak magnetic field.




These simulations showed that as a plasma cloud arose from the impact, some of it would have expanded into space, while the rest would stream around the moon and concentrate on the opposite side. There, the plasma would have compressed and briefly amplified the moon's weak magnetic field. This entire process, from the moment the magnetic field was amplified to the time that it decays back to baseline, would have been incredibly fast -- somewhere around 40 minutes, Narrett says.

Would this brief window have been enough for surrounding rocks to record the momentary magnetic spike? The researchers say, yes, with some help from another, impact-related effect.

They found that an Imbrium-scale impact would have sent a pressure wave through the moon, similar to a seismic shock. These waves would have converged to the other side, where the shock would have "jittered" the surrounding rocks, briefly unsettling the rocks' electrons -- the subatomic particles that naturally orient their spins to any external magnetic field. The researchers suspect the rocks were shocked just as the impact's plasma amplified the moon's magnetic field. As the rocks' electrons settled back, they assumed a new orientation, in line with the momentary high magnetic field.

"It's as if you throw a 52-card deck in the air, in a magnetic field, and each card has a compass needle," Weiss says. "When the cards settle back to the ground, they do so in a new orientation. That's essentially the magnetization process."

The researchers say this combination of a dynamo plus a large impact, coupled with the impact's shockwave, is enough to explain the moon's highly magnetized surface rocks -- particularly on the far side. One way to know for sure is to directly sample the rocks for signs of shock, and high magnetism. This could be a possibility, as the rocks lie on the far side, near the lunar south pole, where missions such as NASA's Artemis program plan to explore.

"For several decades, there's been sort of a conundrum over the moon's magnetism -- is it from impacts or is it from a dynamo?" Oran says. "And here we're saying, it's a little bit of both. And it's a testable hypothesis, which is nice."

The team's simulations were carried out using the MIT SuperCloud. This research was supported, in part, by NASA.
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Controlling quantum motion and hyper-entanglement | ScienceDaily
Manuel Endres, professor of physics at Caltech, specializes in finely controlling single atoms using devices known as optical tweezers. He and his colleagues use the tweezers, made of laser light, to manipulate individual atoms within an array of atoms to study fundamental properties of quantum systems. Their experiments have led to, among other advances, new techniques for erasing errors in simple quantum machines; a new device that could lead to the world's most precise clocks; and a record-breaking quantum system controlling more than 6,000 individual atoms.


						
One nagging factor in this line of work has been the normal jiggling motion of atoms, which make the systems harder to control. Now, reporting in the journal Science, the team has flipped the problem on its head and used this atomic motion to encode quantum information, a process underlying quantum technologies.

"We show that atomic motion, which is typically treated as a source of unwanted noise in quantum systems, can be turned into a strength," says Adam Shaw (PhD '24), a co-lead author on the study along with Pascal Scholl and Ran Finkelstein. Shaw was formerly a graduate student at Caltech during these experiments and is now a postdoctoral scholar at Stanford University. Scholl served as a postdoc at Caltech and is now working at the quantum computing company Pasqal. Finkelstein held the Troesh Postdoctoral Prize Fellowship at Caltech and is now a professor at Tel Aviv University.

Ultimately, the experiment not only encoded quantum information in the motion of the atoms but also led to a state known as hyper-entanglement. In basic entanglement, two particles remain connected even when separated by vast distances. When researchers measure the particles' states, they observe this correlation: For example, if one particle is in a state known as spin up (in which the orientation of the angular momentum is pointing up), the other will always be spin down.

In hyper-entanglement, two characteristics of a particle pair are correlated. As a simple analogy, this would be like a set of twins separated at birth having both the same names and same types of cars: The two traits are correlated between the twins. In the new study, Endres and his team were able to hyper-entangle pairs of atoms such that their individual states of motion and their individual electronic states -- their internal energy levels -- were correlated among the atoms. What is more, this experimental demonstration implies that even more traits could be entangled at the same time.

"This allows us to encode more quantum information per atom," Endres explains. "You get more entanglement with fewer resources."

The experiment is the first demonstration of hyper-entanglement in massive particles, such as neutral atoms or ions (earlier demonstrations used photons).




For these experiments, the team cooled down an array of individual alkaline-earth neutral atoms confined inside optical tweezers. They demonstrated a novel form of cooling via "detection and subsequent active correction of thermal motional excitations," says Endres, which he compares to James Clerk Maxwell's famous 1867 thought experiment invoking a demon that measures and sorts particles in a chamber. "We essentially measure the motion of each atom and apply an operation depending on the outcome, atom-by-atom, similar to Maxwell's demon."

The method, which outperformed the best-known laser cooling techniques, caused the atoms to come to nearly a complete standstill.

From there, the researchers induced the atoms to oscillate like a swinging pendulum, but with an amplitude of approximately100 nanometers, which is much smaller than the width of a human hair. They were able to excite the atoms into two distinct oscillations simultaneously, causing the motion to be in a state of superposition. Superposition is a quantum state in which a particle exhibits opposite traits simultaneously, like a particle's spin being both up and down at the same time.

"You can think of an atom moving in this superposition state like a kid on a swing who starts getting pushed by two parents on opposite sides, but simultaneously," Endres says. "In our everyday world, this would certainly lead to a parental conflict; in the quantum world, we can remarkably make use of this!"

They then entangled the individual, swinging atoms to partner atoms, creating a correlated state of motion over several micrometers of distance. After the atoms were entangled, the team then hyper-entangled them in such a way that both the motion and the electronic states of the atoms were correlated.

"Basically, the goal here was to push the boundaries on how much we could control these atoms," Endres says. "We are essentially building a toolbox: We knew how to control the electrons within an atom, and we now learned how to control the external motion of the atom as a whole. It's like an atom toy that you have fully mastered."

The findings could lead to new ways to perform quantum computing as well as quantum simulations designed to probe fundamental questions in physics. "Motional states could become a powerful resource for quantum technology, from computing to simulation to precision measurements," Endres says.
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New biosensor solves old quantum riddle | ScienceDaily
Putting hypersensitive quantum sensors in a living cell is a promising path for tracking cell growth and diagnosing diseases -- even cancers -- in their early stages.


						
Many of the best, most powerful quantum sensors can be created in small bits of diamond, but that leads to a separate issue: It's hard to stick a diamond in a cell and get it to work.

"All kinds of those processes that you really need to probe on a molecular level, you cannot use something very big. You have to go inside the cell. For that, we need nanoparticles," said University of Chicago Pritzker School of Molecular Engineering PhD candidate Uri Zvi. "People have used diamond nanocrystals as biosensors before, but they discovered that they perform worse than what we would expect. Significantly worse."

Zvi is the first author of a paper published in Proceedings of the National Academy of Sciences that tackles this issue. Together with researchers from UChicago PME and the University of Iowa, Zvi united insights from cellular biology, quantum computing, old-fashioned semiconductors and high-definition TVs to both create a revolutionary new quantum biosensor. In doing so, they shed light on a longstanding mystery in quantum materials.

By encasing a diamond nanoparticle with a specially engineered shell -- a technique inspired by QLED televisions -- the team created not only a quantum biosensor ideal for a living cell, but also uncovered new insights into how a material's surface can be modified to enhance its quantum properties.

"It's already one of the most sensitive things on earth, and now they've figured out a way to enhance that further in a number of different environments," said Zvi's principal investigator, UChicago PME Prof. Aaron Esser-Kahn, a co-author of the paper.

A cell full of diamonds

Qubits hosted in diamond nanocrystals maintain quantum coherence even when the particles are small enough to be "taken up" by a living cell -- a good metaphor is the cell swallowing and chewing on them without spitting them out. But the smaller the diamond particles, the weaker the quantum signal.




"It excited people for a while that these quantum sensors can be brought into living cells and, in principle, be useful as a sensor," said UChicago PME Asst. Prof. Peter Maurer, a co-author of the paper. "However, while these kind of quantum sensors inside of a big piece of bulk diamond have really good quantum properties, when they are in nano diamonds, the coherent properties, the quantum properties, are actually significantly reduced."

Here, Zvi turned to an unlikely source for inspiration -- quantum dot LED televisions. QLED TVs use vibrant fluorescent quantum dots to broadcast in rich, full colors. In the early days, the colors were bright but unstable, prone to suddenly blinking off.

"Researchers found that surrounding the quantum dots with carefully designed shells suppresses detrimental surface effects and increase their emission," Zvi said. "And today you can use a previously unstable quantum dot as part of your TV."

Working with UChicago PME and Chemistry Department quantum dot expert Prof. Dmitri Talapin, a co-author of the paper, Zvi reasoned that since both sets of issues -- the quantum dots' fluorescence and the nanodiamond weakened signal -- originated with the surface state, a similar approach might work.

But since the sensor is meant to go within a living body, not every shell would work. An immunoengineering expert, Esser-Kahn helped develop a silicon-oxygen (siloxane) shell that would both enhance the quantum properties and not tip off the immune system that something is awry.

"The surface properties of most of these materials are sticky and disordered in a way that the immune cells can tell it's not supposed to be there. They look like a foreign object to an immune cell," Esser-Kahn said. "Siloxane-coated things look like a big, smooth blob of water. And so the body is much more happy to engulf and then chew on a particle like that."

Previous efforts to improve the quantum properties of diamond nanocrystals through surface engineering had shown limited success. As a result, the team expected only modest gains. Instead, they saw up to fourfold improvements in spin coherence.




That increase -- as well as a 1.8-fold increase in fluorescence and separate significant increases to charge stability -- was a riddle both baffling and enthralling.

Better and better

"I would try to go to bed at night but stay up thinking 'What's happening there? The spin coherence is getting better -- but why?" said University of Iowa Asst. Prof. Denis Candido, second author of the new paper. "I'd think 'What if we do this experiment? What if we do this calculation?' It was very, very exciting, and in the end, we found the underlying reason for the improvement of the coherence."

The interdisciplinary team -- bioengineer-turned-quantum-scientist Zvi, immunoengineer Esser-Kahn and quantum engineers Maurer and Talapin -- brought Candido and University of Iowa Physics and Astronomy Prof. Michael Flatte in to provide some of the theoretical framework for the research.

"What I found really exciting about this is that some old ideas that were critical for semiconductor electronic technology turned out to be really important for these new quantum systems," Flatte said.

They found that adding the silica shell didn't just protect the diamond surface. It fundamentally altered the quantum behavior inside. The material interface was driving electron transfer from the diamond into the shell. Depleting electrons from the atoms and molecules that normally reduce the quantum coherence made a more sensitive and stable way to read signals from living cells.

This enabled the team to identify the specific surface sites that degrade coherence and make quantum devices less effective -- solving a long-standing mystery in the quantum sensing field and opening new doors for both engineering innovation and fundamental research.

"The end impact is not just a better sensor, but a new, quantitative framework for engineering coherence and charge stability in quantum nanomaterials," Zvi said.
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Quantum eyes on energy loss: Diamond quantum imaging for next-gen power electronics | ScienceDaily
Diamond quantum sensors can be used to analyze the magnetization response of soft magnetic materials used in power electronics; report scientists based on collaborative research. Using a novel imaging technique, they developed quantum protocols to simultaneously image both the amplitude and phase of AC stray fields over a wide frequency range up to 2.3 MHz. Their results demonstrate that quantum sensing is a powerful tool for developing advanced magnetic materials across diverse applications.


						
Improving energy conversion efficiency in power electronics is vital for a sustainable society, with wide-bandgap semiconductors like GaN and SiC power devices offering advantages due to their high-frequency capabilities. However, energy losses in passive components at high frequencies hinder efficiency and miniaturization. This underscores the need for advanced soft magnetic materials with lower energy losses.

In a recent study published in Communications Materials, a research team led by Professor Mutsuko Hatano from the School of Engineering, Institute of Science Tokyo, Japan, developed a novel method for analyzing such losses by simultaneously imaging the amplitude and phase of alternating current (AC) stray fields, which are key to understanding hysteresis losses. Using a diamond quantum sensor with nitrogen-vacancy (NV) centers and developing two protocols -- Qubit Frequency Tracking (Qurack) for kHz and quantum heterodyne (Qdyne) imaging for MHz frequencies -- they realized wide-range AC magnetic field imaging. This study was carried out in collaboration with Harvard University and Hitachi, Ltd.

The researchers conducted a proof-of-principle wide-frequency-range magnetic field imaging experiment by applying an AC current to a 50-turn coil and sweeping the frequency from 100 Hz to 200 kHz for Qurack and 237 kHz to 2.34 MHz for Qdyne. As expected, the uniform AC Ampere magnetic field's amplitude and phase were imaged using NV centers with high spatial resolution (2-5 mm), validating both measurement protocols.

Using this innovative imaging system, the team could simultaneously map the amplitude and phase of stray magnetic fields from the CoFeB-SiO2 thin films, which have been developed for high-frequency inductors. Their findings revealed that these films exhibit near-zero phase delay up to 2.3 MHz, indicating negligible energy losses along the hard axis. Moreover, they observed that energy loss depends on the material's magnetic anisotropy -- when magnetization is driven along the easy axis, phase delay increases with frequency, signifying higher energy dissipation.

Overall, the results showcase how quantum sensing can be used to analyze soft magnetic materials operating at higher frequencies, which is considered to be a major challenge in developing highly efficient electronic systems. Notably, the capacity to resolve domain wall motion, one of the magnetization mechanisms strongly related to energy losses, is a pivotal step, leading to important practical advances and optimizations in electronics.

Looking forward, the researchers hope to further improve the proposed techniques in various ways. "The Qurack and Qdyne techniques used in this study can be enhanced by engineering improvements," says Hatano. "Qurack's performance can be enhanced by adopting high-performance signal generators to extend its amplitude range, whereas optimizing spin coherence time and microwave control speed would broaden Qdyne's frequency detection range."

"Simultaneous imaging of the amplitude and phase of AC magnetic fields across a broad frequency range offers numerous potential applications in power electronics, electromagnets, non-volatile memory, and spintronics technologies," remarks Hatano. "This success contributes to the acceleration of quantum technologies, particularly in sectors related to sustainable development goals and well-being."
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Efficiency upgrade for OLED screens: A route to blue PHOLED longevity | ScienceDaily
Blue phosphorescent OLEDs can now last as long as the green phosphorescent OLEDs already in devices, University of Michigan researchers have demonstrated, paving the way for further improving the energy efficiency of OLED screens.


						
"This moves the blues into the domain of green lifetimes," said Stephen Forrest, the Peter A. Franken Distinguished University Professor of Electrical Engineering and corresponding author of the study in Nature Photonics.

"I can't say the problem is completely solved -- of course it's not solved until it enters your display -- but I think we've shown the path to a real solution that has been evading the community for two decades."

OLED screens are standard in flagship smartphones and high-end televisions, providing high contrast and energy efficiency as variations in brightness are achieved by the light emitters rather than a liquid crystal layer over the top. However, not all OLEDs are equally energy efficient.

In current displays, red and green OLEDs produce light through the highly efficient phosphorescent route, whereas blue OLEDs still use fluorescence. This means while red and green OLEDs have a theoretical maximum of one photon for every electron running through the device, blue OLEDs cap out at a far lower efficiency.

The trouble is that blue light is the highest energy that an RGB device must produce: The molecules in blue phosphorescent OLEDs (PHOLEDs) need to handle higher energies than their red and green counterparts. Most of the energy leaves in the form of blue light, but when it is trapped, it can instead break down the color-producing molecules.

Previously, Forrest's team discovered that there was a way to get that trapped energy out faster by including a coating on the negative electrode that helps the energy convert into blue light. Haonan Zhao, a recent Ph.D. graduate in physics, said it was like creating a fast lane.




"On a road that doesn't have enough lanes, impatient drivers can crash into one another, cutting off all traffic -- just like two excitons bumping into one another create a lot of hot energy that destroys the molecule," said Zhao, first author of that study as well as the new one. "The plasmon exciton polariton is our optical design for an exciton fast lane."

The details are based in quantum mechanics. When an electron comes in through the negative electrode, it creates what's called an excited state in one of the molecules that produces blue light. That state is a negatively charged electron that jumps into a higher energy level and a positively charged "hole" that the electron leaves behind -- together, they make an exciton.

Ideally, the electron would quickly jump back to its original state and fire off a blue photon, but excitons that use the phosphorescent route tend to hang around. Simply relaxing into their original state would violate a law of quantum mechanics. However, excitons very near the electrode produce photons faster because the shiny surface supports another quantum quasiparticle -- surface plasmons. These are like ripples in the pond of electrons on the surface of the metal.

If the exciton in the light-emitting material is close enough to the electrode, it gets a little help with the conversion to blue light because it can dump its energy into a surface plasmon -- a phenomenon known as the Purcell effect. It does this because the exciton oscillates a little like a broadcast antenna, which creates waves in the electrons in the electrode. This isn't automatically helpful, though, as not all surface plasmons produce photons. To get the photon, the exciton must attach itself to the surface plasmon, producing a plasmon exciton polariton.

Forrest's team encouraged this route by adding a thin layer of a carbon-based semiconductor onto the shiny electrode that encourages the exciton to transfer its energy and resonate in the right way. It also extends the effect deeper into the light-emitting material, so excitons further from the electrode can benefit.

The team reported on this last year, and they have since been putting this effect together with other approaches to finally produce a blue PHOLED that can last as long and burn as bright as a green one. These are the highlights of the design:
    	    Two light-emitting layers (a tandem OLED): This cuts the light-emitting burden of each layer in half, reducing the odds that two excitons merge.
    
    	    


Adding a layer that helps the excitons resonate with surface plasmons near both electrodes, so that both emitting layers have access to the fast lane
    
    	    The whole structure is an optical cavity, in which blue light resonates between the two mirror-like electrodes. This pushes the color of the photons deeper into the blue range.
    

This study was supported in part by the Department of Energy and Universal Display Corporation.

Claire Arneson, a Ph.D. student in physics at U-M, also contributed to this study.

The device was built in the Lurie Nanofabrication Facility and studied at the Michigan Center for Materials Characterization.

The team has patented the technology with the assistance of U-M Innovation Partnerships and has licensed it to Universal Display Corp. Forrest and the University of Michigan have a financial interest in Universal Display Corp.

Forrest is also the Paul G. Goebel Professor of Engineering and a professor of electrical computer engineering, materials science and engineering, physics and applied physics.
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Charge radius of Helium-3 measured with unprecedented precision | ScienceDaily
A research team led by Professor Randolf Pohl from the Institute of Physics at Johannes Gutenberg University Mainz (JGU) has achieved a significant breakthrough in determining fundamental properties of atomic nuclei. For the first time, the team conducted laser spectroscopy experiments on muonic helium-3 at the Paul Scherrer Institute in Switzerland. Muonic helium-3 is a special form of helium in which the atom's two electrons are replaced by a single, much heavier muon. Yesterday, the results have been published in the journal Science. 


						
"Our experiments with muonic helium-3 provide the most accurate value to date for the charge radius of this nucleus," says Randolf Pohl, who is also a member of the PRISMA+ Cluster of Excellence at JGU. "This is primarily because the heavy muon orbits much closer to the atomic nucleus than electrons in regular atoms, making it far more sensitive to the nucleus's size and structure." Helium nuclei always consist of two protons -- this is what defines them as helium. Different isotopes are distinguished by the number of neutrons in the nucleus: helium-3 contains one neutron alongside the two protons, while the heavier helium-4 contains two neutrons. Professor Pohl's team had already successfully measured helium-4 using laser spectroscopy and muons several years ago.

Measurement Confirms Theoretical Models

Traditionally, nuclear radii are determined using particle accelerators, such as MAMI at JGU or, in the future, MESA. However, the new value obtained from muonic helium measurements is fifteen times more precise, coming in at 1.97007 +- 0.00097 femtometers. Laser spectroscopy with electrons has previously been successfully applied to the lightest atomic nuclei, such as hydrogen and deuterium. For helium, highly precise measurements also exist, but the presence of two electrons in the helium atom makes theoretical calculations more complex, preventing accurate determination of the nuclear radius from such measurements alone. Nevertheless, it has already been possible to determine the difference in charge radii between various helium isotopes (nuclei with the same number of protons but different numbers of neutrons). The new results from muonic helium measurements align well with recent experiments on regular helium conducted by a research team in Amsterdam, also published in Science, yesterday.

"In combination with our earlier results on muonic helium-4, which were published in Nature in 2021, we have now been able to precisely determine the difference in charge radii between helium-3 and helium-4 -- an important advancement," says Pohl.

Close Interaction Between Theory and Experiment in the PRISMA+ Cluster of Excellence

The strong agreement between the measurements conducted by the Mainz and Amsterdam teams confirms existing knowledge about the nuclear physics of the lightest atomic nuclei. This knowledge is based in part on key theoretical calculations of nuclear structure, also carried out within the PRISMA+ Cluster of Excellence.




Professor Sonia Bacca's team calculated the influence of the muon on the structure of the helium nucleus, while Professor Marc Vanderhaeghen and Dr. Franziska Hagelstein explored the roles of protons and neutrons. These theoretical foundations enabled the extraction of reliable information about the atomic nucleus from the precise experimental data.

"Accurate knowledge of nuclear charge radii is essential for determining fundamental physical constants such as the Rydberg constant," Pohl explains. "It is also crucial for the search for new physics -- particles and forces not yet included in the Standard Model. The previous lack of precise data in this area introduced significant uncertainties."

Precise Measurement of Additional Atomic Nuclei Planned

Looking ahead, the team of experimental and theoretical physicists at Mainz plans to apply their methods to other atomic nuclei -- from lithium to neon -- with ten times the accuracy compared to particle accelerator-based methods. Instead of lasers, they will use innovative X-ray detectors. This work, like the previous experiments led by Pohl's group, is supported by the German Research Foundation (DFG) as part of the Collaborative Research Center 1660 at JGU.
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Researchers make breakthrough in semiconductor technology set to supercharge 6G delivery | ScienceDaily
Self-driving cars which eliminate traffic jams, getting a healthcare diagnosis instantly without leaving your home, or feeling the touch of loved ones based across the continent may sound like the stuff of science fiction.


						
But new research, led by the University of Bristol and published today in the journal Nature Electronics, could make all this and more a step closer to reality thanks to a radical breakthrough in semiconductor technology.

The futuristic concepts rely on the ability to communicate and transfer vast volumes of data much faster than existing networks. So physicists have developed an innovative way to accelerate this process between scores of users, potentially across the globe.

Co-lead author Martin Kuball, Professor of Physics at the University of Bristol, said: "Within the next decade, previously almost unimaginable technologies to transform a wide range of human experiences could be widely available. The possible benefits are also far-reaching, including advances in healthcare with remote diagnostics and surgery, virtual classrooms and even virtual holiday tourism.

"In addition, there is considerable potential for advanced driver assistance systems to improve road safety and industrial automation for greater efficiency. The list of possible 6G applications is endless, with the limit just being human imagination. So our innovative semiconductor discoveries are hugely exciting and will help drive forward these developments at speed and scale."

It is widely acknowledged that the shift from 5G to 6G will demand a radical upgrade of semiconductor technology, circuits, systems, and associated algorithms. For instance, the main semiconductor components involved, in other words the radio frequency amplifiers made from a wonder conductor called Gallium Nitride (GaN), need to be much quicker, emit greater power, and be more reliable.

The team of international scientists and engineers has tested a new architecture, catapulting these special GaN amplifiers to unprecedented heights. This was achieved by discovering a latch-effect in GaN, which unlocked a much greater radio frequency device performance. These next generation devices use parallel channels which then require the use of sub-100nm side fins -- a type of transistor which controls the flow of current passing through the devices.




Co-lead author Dr Akhil Shaji, Honorary Research Associate at the University of Bristol, explained: "We have piloted a device technology, working with collaborators, called superlattice castellated field effect transistors (SLCFETs), in which more than 1000 fins with sub-100 nm width help drive the current. Although SLCFETs have demonstrated the highest performance in the W-band frequency range, equating to 75 gigahertz -110 GHz, the physics behind it was unknown.

"We recognised it was a latch-effect in GaN, which enables the high radio frequency performance."

The researchers then needed to pinpoint exactly where this effect occurred, by simultaneously using ultra precision electrical measurements and optical microscopy, so it could be further studied and understood. After analysing more than 1,000 fins findings located this effect to the widest fin.

Prof Kuball, who is also Royal Academy of Engineering Chair in Emerging Technologies, added: "We also developed a 3D model using a simulator to further verify our observations. The next challenge was to study the reliability aspects of latch effect for practical applications. The rigorous testing of the device over a long duration of time showed it has no detrimental effect on device reliability or performance.

"We found a key aspect driving this reliability was a thin layer of dielectric coating around each of the fins. But the main takeaway was clear -- the latch effect can be exploited for countless practical applications, which could help transform people's lives in many different ways in years to come."

Next steps for the work include further increasing the power density the devices can deliver, so they can offer even higher performance and serve wider audiences. Industry partners will also be bringing such next generation devices to a commercial market.

Researchers at the University of Bristol are at the forefront of improving electrical performance and efficiency in a wide range of different applications and settings.

Professor Kuball leads the Centre for Device Thermography and Reliability (CDTR), which is developing next generation semiconductor electronic devices for net zero, and for communications and radar technology. It also works on improving device thermal management, electrical performance and reliability, using wide and ultra-wide bandgap semiconductors.
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A rule-breaking, colorful silicone that could conduct electricity | ScienceDaily
A newly discovered silicone variant is a semiconductor, University of Michigan researchers have discovered -- upending assumptions that the material class is exclusively insulating.


						
"The material opens up the opportunity for new types of flat panel displays, flexible photovoltaics, wearable sensors or even clothing that can display different patterns or images," said Richard Laine, U-M professor of materials science and engineering and macromolecular science and engineering and corresponding author of the study recently published in Macromolecular Rapid Communications.

Silicone oils and rubbers -- polysiloxanes and silsesquioxanes -- are traditionally insulating materials, meaning they resist the flow of electricity or heat. Their water-resistant properties make them useful in biomedical devices, sealants, electronic coatings and more.

Meanwhile, conventional semiconductors are typically rigid. Semiconducting silicone has the potential to enable the flexible electronics Laine described as well as silicone that comes in a variety of colors.

On a molecular level, silicones are made up of a backbone of alternating silicon and oxygen atoms (Si -- O -- Si) with organic (carbon-based) groups attached to the silicon. Various 3D formations of polymer chains arise as they connect to one another, known as cross-linking, which alter the material's physical properties like strength or solubility.

While studying different cross-linking structures in silicone, the research team stumbled upon the potential for electrical conductivity in a copolymer, which is a polymer chain containing two different types of repeating units -- cage-structured and then linear silicones in this case.

The possibility for conductivity arises from the way electrons can move across Si -- O -- Si bonds with overlapping orbitals. Semiconductors have two main states: the ground state, which doesn't conduct electricity, and a conducting state, which does. The conducting state, also known as an excited state, occurs when some electrons jump up to the next electron orbital, which is connected across the material like a metal.




Typically, Si -- O -- Si bond angles don't allow for that connection. At 110deg, they are a long way from a 180deg straight line. But in the silicone copolymer the team discovered, these bonds started out at 140deg in the ground state -- and they stretch to 150deg in the excited state. This was enough to create a highway for electrical charge to flow.

"This allows an unexpected interaction between electrons across multiple bonds including Si -- O -- Si bonds in these copolymers," Laine said. "The longer the chain length, the easier it is for electrons to travel longer distances, reducing the energy needed to absorb light and then emit it at lower energies."

The semiconducting properties of the silicone copolymers also enable its spectrum of colors. Electrons jump between the ground and excited states by absorbing and emitting photons, or particles of light. The light emission depends on the length of the copolymer chain, which Laine's team can control. Longer chain lengths mean smaller jumps and lower energy photons, giving the silicone a red tint. Shorter chains require bigger jumps from the electrons, so they emit higher energy light toward the blue end of the spectrum.

To demonstrate the connection between chain length and light absorption and emission, the researchers separated copolymers with different chain lengths and arranged them in test tubes from long to short. Shining a UV light on the tubes creates a full rainbow as each absorbs and emits the light at different energies.

The colorful array based on copolymer chain length is particularly unique because up to this point, silicones have only been known to be transparent or white because their insulating properties make them unable to absorb much light.

"We're taking a material everyone thought was electrically inert and giving it a new life -- one that could power the next generation of soft, flexible electronics," said Zijing (Jackie) Zhang, U-M doctoral student of materials science and engineering and lead author of the study.

The research was funded by the U.S. National Science Foundation (2103628) and the Thailand National Science, Research and Innovation Fund (NSRF) via the Program Management Unit for Human Resources & Institutional Development, Research and Innovation (B16F640099).
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A faster, more reliable method for simulating the plasmas used to make computer chips | ScienceDaily
Plasma -- the electrically charged fourth state of matter -- is at the heart of many important industrial processes, including those used to make computer chips and coat materials. Simulating those plasmas can be challenging, however, because millions of math operations must be performed for thousands of points in the simulation, many times per second. Even with the world's fastest supercomputers, scientists have struggled to create a kinetic simulation -- which considers individual particles -- that is detailed and fast enough to help them improve those manufacturing processes.


						
Now, a new method offers improved stability and efficiency for kinetic simulations of what's known as inductively coupled plasmas. The method was implemented in a code developed as part of a private-public partnership between the U.S. Department of Energy's Princeton Plasma Physics Laboratory (PPPL) and chip equipment maker Applied Materials Inc., which is already using the tool. Researchers from the University of Alberta, PPPL and Los Alamos National Laboratory contributed to the project.

Detailed simulations of these plasmas are important to gain a better understanding of how plasma forms and evolves for various manufacturing processes. The more realistic the simulation, the more accurate the distribution functions it provides. These measures show, for example, the probability that a particle is at a particular location moving at a particular speed. Ultimately, understanding these details could lead to realizations about how to use the plasma in a more refined way to etch patterns onto silicon for even faster chips or memory with greater storage, for example.

"This is a big step forward in our capabilities," said Igor Kaganovich, a principal research physicist at PPPL and co-author of a journal article published in Physics of Plasmas that details the simulation findings.

Making the code reliable

The initial version of the code was developed using an old method that proved unreliable. Dmytro Sydorenko, a research associate at the University of Alberta and first author of the paper, said that significant modifications of the method were made to make the code much more stable. "We changed the equations, so the simulation immediately became very reliable and there were no crashes anymore," he said. "So now we have a usable tool for the simulation of inductively coupled plasmas into two spatial dimensions."

The code was improved, in part, by changing the way one of the electric fields was calculated. An electric field is like an invisible force field that surrounds electric charges and currents. It exerts forces on particles. In an inductively coupled plasma, a wire coil carrying an electric current generates a changing magnetic field, which, in turn, generates an electric field that heats the plasma. It is this field, known as the solenoidal electric field, that the team focused its efforts on.




The code calculates electromagnetic fields based on procedures developed by Salomon Janhunen from Los Alamos National Laboratory. These procedures were optimized by PPPL's Jin Chen, who acted as a bridge between physics, mathematics and computer science aspects of the challenge. "For a complicated problem, the improvement is significant," Chen said.

The simulation is known as a particle-in-cell code because it tracks individual particles (or small groups of particles clumped together as so-called macroparticles) while they move in space from one grid cell to another. This approach works particularly well for the plasmas used in industrial devices where the gas pressure is low. A fluid approach doesn't work for such plasmas because it uses average values instead of tracking individual particles.

Obeying the law of conservation of energy

"This new simulation allows us to model larger plasmas quickly while accurately conserving energy, helping to ensure the results reflect real physical processes rather than numerical artifacts," said Kaganovich.

In the real world, energy doesn't randomly appear or disappear. It follows the law of conservation of energy. But a small mistake in a computer simulation can accumulate with each step. Because each simulation might involve thousands or even millions of steps, a small error throws off the results significantly. Making sure energy is conserved helps keep the simulation faithful to a real plasma.

PPPL's Stephane Ethier also worked on the new simulation code. The work was supported by a Cooperative Research and Development Agreement between Applied Materials Inc. and PPPL, under contract number DE-AC02-09CH11466.
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An artificial protein that moves like something found in nature | ScienceDaily
The ability to engineer shapeshifting proteins opens new avenues for medicine, agriculture, and beyond.


						
Proteins catalyze life by changing shape when they interact with other molecules. The result is a muscle twitching, the perception of light, or a bit of energy extracted from food.

But this crucial ability has eluded the growing field of AI-augmented protein engineering.

Now, researchers at UCSF have shown it is possible to make new proteins that move and change shape like those in nature. This ability will help scientists engineer proteins in powerful new ways to treat disease, clean up pollution, and increase crop yields.

"This study is the first step on a path that will lead far beyond biomedicine, into agriculture and the environment," said Tanja Kortemme, PhD, professor of bioengineering and senior author of the study, which appears May 22 in Science.

The research was supported by the National Institutes of Health.

Scientists have been engineering rigid proteins -- proteins that can't move or change shape -- since the 1980s. These proteins were first used in commercial products like cleaning solutions. More recently, they've been employed to produce blockbuster medicines like artificial insulin, GLP-1 weight-loss drugs, and antibody treatments for cancer and inflammation.




While important, these immovable molecules can't match the potential of proteins that can swivel, twist, and morph in complicated ways and then return to their original shape, said Kortemme, who is also an investigator in the Chan-Zuckerberg BioHub San Francisco.

She said the most important proteins to emulate for medical uses are those that regulate processes like metabolism, cell division, and other basic life functions. These powerful proteins are the targets of nearly 1 in 3 FDA-approved drugs. They facilitate communication within or between cells by changing from one shape into another, and then back again, like an on-off switch.

An overwhelming problem 

Designing such stable yet dynamic forms requires computational power and artificial intelligence that didn't exist until a few years ago.

The challenge was huge, so Kortemme and graduate student Amy Guo began with something small: giving a simple natural protein the ability to move in a new way. Guo then made part of the protein swing so it could bind to calcium, a common way that proteins change shape.

"We wanted to devise a design method that could be applied in lots of situations, so we focused on creating a movable part that does what many natural proteins do," she said. "The hope is that this movement could also be added to static artificial proteins to expand what they can do, too."

Guo's next step was to generate a virtual library of thousands of possible shapes that the protein could take. She picked two stable shapes for the protein: one that could bind calcium and another that couldn't.




Then, she zoomed in on specific areas of the virtual protein to look at how the atoms in it were interacting. The work, which began before the pandemic, accelerated once the artificial intelligence program AlphaFold2 became available. Guo used it to make the movable part twist and capture the calcium, and then untwist to set it free.

The moment of truth came when the researchers tested their model in a computer simulation. They teamed up with Mark Kelly, PhD, a pharmaceutical chemist at UCSF who uses nuclear magnetic resonance to visualize the atoms in a protein.

"I was amazed that the simulations showed it working exactly like we'd expected it to," Guo said. "That really gives me confidence that this was for real, that we really did it."

In the medical realm, movable engineered proteins could be used in biosensors that change shape in response to signals of disease, triggering an alert. Or they could be used as medicinal proteins that are tailored to work with a person's unique body chemistry.

Shapeshifting proteins also could be designed to break down plastics or help plants resist climate-related stresses like drought or pests. They could even be used to make metal that can repair itself when it cracks.

"The possibilities are truly endless," Guo said.
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A new approach could fractionate crude oil using much less energy | ScienceDaily
Separating crude oil into products such as gasoline, diesel, and heating oil is an energy-intensive process that accounts for about 6 percent of the world's CO2 emissions. Most of that energy goes into the heat needed to separate the components by their boiling point.


						
In an advance that could dramatically reduce the amount of energy needed for crude oil fractionation, MIT engineers have developed a membrane that filters the components of crude oil by their molecular size.

"This is a whole new way of envisioning a separation process. Instead of boiling mixtures to purify them, why not separate components based on shape and size? The key innovation is that the filters we developed can separate very small molecules at an atomistic length scale," says Zachary P. Smith, an associate professor of chemical engineering at MIT and the senior author of the new study.

The new filtration membrane can efficiently separate heavy and light components from oil, and it is resistant to the swelling that tends to occur with other types of oil separation membranes. The membrane is a thin film that can be manufactured using a technique that is already widely used in industrial processes, potentially allowing it to be scaled up for widespread use.

Taehoon Lee, a former MIT postdoc who is now an assistant professor at Sungkyunkwan University in South Korea, is the lead author of the paper, which appears today in Science.

Oil fractionation

Conventional heat-driven processes for fractionating crude oil make up about 1 percent of global energy use, and it has been estimated that using membranes for crude oil separation could reduce the amount of energy needed by about 90 percent. For this to succeed, a separation membrane needs to allow hydrocarbons to pass through quickly, and to selectively filter compounds of different sizes.




Until now, most efforts to develop a filtration membrane for hydrocarbons have focused on polymers of intrinsic microporosity (PIMs), including one known as PIM-1. Although this porous material allows the fast transport of hydrocarbons, it tends to excessively absorb some of the organic compounds as they pass through the membrane, leading the film to swell, which impairs its size-sieving ability.

To come up with a better alternative, the MIT team decided to try modifying polymers that are used for reverse osmosis water desalination. Since their adoption in the 1970s, reverse osmosis membranes have reduced the energy consumption of desalination by about 90 percent -- a remarkable industrial success story.

The most commonly used membrane for water desalination is a polyamide that is manufactured using a method known as interfacial polymerization. During this process, a thin polymer film forms at the interface between water and an organic solvent such as hexane. Water and hexane do not normally mix, but at the interface between them, a small amount of the compounds dissolved in them can react with each other.

In this case, a hydrophilic monomer called MPD, which is dissolved in water, reacts with a hydrophobic monomer called TMC, which is dissolved in hexane. The two monomers are joined together by a connection known as an amide bond, forming a polyamide thin film (named MPD-TMC) at the water-hexane interface.

While highly effective for water desalination, MPD-TMC doesn't have the right pore sizes and swelling resistance that would allow it to separate hydrocarbons.

To adapt the material to separate the hydrocarbons found in crude oil, the researchers first modified the film by changing the bond that connects the monomers from an amide bond to an imine bond. This bond is more rigid and hydrophobic, which allows hydrocarbons to quickly move through the membrane without causing noticeable swelling of the film compared to the polyamide counterpart.




"The polyimine material has porosity that forms at the interface, and because of the cross-linking chemistry that we have added in, you now have something that doesn't swell," Smith says. "You make it in the oil phase, react it at the water interface, and with the crosslinks, it's now immobilized. And so those pores, even when they're exposed to hydrocarbons, no longer swell like other materials."

The researchers also introduced a monomer called triptycene. This shape-persistent, molecularly selective molecule further helps the resultant polyimines to form pores that are the right size for hydrocarbons to fit through.

Efficient separation

When the researchers used the new membrane to filter a mixture of toluene and triisopropylbenzene (TIPB) as a benchmark for evaluating separation performance, it was able to achieve a concentration of toluene 20 times greater than its concentration in the original mixture. They also tested the membrane with an industrially relevant mixture consisting of naphtha, kerosene, and diesel, and found that it could efficiently separate the heavier and lighter compounds by their molecular size.

If adapted for industrial use, a series of these filters could be used to generate a higher concentration of the desired products at each step, the researchers say.

"You can imagine that with a membrane like this, you could have an initial stage that replaces a crude oil fractionation column. You could partition heavy and light molecules and then you could use different membranes in a cascade to purify complex mixtures to isolate the chemicals that you need," Smith says.

Interfacial polymerization is already widely used to create membranes for water desalination, and the researchers believe it should be possible to adapt those processes to mass produce the films they designed in this study.

"The main advantage of interfacial polymerization is it's already a well-established method to prepare membranes for water purification, so you can imagine just adopting these chemistries into existing scale of manufacturing lines," Lee says.

The research was funded, in part, by ExxonMobil through the MIT Energy Initiative.
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AI is here to stay, let students embrace the technology, experts urge | ScienceDaily
A new study from UBC Okanagan says students appear to be using generative artificial intelligence (GenAI) responsibly, and as a way to speed up tasks, not just boost their grades.


						
Dr. Meaghan MacNutt, who teaches professional ethics in the UBCO School of Health and Exercise Sciences (HES), recently published a study in Advances in Physiology Education. Published this month, the paper -- titled Reflective writing assignments in the era of GenAI: student behaviour and attitudes suggest utility, not futility -- contradicts common concerns about student use of AI.

Students in three different courses, almost 400 participants, anonymously completed a survey about their use of AI on at least five reflective writing assignments. All three courses used an identical AI policy and students had the option to use the tool for their writing.

"GenAI tools like ChatGPT allow users to interface with large language models. They offer incredible promise to enhance student learning, however, they are also susceptible to misuse in completion of writing assignments," says Dr. MacNutt. "This potential has raised concerns about GenAI as a serious threat to academic integrity and to the learning that occurs when students draft and revise their own written work."

While UBC offers guidance to students and faculty about the risks and benefits of using GenAI, policies regarding its use in courses are at the discretion of individual instructors.

Dr. MacNutt, who completed the study with doctoral student and HES lecturer Tori Stranges, notes that discipline-specific factors contribute to the perception that many courses in HES are particularly challenging and many students strive for excellence, often at the expense of their mental wellbeing.

So, how often were the students using AI and what was motivating their use?




While only about one-third of the students used AI, the majority of users, 81 per cent, reported their GenAI use was inspired by at least one of the following factors: speed and ease in completing the assignment, a desire for high grades and a desire to learn. About 15 per cent of the students said they were motivated by all three factors, with more than 50 per cent using it to save time on the assignment.

Dr. MacNutt notes that most students used AI to initiate the paper or revise sections. Only 0.3 per cent of assignments were mostly written by GenAI.

"There is a lot of speculation when it comes to student use of AI," she says. "However, students in our study reported that GenAI use was motivated more by learning than by grades, and they are using GenAI tools selectively and in ways they believe are ethical and supportive of their learning. This was somewhat unexpected due to the common perception that undergraduate students have become increasingly focused on grades at the expense of learning."

The study does raise some cautions, she warns. GenAI can be a useful tool for students learning English or people with reading and writing disabilities. But there is also the potential that if paid versions are better, students who can afford to use a more effective platform might have an advantage over others -- creating further classroom inequities.

MacNutt says continued research in this area can only provide a better understanding of student behaviour and attitudes as GenAI technologies continue to advance. She also suggests, while AI continues to be used more frequently, that institutions and educators adopt an approach that embodies "collaboration with" rather than "surveillance of" students.

"Our findings contradict common concerns about widespread student misuse and overuse of GenAI at the expense of academic integrity and learning," says Dr. MacNutt. "But as we move forward with our policies, or how we're teaching students how to use it, we have to keep in mind that students are coming from really different places. And they have different ways of benefiting or being harmed by these technologies."
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      Environment News

      Top stories featured on ScienceDaily's Plants & Animals, Earth & Climate, and Fossils & Ruins sections.


      
        Kinetic coupling -- breakthrough in understanding biochemical networks
        A new concept of kinetic modules in biochemical networks could revolutionize the understanding of how these networks function. Scientists succeeded in linking the structure and dynamics of biochemical networks via kinetic modules, thus clarifying a systems biology question that has been open for longtime.

      

      
        A sweeping study of 7,000 years of monuments in South Arabia
        New research brings together 7,000 years of history in South Arabia to show how ancient pastoralists changed placement and construction of monuments over time in the face of environmental and cultural forces.

      

      
        Huge sea-urchin populations are overwhelming Hawaii's coral reefs
        This study measured the growth rate of coral reefs in Honaunau Bay, Hawaii, using on-site data gathering and aerial imagery. Researchers found that the reefs are being eroded by sea urchin populations which have exploded due to overfishing in the area. The reefs are also threatened by climate change and water pollution, and their growth rates are not fast enough to counteract the erosion caused by the urchins.

      

      
        Bed bugs are most likely the first human pest, new research shows
        Researchers compared the whole genome sequence of two genetically distinct lineages of bed bug, and their findings indicate bed bugs may well be the first true urban pest.

      

      
        Nearly five million seized seahorses just 'tip of the iceberg' in global wildlife smuggling
        Close to five million smuggled seahorses worth an estimated CAD$29 million were seized by authorities over a 10-year span, according to a new study that warns the scale of the trade is far larger than current data suggest. The study analyzed online seizure records from 2010 to 2021 and found smuggling incidents in 62 countries, with dried seahorses, widely used in traditional medicine, most commonly intercepted at airports in passenger baggage or shipped in sea cargo.

      

      
        Researchers engineer a herpes virus to turn on T cells for immunotherapy
        A team identified herpes virus saimiri, which infects the T cells of squirrel monkeys, as a source of proteins that activate pathways in T cells that are needed to promote T cell survival.

      

      
        New AI tool reveals single-cell structure of chromosomes -- in 3D
        In a major leap forward for genetic and biomedical research, scientists have developed a powerful new artificial intelligence tool that can predict the 3D shape of chromosomes inside individual cells -- helping researchers gain a new view of how our genes work.

      

      
        Timing, consistency of activity linked to better fitness
        The timing and consistency of your daily activity might be associated with improved cardiorespiratory fitness and walking efficiency.

      

      
        Coastal Alaska wolves exposed to high mercury concentrations from eating sea otters
        Scientists show that wolves that are eating sea otters in Alaska have much higher concentrations of mercury than those eating other prey such as deer and moose.

      

      
        When the forest is no longer a home -- forest bats seek refuge in settlements
        Many bat species native to Germany, such as the Leisler's bat, are forest specialists. However, as it is becoming increasingly hard for them to find tree hollows in forest plantations, so they are moving to settlements instead. Using high-resolution GPS data from bats, a team led by scientists has analyzed in greater detail than ever before how Leisler's bats use their habitats, which tree species they look for when searching a roost, and which forest types they avoid. They found that these bats ...

      

      
        Intestinal bacteria influence aging of blood vessels
        The aging of the innermost cell layer of blood vessels leads to cardiovascular diseases. Researchers have now shown for the first time that intestinal bacteria and their metabolites contribute directly to vascular aging. As people age, the bacterial composition in their gut changes, resulting in fewer 'rejuvenating' and more harmful substances in the body.

      

      
        Whether it's smoking or edibles, marijuana can be bad for your heart, study suggests
        A new study finds that chronic cannabis use -- whether it's smoked or consumed in edible form -- is associated with significant cardiovascular risks.

      

      
        Electric buses struggle in the cold, researchers find
        Researchers have released new insights on a pilot program involving all-electric buses in Ithaca, NY, USA -- with implications for cities, schools and other groups that are considering the electrification of their fleets, as well as operators, policymakers and manufacturers.

      

      
        Zika virus uses cells' 'self-care' system to turn against host
        A new study reveals the biological secret to the Zika virus's infectious success: Zika uses host cells' own 'self-care' system of clearing away useless molecules to suppress the host proteins that the virus has employed to get into those cells in the first place.

      

      
        New study analyzes air quality impacts of wildfire smoke
        With wildfires increasing in frequency, severity, and size in the Western U.S., researchers are determined to better understand how smoke impacts air quality, public health, and even the weather. As fires burn, they release enormous amounts of aerosols -- the vaporized remains of burning trees and homes that enter the atmosphere and the air we breathe. Now, a new study dissects these aerosols and gases to pinpoint their potential effects on our health as well as the planet's short and long-term w...

      

      
        Cryogenic hydrogen storage and delivery system for next-generation aircraft
        Researchers have designed a liquid hydrogen storage and delivery system that could help make zero-emission aviation a reality. Their work outlines a scalable, integrated system that addresses several engineering challenges at once by enabling hydrogen to be used as a clean fuel and also as a built-in cooling medium for critical power systems aboard electric-powered aircraft.

      

      
        Just add iron: Researchers develop a clever way to remove forever chemicals from water
        Researchers find that iron powder, an inexpensive alternative to activated carbon, does a better job at filtering PFOS from water -- it's 26 times more effective.

      

      
        How does digestion affect molecular analysis of owl pellets?
        Researchers found that digestion in hawks and owls can alter the results of isotopic analysis in pellets and droppings.

      

      
        Rapid simulations of toxic particles could aid air pollution fight
        A pioneering method to simulate how microscopic particles move through the air could boost efforts to combat air pollution, a study suggests.

      

      
        Cryo-em freezes the funk: How scientists visualized a pungent protein
        Most people have witnessed -- or rather smelled -- when a protein enzyme called sulfite reductase works its magic. This enzyme catalyzes the chemical reduction of sulfite to hydrogen sulfide. Hydrogen sulfide is the rotten egg smell that can occur when organic matter decays and is frequently associated with sewage treatment facilities and landfills. But scientists have not been able to capture a visual image of the enzyme's structure until now, thus limiting their full understanding of how it wor...

      

      
        Home water-use app improves water conservation
        A new study has found that a smartphone app that tracks household water use and alerts users to leaks or excessive consumption offers a promising tool for helping California water agencies meet state-mandated conservation goals. The study found that use of the app -- called Dropcountr -- reduced average household water use by 6%, with even greater savings among the highest water users.

      

      
        Nordic studies show the significance of old-growth forests for biodiversity
        Researchers conducted a systematic review of 99 scientific publications that compared the flora or fauna of old-growth forests, managed forests and clearcut sites in boreal Europe. The reviewed studies showed large differences in the species communities inhabiting these forest types. The species richness of full-canopy forests increases as the forest gets older. Clearcut sites are also species-rich, but they are inhabited by a distinct set of species in comparison to full-canopy forests.

      

      
        Without public trust, effective climate policy is impossible
        When formulating climate policy, too little attention is paid to social factors and too much to technological breakthroughs and economic reasons. Because citizens are hardly heard in this process, European governments risk losing public support at a crucial moment in the climate debate.

      

      
        The ocean seems to be getting darker
        Scientists, who have spent more than a decade examining the impact of artificial light at night on the world's coasts and oceans, have shown that more than one-fifth of the global ocean -- an area spanning more than 75 million sq km -- has been the subject of ocean darkening over the past two decades. Ocean darkening occurs when changes in the optical properties of the ocean reduce the depth of its photic zones, home to 90% of all marine life and places where sunlight and moonlight drive ecologic...

      

      
        Stirling research could extend biopesticide effectiveness
        Alterations to the diet of pests could impact how quickly they can adapt to biopesticides.

      

      
        Discovery offers new insights into skin healing in salmon
        Scientists have discovered cells in the skin of Atlantic salmon that offer new insights into how wounds heal, tissues regenerate, and cellular transitions support long-term skin health.

      

      
        Oldest whale bone tools discovered
        Humans were making tools from whale bones as far back as 20,000 years ago, according to a new study. This discovery broadens our understanding of early human use of whale remains and offers valuable insight into the marine ecology of the time.

      

      
        Megalodon: The broad diet of the megatooth shark
        Contrary to widespread assumptions, the largest shark that ever lived -- Otodus megalodon -- fed on marine creatures at various levels of the food pyramid and not just the top. Scientists analyzed the zinc content of a large sample of fossilized megalodon teeth, which had been unearthed above all in Sigmaringen and Passau, and compared them with fossil teeth found elsewhere and the teeth of animals that inhabit our planet today.

      

      
        Flowers unfold with surprising precision, despite unruly genes
        Flowers grow stems, leaves and petals in a perfect pattern again and again. A new study shows that even in this precise, patterned formation in plants, gene activity inside individual cells is far more chaotic than it appears.

      

      
        A root development gene that's older than root development
        A gene that regulates the development of roots in vascular plants is also involved in the organ development of liverworts -- land plants so old they don't even have proper roots. The discovery highlights the fundamental evolutionary dynamic of co-opting, evolving a mechanism first and adopting it for a different purpose later.

      

      
        Assembly instructions for enzymes
        In biology, enzymes have evolved over millions of years to drive chemical reactions. Scientists have now derived universal rules to enable the de novo design of optimal enzymes. As an example, they considered the enzymatic reaction of breaking a dimer into two monomer molecules. Considering the geometry of such an enzyme-substrate-complex, they identified three golden rules that should be considered to build a functional enzyme.

      

      
        Daytime boosts immunity, scientists find
        Daylight can boost the immune system's ability to fight infections.

      

      
        How marine plankton adapts to a changing world
        Plankton may be tiny, but they play an important role in the ocean. As the foundation of marine ecosystems, they support ocean food webs and help regulate Earth's climate by storing carbon. While lab studies have shown plankton can adjust their chemistry in response to environmental changes, a new global study reveals how these adaptations occur in the real ocean.

      

      
        Mystery of 'very odd' elasmosaur finally solved: fiercely predatory marine reptile is new species
        A group of fossils of elasmosaurs -- some of the most famous in North America -- have just been formally identified as belonging to a 'very odd' new genus of the sea monster, unlike any previously known. This primitive 85-million-year-old, 12 meter-long, fiercely predatory marine reptile is unlike any elasmosaur known to-date and hunted its prey from above.

      

      
        Earliest use of psychoactive and medicinal plant 'harmal' identified in Iron Age Arabia
        A new study uses metabolic profiling to uncover ancient knowledge systems behind therapeutic and psychoactive plant use in ancient Arabia.

      

      
        El Nino and La Nina climate swings threaten mangroves worldwide
        New international research demonstrates global-scale patterns in how El Ni o-Southern Oscillation (ENSO) influences mangrove growth and degradation. Previously, impacts had only been documented at individual sites, such as a dramatic die-off in northern Australia in 2015 when more than 40 million mangrove trees perished along a 1,200-mile stretch of coastline.

      

      
        Modulation of antiviral response in fungi via RNA editing
        The molecular pathways involved in antiviral defenses and counter-defenses in host-pathogen systems remain unclear. Researchers have used Neurospora crassa as a model organism to explore how RNA editing influences fungal antiviral responses. They identified two neighboring genes -- an RNA-editing enzyme (old) and a transcription factor (zao) -- that regulate virus-induced gene expression. Their findings show how the old-zao module controls both asymptomatic and symptomatic infections, providing n...

      

      
        Different phases of evolution during ice age
        Cold-adapted animals started to evolve 2.6 million years ago when the permanent ice at the poles became more prevalent. There followed a time when the continental ice sheets expanded and contracted and around 700,000 years ago the cold periods doubled in length. This is when many of the current cold-adapted species, as well as extinct ones like mammoths, evolved.

      

      
        When the sea moves inland: A global climate wake-up call from Bangladesh's Delta
        As sea levels climb and weather grows more extreme, coastal regions everywhere are facing a creeping threat: salt. Salinization of freshwater and soils adversely affects 500 million people around the world, especially in low-lying river deltas. A new study sheds light on how rising oceans are pushing saltwater into freshwater rivers and underground water sources in the world's largest river mouth -- the Bengal Delta in Bangladesh.

      

      
        Managing surrogate species, providing a conservation umbrella for more species
        A new study shows that monitoring and managing select bird species can provide benefits for other species within specific regions.

      

      
        The scent of death? Worms experience altered fertility and lifespan when exposed to dead counterparts
        Research reveals that for C. elegans worms, the presence of dead members of their species has profound behavioral and physiological effects, leading them to more quickly reproduce and shortening their lifespans.

      

      
        New study reveals how competition between algae is transforming the Gulf of Maine
        New research shows how rapidly proliferating turf algae are waging 'chemical warfare' to inhibit the recovery of kelp forests along Maine's warming coast.

      

      
        An artificial protein that moves like something found in nature
        Proteins catalyze life by changing shape when they interact with other molecules. The result is a muscle twitching, the perception of light, or a bit of energy extracted from food. The ability to engineer shapeshifting proteins opens new avenues for medicine, agriculture, and beyond.

      

      
        Ancient DNA used to map evolution of fever-causing bacteria
        Researchers have analyzed ancient DNA from Borrelia recurrentis, a type of bacteria that causes relapsing fever, pinpointing when it evolved to spread through lice rather than ticks, and how it gained and lost genes in the process.

      

      
        Why Europe's fisheries management needs a rethink
        Every year, total allowable catches (TACs) and fishing quotas are set across Europe through a multi-step process -- and yet many fish stocks in EU waters remain overfished. A new analysis reveals that politically agreed-upon catch limits are not sustainable because fish stock sizes are systematically overestimated and quotas regularly exceed scientific advice. In order to promote profitable and sustainable fisheries, the researchers propose establishing an independent institution to determine eco...

      

      
        Scientists have figured out how extinct giant ground sloths got so big and where it all went wrong
        Scientists have analyzed ancient DNA and compared more than 400 fossils from 17 natural history museums to figure out how and why extinct sloths got so big.

      

      
        A new approach could fractionate crude oil using much less energy
        Engineers developed a membrane that filters the components of crude oil by their molecular size, an advance that could dramatically reduce the amount of energy needed for crude oil fractionation.

      

      
        Tapping into the World's largest gold reserves
        Earth's largest gold reserves are not kept inside Fort Knox, the United States Bullion Depository. In fact, they are hidden much deeper in the ground than one would expect. More than 99.999% of Earth's stores of gold and other precious metals lie buried under 3,000 km of solid rock, locked away within the Earth's metallic core and far beyond the reaches of humankind. Now, researchers have found traces of the precious metal Ruthenium (Ru) in volcanic rocks on the islands of Hawaii that must ultima...

      

      
        'Selfish' genes called introners proven to be a major source of genetic complexity
        A new study proves that a type of genetic element called 'introners' are the mechanism by which many introns spread within and between species, also providing evidence of eight instances in which introners have transferred between unrelated species in a process called 'horizontal gene transfer,' the first proven examples of this phenomenon.
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Kinetic coupling -- breakthrough in understanding biochemical networks | ScienceDaily
A new concept of kinetic modules in biochemical networks could revolutionize the understanding of how these networks function. Scientists from the University of Potsdam and the Max Planck Institute of Molecular Plant Physiology in Golm succeeded in linking the structure and dynamics of biochemical networks via kinetic modules, thus clarifying a systems biology question that has been open for longtime. Their groundbreaking findings were published today in the journal "Science Advances." 


						
Biochemical networks are the central processing units of a cell that enable it to process signals and convert molecules into building blocks that support cell functions. They are described by the structure and dynamics of the underlying chemical reactions in the cell.

These networks have been broken down into functional modules using the structure of the networks using bioinformatics methods. Kinetic modules are a type of functional modules that arise due to the interplay between network structure and dynamics. "We wanted to find out how kinetic modules in the biochemical networks determine the robustness of the concentrations of metabolites and what effects they have on the functionality of these networks," explains Zoran Nikoloski, Professor for Bioinformatics at the University of Potsdam and a Cooperative Group Leader at the Max Planck Institute of Molecular Plant Physiology. Robustness refers to the ability of a network to maintain a constant concentration of metabolic products, across any change in the environment. This ensures the survival and growth of a cell in the event of various environmental fluctuations. The loss of robustness in the concentration of certain metabolites is considered a hallmark of many diseases.

Using a new concept of kinetic modules based on the kinetic coupling of reaction rates, the team analyzed 34 metabolic network models of 26 different organisms, including those of the model plant Arabidopsis thaliana, the model bacterium Escherichia coli, and the model fungus Saccharomyces cerevisiae. With their concept of kinetic modules, the researchers were able to successfully link the structure and dynamics of biochemical networks and thus clarify a systems biology question that has been open for three decades.

"Our results have wide implications for biotechnological and medical applications," Nikoloski says. "We expect that the automated identification of modules can be used to deepen our understanding of the relationships between regulatory, signaling, and metabolic networks and of design principles that extend beyond network structure."
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A sweeping study of 7,000 years of monuments in South Arabia | ScienceDaily
New research brings together 7,000 years of history in South Arabia to show how ancient pastoralists changed placement and construction of monuments over time in the face of environmental and cultural forces.


						
In a study published today (May 28, 2025) in PLOS One, an international team of archaeologists documents how monuments changed as the climate transitioned from a humid environment to, eventually, an arid desert.

Early monuments were built by larger groups at one time. But as people dispersed with the increasingly drier climate, smaller groups began constructing monuments and eventually built many of them in several visits.

"The findings show that monuments are a flexible technology that reflect the resilience of desert pastoralists in the face of a changing climate," said Joy McCorriston, lead author of the study and professor of anthropology at The Ohio State University.

But the key role that these monuments played in people's lives remained a constant.

"These monuments are touchstones for human social belonging," McCorriston said.

"As these groups became smaller and more spread out in the desert, people's interactions with the monuments consolidates a sense of being part of a larger society."

The research team analyzed 371 archaeological monuments in the arid Dhofar region of Oman. The earliest monuments studied were created from 7500 to 6200 BP (years Before Present) in the Holocene Humid Period. This period was characterized by higher-than-modern rainfall in southern Arabia.




The most recent monuments studied were created from 1100-750 BP, during the Late Antiquity when the area had become a desert.

While examples of most of the monuments and archaeological sites had previously been studied and classified, that research was generally very time- and place-specific, McCorriston said.

"What we've done is take a holistic look and show how all these individual monuments were part of a larger story of how the monuments changed as the lives of the people changed over thousands of years," she said.

The researchers did this by looking at a standard set of observations for all the monuments and developing a model that could be used in other contexts and places around the world.

For example, the model may be applicable and adaptable to assess social resilience in regions such as Saharan, Mongolian, or the high Andes.

One of the key measurements the researchers made was the volume and size of stones used in construction of the monuments. The earliest-built monuments in the study were Neolithic platforms, which contained larger stones. They were the largest monuments studied and were built at one time.




"The significance of the larger stones is that it takes more people to lift them. We know that it took at least seven strong men to lift the largest stones," McCorriston said.

"These large monuments that were built in one episode could only be built early on, before the region became arid. This is when large groups of people could still come together at one time."

Some of these larger monuments could serve large gatherings of people, where they could converge with multiple herds of cattle, and have animal sacrifices and feasts.

As the region became more arid and could no longer support large numbers of people nor their coming together, small groups traveled widely, going to where they could find water and places for their animals to graze.

They still had to build monuments in one episode, such as for burials, but by this time they tended to be smaller and use smaller stones, the researchers found.

What became more common were what are called accretive monuments, which people built over time -- sometimes many years -- rather than in one episode, like the earlier platform monuments.

One example of such monuments is accretive triliths. The higher number of triliths, along with the smaller stone volumes with few heavy stones, are consistent with monuments built over time by smaller, dispersed groups in an era of hyper-aridity.

These accretive monuments functioned as touchstones, allowing pastoralists to maintain connections and social resilience even as their movements and populations became more dispersed.

"In many cases, they were building a memory. They come to a monument and add their piece, which was a replicated element of the whole. It helped people maintain a community, even with those they may rarely see," she said.

It is impossible to say what were the precise messages the monuments were meant to convey, according to McCorriston. "What we can say is that the monuments conveyed readable meanings to others who shared the same cultural context."

It is possible, though, that some monuments were built to assure others in a social network access to important environmental information as they came by later.

"People would need to know, did it rain here last year? Did the goats eat all the grass? Pastoralists used this technology to help absorb the risk of being in an inherently variable and risky environment," she said. And they would need to depend on social networks for livestock exchanges, marriage partners, and rare materials, like sea shells, carnelian and agate and metal.

"That is one of the key points of what we found. Our model highlights a reliance on monuments to preserve connections and adapt socially in a changing world."

Other Ohio State co-authors on the study were Lawrence Ball, Ian Hamilton, Matthew Senn and Abigail Buffington. Other co-authors were Michael Harrower of Johns Hopkins University; Sarah Ivory of Penn State University; Tara Steimer-Herbet of the Universite de Geneve, Geneva, Switzerland; and 'Ali Ahmad Al-Kathiri and 'Ali Musalam Al-Mahriof the Ministry of Heritage and Tourism, Salalah, Sultanate of Oman.
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Huge sea-urchin populations are overwhelming Hawaii's coral reefs | ScienceDaily
As coral reefs struggle to adapt to warming waters, high levels of pollution and sea-level rise, ballooning sea-urchin populations are threatening to push some reefs in Hawaii past the point of recovery.


						
The phenomenon is described in a new study that uses on-site field work and airborne imagery to track the health of the reef in Honaunau Bay, Hawaii. Overfishing is the main culprit behind the explosion in sea-urchin numbers, said Kelly van Woesik, Ph.D. student in the North Carolina State University Center for Geospatial Analytics and first author of the study.

"Fishing in these areas has greatly reduced the number of fishes that feed on these urchins, and so urchin populations have grown significantly," van Woesik said. "We are seeing areas where you have about 51 urchins per square meter, which is among the highest population density for sea urchins anywhere in the world."

Those urchins eat the reef, which is already not growing at a healthy rate, van Woesik said. Water pollution and overheated water created by climate change result in a poor environment for the coral to reproduce and grow, leaving the reef even less able to keep up with the pace of erosion caused by the urchins.

Reef growth is generally measured in terms of net carbonate production, which refers to the amount of calcium carbonate produced in a square meter over a year. Prior research in the 1980s found areas in Hawaii with carbonate production around 15 kilograms per square meter, which would signal a healthy, growing reef, van Woesik said. The reef in Honaunau Bay today, however, showed an average net carbonate production of only 0.5 kg per square meter, indicating that the reef is growing very slowly.

By combining data gathered through on-site scuba diving with images taken from the air, van Woesik determined that the reef would need to maintain an average of 26% coral cover to break even with the pace of urchin erosion, and a higher cover in order to grow. The average coral cover across all depths was 28%, she said, but areas in shallow depths with more erosion would still need nearly 40% cover to break even.

For the islands they surround, coral reefs like those in Honaunau Bay provide important coastal protection against erosion from waves, absorbing up to 97% of incoming wave energy. They are also often vital to the economies of those areas, which rely on the reefs and the fishes that live there. Van Woesik said the study highlights the need for more robust fisheries management in the area to bolster the populations of carnivorous fishes that eat the urchins.

"The reefs cannot keep up with erosion without the help of those natural predators, and these reefs are essential to protecting the islands they surround," she said. "Without action taken now, we risk allowing these reefs to erode past the point of no return."
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Bed bugs are most likely the first human pest, new research shows | ScienceDaily
Ever since a few enterprising bed bugs hopped off a bat and attached themselves to a Neanderthal walking out of a cave 60,000 years ago, bed bugs have enjoyed a thriving relationship with their human hosts.


						
Not so for the unadventurous bed bugs that stayed with the bats -- their populations have continued to decline since the Last Glacial Maximum, also known as the ice age, which was about 20,000 years ago.

A team led by two Virginia Tech researchers recently compared the whole genome sequence of these two genetically distinct lineages of bed bugs. Published in Biology Letters on Tuesday, May 28, their findings indicate the human-associated lineage followed a similar demographic pattern as humans and may well be the first true urban pest.

"We wanted to look at changes in effective population size, which is the number of breeding individuals that are contributing to the next generation, because that can tell you what's been happening in their past," said Lindsay Miles, lead author and postdoctoral fellow in the Department of Entomology.

According to the researchers, the historical and evolutionary symbiotic relationship between humans and bed bugs will inform models that predict the spread of pests and diseases under urban population expansion.

By directly tying human global expansion to the emergence and evolution of urban pests like bed bugs, researchers may identify the traits that co-evolved in both humans and pests during urban expansion.

A stairway graph (at left) shows that the genome-wide patterns of bed bug demography mirrors global human expansion, courtesy of Biology Letters 21: 20250061. The image of bed bugs is courtesy of Warren Booth.




"Initially with both populations, we saw a general decline that is consistent with the Last Glacial Maximum; the bat-associated lineage never bounced back, and it is still decreasing in size," said Miles, an affiliate with the Fralin Life Sciences Institute. "The really exciting part is that the human-associated lineage did recover and their effective population increased."

Miles points to the early establishment of large human settlements that expanded into cities such as Mesopotamia about 12,000 years ago.

"That makes sense because modern humans moved out of caves about 60,000 years ago," said Warren Booth, the Joseph R. and Mary W. Wilson Urban Entomology Associate Professor. "There were bed bugs living in the caves with these humans, and when they moved out they took a subset of the population with them so there's less genetic diversity in that human-associated lineage."

As humans increased their population size and continued living in communities and cities expanded, the human-associated lineage of the bed bugs saw an exponential growth in their effective population size.

By using the whole genome data, the researchers now have a foundation for further study of this 245,000 year old lineage split. Since the two lineages have genetic differences yet not enough to have evolved into two distinct species, the researchers are interested in focusing on the evolutionary alterations of the human-associated lineage compared with the bat-associated lineage that have taken place more recently.

"What will be interesting is to look at what's happening in the last 100 to 120 years," said Booth. "Bed bugs were pretty common in the old world, but once DDT [dichloro-diphenyl-trichloroethane] was introduced for pest control, populations crashed. They were thought to have been essentially eradicated, but within five years they started reappearing and were resisting the pesticide."

Booth, Miles, and graduate student Camille Block have already discovered a gene mutation that could contribute to that insecticide resistance in a previous study, and they are looking further into the genomic evolution of the bed bugs and relevance to the pest's insecticide resistance.

Booth said the project is a good example of what happens when researchers "follow the science," which he is afforded the space to do thanks in part to the Joseph R. and Mary W. Wilson endowment that supports his faculty position.

"It's a great resource to have," said Booth. "We are using it for work investigating the evolution of insecticide resistance and species spread using museum specimens collected from 120 years ago to our present-day samples. "I'm very lucky to have that freedom to explore."
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Nearly five million seized seahorses just 'tip of the iceberg' in global wildlife smuggling | ScienceDaily
Close to five million smuggled seahorses worth an estimated CAD$29 million were seized by authorities over a 10-year span, according to a new study that warns the scale of the trade is far larger than current data suggest.


						
Published today in Conservation Biology, the study analyzed online seizure records from 2010 to 2021 and found smuggling incidents in 62 countries, with dried seahorses, widely used in traditional medicine, most commonly intercepted at airports in passenger baggage or shipped in sea cargo.

"The nearly 300 seizures we analyzed were based only on online records and voluntary disclosures including government notices and news stories. This means that what we're seeing is just the tip of the iceberg," said first author Dr. Sarah Foster, research associate at UBC's Project Seahorse and focal point for trade in the International Union for Conservation of Nature global expert group on seahorses and their relatives.

Seahorses were often seized alongside other illegally traded products such as elephant ivory and pangolin scales, showing marine life is smuggled just like terrestrial wildlife in global networks.

The team also found emerging trade routes for dried seahorses involving Europe and Latin America, in addition to major destinations like China and Hong Kong. "Trade routes appear to be diversifying, and so must enforcement efforts," said co-author Syd Ascione, an undergraduate research biologist at Project Seahorse.

Legal trade of seahorses

International seahorse trade is allowed with permits certifying it does not harm wild populations under the Convention on International Trade in Endangered Species of Wild Fauna and Flora (CITES), an agreement among 184 countries, including Canada and the European Union. But barriers like proving the trade is sustainable make permits difficult to obtain, moving the trade underground.




The researchers also noted that data about seizures is scarce, particularly for marine life, and enforcement efforts often focus on larger, more charismatic animals like elephants or tigers.

"All countries must step up with strong deterrents -- good detective work, determined enforcement, and meaningful penalties -- to shut down the illegal seahorse trade," said senior author Dr. Teale Phelps Bondaroff, director of research at OceansAsia."At the same time, we must continue using innovative research and investigation methods to uncover hidden networks and outpace traffickers."

Stepping up enforcement

The study found that most seizures of seahorses occurred in transit or destination countries, highlighting the potential efficacy of enforcement efforts at those points.

Airports were the most common places where seahorses were seized, with passenger baggage accounting for the highest number of cases. However, the largest seizures by volume were found in sea cargo, highlighting the need for countries to keep a close eye on illegal wildlife moving by sea.

Customs and other enforcement agencies made the vast majority of reported seizures, but only seven per cent of these had information on legal penalties, leaving it unclear as to how often seizures lead to punishment.

Values for seized seahorses were provided in 34 records. Using these, the researchers estimated the average value per seahorse was about CAD$7, for a total of CAD$29 million over 10 years.

Seahorses are used in traditional medicine and can be a valuable income source for fishers, so efforts to reduce illegal trade need both a carrot and a stick, said Dr. Foster. "We need to make sustainable, legal trade viable enough that people obey the laws, and ensure that we also have sufficient deterrents to stop illegal activity."

Seahorses are a symbol of ocean biodiversity and protecting them helps everyone involved, she added. "We've done work with traditional medicine traders in Hong Kong, and when we ask them, 'How long do you want seahorses around?', they say 'Forever, they're really important!' And we agree."
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Researchers engineer a herpes virus to turn on T cells for immunotherapy | ScienceDaily
Recent research points to the potential utility of a familiar sounding foe-herpes virus-in the fight against cancer.


						
The idea: the virus has evolved to commandeer cellular machinery in order activate signaling pathways inside cells and these strategies can be repurposed to bolster immunotherapy against diseases like cancer.

T cells are front line defenders against pathogens, like viruses, and cancer because they can kill infected or malignant cells.

Scientists have for years been trying different techniques to direct these immune cells to protect against disease.

CAR-T therapy is one such example of prompting the body's own immune system to attack certain forms of cancer using T cells.

However, the therapeutic potential of T cells can be limited by the suppressive environment present within tumors that impairs T cell survival and function.

The University of Michigan team identified herpes virus saimiri, which infects the T cells of squirrel monkeys, as a source of proteins that activate pathways in T cells that are needed to promote T cell survival.




The work, led by the lab of Adam Courtney, Ph.D., in the Department of Pharmacology and the U-M Rogel Cancer Center, exploits this ability in order to investigate whether a modified viral protein could be used to activate transcription factors known as STAT proteins.

The approach is borne of observations that stimulation of the JAK-STAT5 pathway by cytokines like interleukin-2 (IL-2) helps boost the therapeutic ability of T cells to kill cancer cells.

The team engineered a variant of the tyrosine kinase interacting protein from the herpes virus to bind LCK (a kinase active in resting T cells) and recruit it to activate STAT5.

In this way, the team determined that direct activation of STAT5 could sustain T cell function in tumors of mouse models of melanoma and lymphoma.

Their findings hint at a new approach -- using genes from organisms with proven ability to modulate human cells -- to enhance the power of immunotherapy.

Ph.D. candidate Yating Zheng, of the Department of Pharmacology at U-M Medical School is first author of the paper.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250528131827.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New AI tool reveals single-cell structure of chromosomes -- in 3D | ScienceDaily
In a major leap forward for genetic and biomedical research, two scientists at the University of Missouri have developed a powerful new artificial intelligence tool that can predict the 3D shape of chromosomes inside individual cells -- helping researchers gain a new view of how our genes work.


						
Chromosomes are the tiny storage boxes that hold our DNA. Since each cell has about six feet of DNA packed inside it, it must be folded up tightly to fit. This folding not only saves space -- it also controls which genes are active or inactive. But when the DNA doesn't fold the right way, it can disrupt normal cell functions and lead to serious diseases, including cancer.

Historically, scientists have relied on data that averaged results from millions of cells at once. That makes it almost impossible to see the unique differences between individual cells. But the new AI model developed by Yanli Wang and Jianlin "Jack" Cheng at Mizzou's College of Engineering changes that.

"This is important because even cells from the same part of the body can have chromosomes folded in very different ways," Wang, a graduate student and lead author of the study, said. "That folding controls which genes are turned on or off."

Studying single cells is tricky because the data is often messy or incomplete. But the new AI tool is specially designed to work with those challenges. It's smart enough to spot weak patterns in noisy data, and it knows how to estimate a chromosome's 3D shape even when some information is missing.

It also understands how to "see" biological structures correctly, even when they're rotated. Compared to a previous deep learning AI method, Mizzou's tool is more than twice as accurate when analyzing human single-cell data.

The team has made the software free and available to scientists around the world. That means researchers can now use it to better understand how genes function, how diseases start and how to design better treatments.

"Every single cell can have a different chromosome structure," Cheng, a Curators' Distinguished Professor of Electrical Engineering and Computer Science, said. "Our tool helps scientists study those differences in detail -- which can lead to new insights into health and disease."

The researchers now plan to improve the AI tool even further by expanding it to build the high-resolution structures of entire genomes. Their goal: to give scientists the clearest picture yet of the genetic blueprint inside our cells.
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Timing, consistency of activity linked to better fitness | ScienceDaily
Some people spring into action at dawn, while others prefer a slower start to their day. Whether you rise with a grin or a groan, scientists say your internal clock -- known as the circadian rhythm -- might influence that behavior and much more.


						
These biological clocks regulate not only sleep-wake cycles but also a wide range of daily physiological and metabolic functions. A growing body of research suggests that circadian rhythms are fundamental contributors to health and resilience.

Now, a new University of Florida Health study, funded by the National Institute on Aging, or NIA, shows that the timing and consistency of your daily activity might be associated with improved cardiorespiratory fitness and walking efficiency -- two key indicators of healthy aging.

The NIA is a part of the National Institutes of Health.

The study found that older adults with earlier and more consistent daily activity patterns had better heart and lung fitness compared with those with later or more irregular schedules.

"While we've long known that being active supports healthy aging, this study reveals that when you're active may also matter," said Karyn Esser, Ph.D., senior author and professor and chair of the UF College of Medicine's Department of Physiology and Aging. "The circadian mechanisms that generate daily rhythms in our system are important for our well-being."

Published in April in Medicine & Science in Sports and Exercise, the study does not prove causation, Esser emphasized. While the results are promising, more research is needed to determine whether adjusting activity timing can lead to health improvements and whether these findings extend to younger populations, she said.




Researchers enrolled about 800 independent older adults in the study with an average age of 76. Participants wore wrist devices that continuously monitored activity for seven days. They then underwent cardiopulmonary exercise testing to obtain a comprehensive assessment of their heart and lung health.

Key findings include:
    	Higher-amplitude activity and rest cycles -- this reflects greater activity during the active part of the day relative to the rest period -- were associated with better cardiorespiratory fitness and walking efficiency.
    	Earlier daily peak activity -- defined as the time of day when individuals were most active -- was linked to improved cardiorespiratory fitness and walking efficiency.
    	Greater consistency in daily activity patterns, such as having the peak activity occur at the same time each day, was also associated with better outcomes.

Activity includes all daily movement -- walking, gardening, cleaning or shopping -- not just formal exercise.

The body's internal clock helps align physiological functions, such as hormone release, blood pressure and core temperature, to the natural cycle of day and night. Disruptions to this rhythm, such as those experienced during jet lag or shift work, can have negative consequences for sleep, mood and physical functioning.

Esser emphasized that although her study suggests a link between earlier, consistent activity and better health, it doesn't prove that following such a schedule will improve health and fitness.

Still, the findings open intriguing possibilities for personalized medicine, she said. Because circadian rhythms vary from person to person, future health strategies could include tailoring activity and treatment schedules to an individual's internal clock.




"Each of us has a chronotype -- a biological tendency to be more alert in the morning or evening -- and that variation may play a significant role in our health," Esser said. "We're moving toward a future where understanding and respecting our individual rhythms can help guide medical care and daily living."

Scientists use an easy shorthand to describe whether someone is a morning or an evening person. An early riser is a "lark," the name taken from the bird whose song is often heard around dawn. The late risers are "owls," named, of course, after the bird that hunts at night and sleeps in the day.

In case anyone is wondering, Esser is a lark.

"The morning chronotype, that's me," she said. Lest anyone think all scientists share this trait, Esser notes, "I have a number of colleagues who are truly owls and don't like mornings at all."
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Coastal Alaska wolves exposed to high mercury concentrations from eating sea otters | ScienceDaily
In late 2020, a female coastal wolf collared for a study on predation patterns unexpectedly died in southeastern Alaska.


						
The wolf, No. 202006, was only four years old.

"We spent quite a bit of time trying to figure out the cause of her death by doing a necropsy and different analyses of tissues," says Gretchen Roffler, a wildlife research biologist with the Alaska Department of Fish and Game.

"What finally came up was really unprecedented concentrations of mercury in this wolf's liver and kidneys and other tissues."

Roffler was put in touch with Dr. Ben Barst, PhD, an assistant professor in the Faculty of Science at the University of Calgary who was working at the University of Alaska Fairbanks at the time.

They, along with a team of other scientists, have now published new research in the journal Science of The Total Environment that shows wolves eating sea otters have much higher concentrations of mercury than those eating other prey such as deer and moose.

Mercury found in high concentrations in predators

Barst, an expert in ecotoxicology, says mercury is a naturally occurring element humans release from the Earth's crust through coal combustion and small-scale gold mining.




"It's a really weird metal in that it's liquid at room temperature or it can be a vapour," he says. "When it gets into the atmosphere in its elemental form, it can travel for really long distances."

Barst says it also gets converted into methyl mercury when it gets into aquatic environments.

"It's an organic form of mercury that really moves quite efficiently through the food web, and so it can reach high concentrations in predators that are tapped into aquatic food webs," he says. "So, we see higher concentrations in wolves that are tapped into a marine system."

The latest research compares wolves from Pleasant Island -- located in the Alaska Panhandle region, west of Juneau -- with the population on the mainland adjacent to the island, as well as wolves from interior Alaska.

"The highest concentrations are the wolves from Pleasant Island," says Barst, noting that the mainland population mostly feeds on moose and the odd sea otter.

He says there could be a number of factors driving the higher concentrations of mercury, but they are still researching several possibilities.




Mercury-wolf health impact examined

Researchers are also doing more work to determine mercury's role in impacting wolf health, as it remains unclear exactly what caused the death of Wolf No. 202006.

Barst notes, however, that years of data collected by Roffler show that 70 per cent of the island wolves' diet is sea otters.

"They're eating so many sea otters that they're just getting this higher dose of mercury and it accumulates over time," he says.

Roffler says there are other populations of wolves in Alaska as well as in B.C. that appear to be eating sea otters.

"It turns out that this might be a more widespread phenomenon than we thought originally," she says. "At first I was surprised it was happening at all."

It's not yet known whether the sea otters off the B.C. coast also contain high levels of mercury.

Potential link to climate change

Back in Alaska, Barst says there's a potential link to climate change due to the state's shrinking glaciers.

"We know that glaciers can release a tremendous amount of mercury," he says. "In coastal Alaska, glaciers are retreating at some of the most rapid rates in the world.

"With that melting of glaciers, you get release of the particulate bedrock and some of that bedrock contains mercury -- and so we don't really know the fate of that mercury. It may just get buried in sediments or it may actually be available for conversion to methyl mercury and get into the food web.

"That's part of what we're doing now."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250528131641.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



When the forest is no longer a home -- forest bats seek refuge in settlements | ScienceDaily
Many bat species native to Germany, such as the Leisler's bat, are forest specialists. However, as it is becoming increasingly hard for them to find tree hollows in forest plantations, so they are moving to settlements instead. Using high-resolution GPS data from bats, a team led by scientists from the Leibniz Institute for Zoo and Wildlife Research (Leibniz-IZW) has analysed in greater detail than ever before how Leisler's bats use their habitats, which tree species they look for when searching a roost, and which forest types they avoid. They found that these bats increasingly seek refuge in old trees in urban areas and in old buildings such as churches. In an article published in the "Journal of Environmental Management," the team calls for stronger efforts to preserve these alternative roosts in settlements, as well as for ecologically sustainable forestry that protects old trees and promotes structurally rich forests.


						
With more than 1,400 species worldwide, bats are an enormously species-rich group of mammals. Many native species in Germany and Central Europe, such as the Leisler's bat (Nyctalus leisleri), are classic forest dwellers that depend on tree hollows and structurally rich forests. In their study, the research team demonstrates how today's forestry is altering the habitat of these animals and highlights the importance of targeted measures to preserve their roosts. Leisler's bats are increasingly having to switch to daytime roosts in villages, as old trees with suitable cavities for roosting are getting rarer in forest plantations. They therefore seek shelter in the walls of old village churches and in old trees in residential areas, parks, and along lanes.

European forests have been intensively managed for a long time, which has had a detrimental effect on many specialised species, such as Leisler's bats. Professor Christian Voigt, from the Leibniz-IZW and the University of Potsdam, explains the new study in the east of Germany: 'We wanted to know how Leisler's bats, which are typical forest dwellers, respond to the intensification of forest management. This European species of bat is dependent on diverse deciduous forests with many old trees bearing woodpecker holes. This kind of habitat has become hard to find in the monotonous pine plantations of the study area." Although Leisler's bats are relatively abundant in Germany, their exact population size is unknown.

Oak forests favoured -- spruce forests avoided: first detailed insights into the habitat use of the Leisler's bat

For the study, the team fitted 32 adult Leisler's bats in the German state of Brandenburg with miniature GPS loggers. These loggers generated detailed movement data, describing where the bats forage, where they rest during the day and which corridors they use for commuting. "Thanks to the high resolution of bat movement data, we were able to compare these with high-resolution landscape data for the first time, enabling us to carry out analyses at the level of individual forest tree species and small-scale structures such as copses, hedges or rows of trees," explains wildlife biologist Dr Carolin Scholz from the Leibniz-IZW. 'Such detailed insight into the habitat selection of the Leisler's bat was previously unavailable. However, this information is crucial to better consider the ecological requirements of the species in the future.'

The team's analysis clearly shows that Leisler's bats favour structurally rich oak forests as a habitat, while certain coniferous forests including those dominated by spruce forests were largely avoided. Old trees, especially oaks, are a key habitat for Leisler's bats. Interestingly, the data also shows that Leisler's bats regularly roost in residential areas. Bat expert Dipl.-Biol. Uwe Hoffmeister from the natura Buro fur zoologische und botanische Fachgutachten (office for zoological and botanical consulting) explains: "With the help of GPS telemetry, we were able to show that, Leisler's bats are increasingly exploring village centres and historic buildings such as churches, although they prefer forests as their natural habitat. We suspect that this is a response to the lack of suitable daytime roosts in managed forests -- Leisler's bats are probably forced to switch to alternative habitats in settlements because they have lost their original roosts in the forest."

Sustainable forestry and preservation of old trees also necessary in residential areas

According to the authors, it is key to protect alternative roosting sites for bats and to develop an ecologically sustainable forestry practice that promotes old trees and structurally rich deciduous and mixed forests. According to the authors, this is the only way that forest bats such as the Leisler's bat can survive in managed forests in the long term. Measures such as targeted, careful timber extraction and longer growth periods before harvesting can significantly increase structural diversity without fundamentally jeopardising the economic benefits of forestry. Furthermore, urban green spaces should be recognised as refuges for wildlife, such as bats. "Old and hollow-rich trees should be protected not only in forest plantations, but also in urban areas for species such as the Leisler's bats," concludes Voigt.

Wind turbines in the forest as an additional threat

As Leisler's bats are frequently die at wind turbines, expanding the use of wind energy in forests could negatively impact this species' population growth. Wind turbines even appear to attract Leisler's bats. Voigt explains: 'At dusk, the bats may mistake the turbines' silhouettes for large trees and fly towards them in search of roosts. The risk of collision could increase notably, as the bats fly at a height at which the turbines' rotor blades spin." It is therefore urgent that we consider the habitat requirements and the movement behaviour of this highly mobile species. This study provides data that will enable foresters, landscape ecologists, and nature conservation authorities to implement effective protection measures for the bats. For example, new wind turbines should not be erected near structurally rich deciduous forests or next to bat roosts.
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Intestinal bacteria influence aging of blood vessels | ScienceDaily
Cardiovascular diseases are the most common cause of death worldwide. Even if known traditional risk factors such as diabetes or high blood pressure are treated, the disease worsens in half of all cases, especially in older patients. Researchers at UZH have now shown for the first time that intestinal bacteria and their metabolites can accelerate the ageing of blood vessels and trigger cardiovascular disease.


						
Phenylacetic acid triggers cell aging

The human body consists of around 30 to 100 trillion bacteria that reside in our organs. Ninety percent of these bacteria live in the intestine, processing the food we eat into metabolic products, which in turn affect our bodies. "Half of these substances have not yet been recognized," says Soheil Saeedi. His research group at the Center for Translational and Experimental Cardiology is investigating how the microbiota composition changes with age and whether this affects the cardiovascular system.

Using data from more than 7,000 healthy individuals aged between 18 and 95 as well as a mouse model of chronological aging, the researchers found that the breakdown product of the amino acid phenylalanine -- phenylacetic acid -- accumulates with age. In several series of experiments, Saeedi's team was able to prove that phenylacetic acid leads to senescence of endothelial cells, in which the cells that line the inside of blood vessels do not proliferate, secrete inflammatory molecules, and exhibit aging phenotype. As a result, the vessels stiffen up and their function is impaired.

Responsible bacterium found

By conducting a comprehensive bioinformatic analysis of the microbiome of mice and humans, the researchers were able to identify the bacterium Clostridium sp.ASF356, which can process phenylalanine into phenylacetic acid. When the researchers colonized young mice with this bacterium, they subsequently showed increased phenylacetic acid levels and signs of vascular aging. However, when the bacteria were eliminated with antibiotics, the concentration of phenylacetic acid in the body decreased. "We were thus able to show that the intestinal bacteria are responsible for the increased levels," explains Saeedi.

The body's own fountain of youth

However, the microbiome in the gut also produces substances that are beneficial to vascular health. Short-chain fatty acids such as acetate, which are produced by fermentation of dietary fibers and polysaccharides in the intestine, act as natural rejuvenating agents. The research group used in-vitro experiments to show that adding sodium acetate can restore the function of aged vascular endothelial cells. When analyzing intestinal bacteria, they found that the number of bacteria that produce such rejuvenating agents decreases with age.

"The aging process of the cardiovascular system can therefore be regulated via the microbiome," says Saeedi. The pharmacologist and his team are now investigating which diet has a positive influence on the complex interaction between bacteria and humans. Dietary fibers and foods with antioxidant and anti-inflammatory properties boost the body's own "fountain of youth." In contrast, intake of food and drinks that are rich in phenylalanine, e.g. red meat, dairy products and certain artificial sweeteners, should be limited to slow down vascular aging. The researchers are also working on ways to reduce phenylacetic acid in the body through medication. Initial attempts to curb the formation of phenylacetic acid with the help of genetically modified bacteria have been promising.
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Whether it's smoking or edibles, marijuana can be bad for your heart, study suggests | ScienceDaily
A new study led by UC San Francisco researchers finds that chronic cannabis use -- whether it's smoked or consumed in edible form -- is associated with significant cardiovascular risks.


						
The report, published May 28 in JAMA Cardiology, found that people who regularly used marijuana in either form had reduced blood vessel function that was comparable to tobacco smokers. Vascular function in those who used cannabis by either means was reduced roughly by half compared to those who did not use it.

Decreased vascular function is associated with a greater risk of heart attack, hypertension, and other cardiovascular conditions.

The researchers recruited 55 people between October 2021 and August 2024 who were outwardly healthy and either regularly smoked marijuana or consumed edibles containing tetrahydrocannabinol (THC), the primary psychoactive compound found in cannabis.

The participants, none of whom used any form of nicotine, consumed cannabis at least three times a week for at least a year. Smokers averaged 10 years of chronic use, and those who took edibles averaged five years.

Along with decreased vascular function, marijuana smokers had changes in their blood serum that were harmful to endothelial cells, which form the inner lining of all blood and lymphatic vessels. Those who took edibles containing THC, however, did not display these changes in blood serum.

It's unclear how THC damages blood vessels. But the researchers said it must be happening in a way that does not involve those changes to blood serum.

These results suggest smoking marijuana negatively affects vascular function for different reasons than ingesting THC does, according to first author Leila Mohammadi, MD, PhD, and senior author Matthew L. Springer, PhD.
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Electric buses struggle in the cold, researchers find | ScienceDaily
Cornell University researchers have released new insights on a pilot program involving all-electric buses in Ithaca -- with implications for cities, schools and other groups that are considering the electrification of their fleets, as well as operators, policymakers and manufacturers.


						
The study is the first to assess and analyze electric buses' performance in the northeastern U.S., with an unprecedented dataset that covers significant distance -- nearly 50,000 miles- at cold temperatures.

Tompkins Consolidated Area Transit (TCAT) in Ithaca faced issues with the manufacturers of the buses, in addition to the buses struggling in Ithaca's hilly terrain and being unreliable, with reduced range, in cold weather.

For the study, researchers analyzed two years of data and quantified the increased energy consumption of the pilot fleet, finding that the batteries on the electric buses consumed 48% more energy in cold weather (between 25 to 32 degrees Fahrenheit) and nearly 27% more in a broader temperature range (10 to 50 degrees Fahrenheit).

"One of the lessons we've learned is that these buses should be designed for the whole country, including states with colder climates," said senior author Max Zhang, professor of engineering. "We've also found that they're different from conventional diesel buses, with different behaviors, which require different strategies to take advantage of this."

The researchers found that half of the increased consumption in cold weather comes from the batteries' need to heat themselves. Batteries in electric vehicles operate at an optimal temperature of around 75 degrees Fahrenheit, and the colder the battery is when the bus starts, the more energy it takes to warm it. The other main culprit is the heating of the bus's cabin. With frequent stops, especially on urban routes in which the doors are opened and closed every few minutes, the batteries must work harder to heat the cabins.

The researchers also found that regenerative braking, whereby the battery recharges by capturing energy during braking, was less efficient in cold weather. They said this is likely because the battery, which is about eight times the size of a standard electric vehicle battery, struggles to maintain an even temperature across its cells.

Short-term strategies to improve the batteries' function include storing the buses indoors when not in use, so the ambient temperature is warmer; charging the batteries when they're still warm; and limiting the length of time the bus doors are open at stops.

On a larger scale, first author and doctoral student Jintao Gu said the research points to the need for greater adjustments in, or assessments of, infrastructure to accommodate electric buses.

"You have to try to optimize the schedule of all of the buses and to consider the capability of your infrastructure -- how many charging stations you have, and if you have your own garage," he said. "You have to train the drivers, the dispatchers and the service workers. I think from an operational and infrastructure perspective, there are a lot of messages here for future transit system planning."
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Zika virus uses cells' 'self-care' system to turn against host | ScienceDaily
A new study reveals the biological secret to the Zika virus's infectious success: Zika uses host cells' own "self-care" system of clearing away useless molecules to suppress the host proteins that the virus has employed to get into those cells in the first place.


						
While these cell surface proteins are valuable for viral entry, they also have roles in producing an antiviral response. Before that can happen, the virus manipulates a process cells use to keep themselves healthy to lower the proteins' activity, clearing the way for unfettered viral infection.

Though other viruses, such as HIV, are known to silence host receptors that let them into cells, Zika is unusual for having at least three of its own proteins that can get the job done, said Shan-Lu Liu, senior author the study and a virology professor in the Department of Veterinary Biosciences at The Ohio State University.

"That's the most interesting part: It's amazing that not only one, but several Zika proteins can do this," said Liu, also a professor in the Department of Microbial Infection and Immunity. "We looked at two Zika virus strains and examined three physiologically relevant cell types. With both strains, we could see the downregulation in all three cell types. It looks like this is an important mechanism."

The study was published May 23 in Proceedings of the National Academy of Sciences.

The Zika virus, transmitted to humans primarily by Aedes aegypti mosquitoes, has caused infectious outbreaks in Africa, the Americas, Asia and the Pacific since 2007, according to the World Health Organization. Though cases have declined globally since 2017, virus transmission continues at low levels in the Americas and other endemic regions.

A large epidemic in Brazil in 2015 led to confirmation of a link between Zika infection during pregnancy and babies born with congenital problems including microcephaly, or smaller than normal head size. While most infected people develop no or only mild symptoms, the virus is also associated with Guillain-Barre syndrome, neuropathy and myelitis (spinal cord inflammation) in adults and older children.




Previous research has shown that specific cell surface proteins known as PS receptors are important entry points for many viruses, including Zika. This study focused on two of these proteins, known as AXL and TIM-1, that had previously been linked to Zika infection. In this work, Liu and colleagues set out to explain how Zika sustains infection after gaining entry through AXL and TIM-1.

The team completed cell culture experiments using African and Asian strains of Zika virus in three types of cells related to respiratory, reproductive and neurological systems targeted by the pathogen: human cells that line the lungs, embryo-supporting cells called trophoblasts and glioblastoma brain cancer cells.

Experiments showed that both AXL and TIM-1 were downregulated on the three types of cells after infection by Zika. The researchers expected to find this suppression occurred through two common protein degradation processes, but found instead that the Zika virus makes use of a cellular self-preservation routine: autophagy.

"Autophagy is a fundamental physiological mechanism to conserve cellular processes by degrading host components. It's also called self-eating -- the host needs to remove their own damaged organelles or misfolded proteins because they're not good for the host," said Liu, also associate director of Ohio State's Center for Retrovirus Research and a program co-director of the Viruses and Emerging Pathogens Program in Ohio State's Infectious Diseases Institute.

In this case, the virus's infectious process manipulated the host cells into suppressing their own protective proteins -- a viral adaptive tactic that allows Zika to control its own destiny.

Without this suppression, AXL and TIM-1 would begin producing inflammatory molecules as part of an antiviral response. Their normal level of facilitating viral entry could also enable more Zika particles to access already-infected cells, setting up a competitive scenario called a superinfection -- something viruses want to avoid because the overcrowding threatens to kill cells, which kills infecting pathogens.




Further experiments identified three Zika proteins that prompt host cell autophagy, all of which are located on the virus's membrane.

"Normally those proteins mediate viral entry or are involved in viral replication, but they're also responsible for this downregulation -- kind of a new function, which is not so surprising because viruses encode something that's important for them, either for their own replication or to modulate the host," Liu said.

Though further research is needed to know for sure, there is a chance this mechanism is relevant to the Ebola virus, which uses the TIM-1 protein to access host cells, or to other pathogens in the same flavivirus family as Zika, including West Nile, yellow fever and dengue viruses.

"The bottom line is this speaks to the co-evolution of viral-host interactions. The more important a host factor is to a virus, the more a virus is going to do to take control of it," Liu said. "Understanding these mechanisms is an important part of being prepared for emerging or reemerging viruses that cause infectious diseases."

This work was primarily conducted by Jingyou Yu, a former graduate student in the Liu lab and now a principal investigator at the Guangzhou National Laboratory in China. Additional contributions were made by Yi-Min Zheng, a senior scientist, and Pei Li, a postdoctoral fellow in the Liu lab. This work was primarily supported by an Ohio State fund and the National Institutes of Health.

Additional co-authors are Megan Sheridan, Toshihiko Ezashi and R. Michael Roberts of the University of Missouri.
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New study analyzes air quality impacts of wildfire smoke | ScienceDaily
With wildfires increasing in frequency, severity, and size in the Western U.S., researchers are determined to better understand how smoke impacts air quality, public health, and even the weather. As fires burn, they release enormous amounts of aerosols -- the vaporized remains of burning trees and homes that enter the atmosphere and the air we breathe. Now, a new study dissects these aerosols and gases to pinpoint their potential effects on our health as well as the planet's short and long-term weather.


						
The research, published in April's issue of Environmental Science: Atmospheres, measured air quality in Reno, Nevada over a 19 month period between 2017 and 2020 to capture both smoky and clear days. During this timeframe, smoke from more than 106 wildfires impacted the city's air. DRI scientists Siying Lu and Andrey Khlystov led the research, which found increases in both fine aerosols (known as PM 2.5 for the size of the particulate matter) and carbon monoxide during smoky days. During the fire-prone late summer months analyzed during the study, wildfire smoke accounted for 56% to 65% of PM2.5 and 18% to 26% of carbon monoxide concentrations in Reno air. The results have implications for weather, cloud formation, and public health.

"We know that Reno is frequently impacted by wildfires in summer, so we wanted to compare smoky and non-smoky days and measure the impacts on local air quality," said Lu, who completed the research as part of her PhD work. "Although we focused on Reno for this study, we developed the method so that it can theoretically be applied anywhere."

The research team started on the roof of DRI's Reno campus, where they set up equipment that could measure the size of atmospheric particles. This information is important because it determines how the particles interact with both the atmosphere and the human body. Larger particles can affect our upper respiratory tract, whereas fine aerosols can travel deeper into lungs.

The researchers also collected data from a downtown Reno EPA air monitoring station that provided hourly concentrations of PM2.5, ozone, carbon monoxide, and other air pollutants. The data also provided concentrations of potassium, an element released by burning trees and other wood which can be used to confirm the presence of wildfire smoke in the air.

The team further verified when air pollution was caused by wildfire smoke by using satellite images to identify visible smoke plumes and fire location information from NASA and NOAA. With an additional tool from NOAA, they could track Reno's winds back in time to verify that they had indeed passed through a wildfire area.

Wildfire aerosols have a complicated effect on the weather. On one hand, they can act as a filter to scatter and reflect incoming sunlight, creating a cooling effect. On the other hand, they contain light-absorbing material, such as soot and brown organic compounds, that can cause warming. Larger aerosols can promote cloud formation and duration by acting as nuclei for water vapor to condense around. The data showed that smoky days contained aerosols that are likely to act as cloud nuclei at concentrations up to 13 times higher than average.




"We figured out that the size of particles is quite distinct during fires from a normal day in Reno, which has implications for cloud formation and how sunlight scatters, as well as public health," said Khlystov, Research Professor of Chemistry at DRI.

The study also found carbon monoxide present in higher concentrations during smoky days. Breathing high concentrations of carbon monoxide can reduce the ability of blood to carry oxygen to your brain and other organs.

In contrast, concentrations of nitrogen oxides and ozone were present in Reno's air at similar levels during both smoky and average days. They attribute this to their release by vehicle traffic and chemical reactions induced by sunlight.

"Our research offers one of the most comprehensive looks at how wildfire smoke is affecting air quality in the Western U.S.," Lu said.

Lu is working on a machine-learning program to facilitate this kind of air quality research by automating the ability to identify when wildfire smoke is present in the air. This could potentially be used to build an automated app that can identify real-time smoke impacts by location and facilitate air quality research and public health messaging.
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Cryogenic hydrogen storage and delivery system for next-generation aircraft | ScienceDaily
Researchers at the FAMU-FSU College of Engineering have designed a liquid hydrogen storage and delivery system that could help make zero-emission aviation a reality. Their work outlines a scalable, integrated system that addresses several engineering challenges at once by enabling hydrogen to be used as a clean fuel and also as a built-in cooling medium for critical power systems aboard electric-powered aircraft.


						
The study, published in Applied Energy, introduces a design tailored for a 100-passenger hybrid-electric aircraft that draws power from both hydrogen fuel cells and hydrogen turbine-driven superconducting generators. It shows how liquid hydrogen can be efficiently stored, safely transferred and used to cool critical onboard systems -- all while supporting power demands during various flight phases like takeoff, cruising, and landing.

"Our goal was to create a single system that handles multiple critical tasks: fuel storage, cooling and delivery control," said Wei Guo, a professor in the Department of Mechanical Engineering and corresponding author of the study. "This design lays the foundation for real-world hydrogen aviation systems."

Hydrogen is seen as a promising clean fuel for aviation because it packs more energy per kilogram than jet fuel and emits no carbon dioxide. But it's also much less dense, meaning it takes up more space unless stored as a super-cold liquid at -253degC.

To address this challenge, the team conducted a comprehensive system-level optimization to design cryogenic tanks and their associated subsystems. Instead of focusing solely on the tank, they defined a new gravimetric index, which is the ratio of the fuel mass to the full fuel system. Their index includes the mass of the hydrogen fuel, tank structure, insulation, heat exchangers, circulatory devices and working fluids.

By repeatedly adjusting key design parameters, such as vent pressure and heat exchanger dimensions, they identified the configuration that yields the maximum fuel mass relative to total system mass. The resulting optimal configuration achieves a gravimetric index of 0.62, meaning 62% of the system's total weight is usable hydrogen fuel, a significant improvement compared to conventional designs.

The system's other key function is thermal management. Rather than installing a separate cooling system, the design routes the ultra-cold hydrogen through a series of heat exchangers that remove waste heat from onboard components like superconducting generators, motors, cables and power electronics. As hydrogen absorbs this heat, its temperature gradually rises, a necessary process since hydrogen must be preheated before entering the fuel cells and turbines.




Delivering liquid hydrogen throughout the aircraft presents its own challenges. Mechanical pumps add weight and complexity and can introduce unwanted heat or risk failure under cryogenic conditions. To avoid these issues, the team developed a pump-free system that uses tank pressure to control the flow of hydrogen fuel.

The pressure is regulated using two methods: injecting hydrogen gas from a standard high-pressure cylinder to increase pressure and venting hydrogen vapor to decrease it. A feedback loop links pressure sensors to the aircraft's power demand profile, enabling real-time adjustment of tank pressure to ensure the correct hydrogen flow rate across all flight phases. Simulations show it can deliver hydrogen at rates up to 0.25 kilograms per second, sufficient to meet the 16.2-megawatt electrical demand during takeoff or an emergency go-around.

The heat exchangers are arranged in a staged sequence. As the hydrogen flows through the system, it first cools high-efficiency components operating at cryogenic temperatures, such as high-temperature superconducting generators and cables. It then absorbs heat from higher-temperature components, including electric motors, motor drives and power electronics. Finally, before reaching the fuel cells, the hydrogen is preheated to match the optimal fuel cell inlet conditions.

This staged thermal integration allows liquid hydrogen to serve as both a coolant and a fuel, maximizing system efficiency while minimizing hardware complexity.

"Previously, people were unsure about how to move liquid hydrogen effectively in an aircraft and whether you could also use it to cool down the power system component," Guo said. "Not only did we show that it's feasible, but we also demonstrated that you needed to do a system-level optimization for this type of design."

FUTURE STEPS

While this study focused on design optimization and system simulation, the next phase will involve experimental validation. Guo and his team plan to build a prototype system and conduct tests at FSU's Center for Advanced Power Systems.




The project is part of NASA's Integrated Zero Emission Aviation program, which brings together institutions across the U.S. to develop a full suite of clean aviation technologies. Partner universities include Georgia Tech, Illinois Institute of Technology, University of Tennessee and University at Buffalo. FSU leads the effort in hydrogen storage, thermal management and power system design.

At FSU, key contributors include graduate student Parmit S. Virdi; professors Lance Cooley, Juan Ordonez, Hui Li, Sastry Pamidi; and other faculty experts in cryogenics, superconductivity and power systems.

This project was supported by NASA as part of the organization's University Leadership initiative, which provides an opportunity for U.S. universities to receive NASA funding and take the lead in building their own teams and setting their own research agenda with goals that support and complement the agency's Aeronautics Research Mission Directorate and its Strategic Implementation Plan.

Guo's research was conducted at the FSU-headquartered National High Magnetic Field Laboratory, which is supported by the National Science Foundation and the State of Florida.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250527180926.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Just add iron: Researchers develop a clever way to remove forever chemicals from water | ScienceDaily
PFOS, also known as "forever chemicals," are synthetic compounds popular for several commercial applications like making products resistant to stains, fire, grease, soil and water. They have been used in non-stick cookware, carpets, rugs, upholstered furniture, food packaging and firefighting foams deployed at airports and military airfields. PFOS (perfluorooctane sulfonate or perfluorooctane sulfonic acid) are part of the larger class of forever chemicals called PFAS (per- and polyfluoroalkyl substances.) Both types have been linked to a variety of health issues, including liver disease, immune system malfunction, developmental issues and cancer.


						
Because of their widespread use, PFOS are found in soil, agricultural products and drinking water sources, presenting a health risk. Xiaoguang Meng and Christos Christodoulatos, professors at the Department of Civil, Environmental and Ocean Engineering at Stevens Institute of Technology, and Ph.D. student Meng Ji working in their lab, wanted to identify the most efficient way to remove these toxins from the water.

Most water filters use activated carbon to remove forever chemicals and other contaminants. Activated carbon removes PFOS through a process called adsorption, in which the PFOS molecules stick to the large, porous surface area of the carbon particles as the water flows through them.

However, in the wastewater industry, iron powder -- in scientific terms called microscale zero-valent iron or mZVI -- is also used to remove contaminants from the effluent. "Iron powder is commonly used for water treatment and wastewater treatment, because it's cheap -- it's cheaper than activated carbon," says Meng. They wanted to compare the adsorption potency of iron powder and activated carbon.

They found that iron powder was a better water purifier. "The iron powder was 26 times more effective than activated carbon per unit surface area," says Ji. Researchers outlined their findings in the study titled Kinetic and Mechanism Study of PFOS Removal by Microscale Zero-Valent Iron from Water, published in Environmental Science & Technology, an ACS (American Chemical Society) publication, on March 19, 2025.

More interestingly, the team found that even when the iron powder rusted from being in the water, its adsorption properties weren't affected much. "The particles' surface is covered by iron oxide, but it's still very active," says Meng -- and that's surprising. It means that the oxidized iron still contributes to PFOS removal. The unexpected findings made the study popular with other researchers, Meng says. Although published recently, the paper has already been viewed over 1000 times.

Meng and Ji are planning to investigate this phenomenon further. "Now we need to do more research to find out why," Meng says. "Because this is important for the development of large-scale removal technologies."
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How does digestion affect molecular analysis of owl pellets? | ScienceDaily
Scientists are using isotopes to answer a surprising variety of questions about the world, according to University of Cincinnati Professor Brooke Crowley.


						
Isotopes are different forms of the same element that researchers can use like a fingerprint to identify where and when something lived and even what that place was like.

"Isotopic analysis is coming into its heyday. In the last five to 10 years, there has been a tremendous explosion of research analyses."

In Crowley's Stable Isotope Ecology course, students come up with creative questions and applications for isotopic analysis and carry out small group projects.

"Does shade-grown coffee look different from sun-grown? Absolutely," she said.

"What about cage-free eggs or free-range chickens versus the alternative? Yes," she said.

"Does digestion affect the ratios of isotopes?" The answer is yes, according to a study published in the journal Ecology and Evolution.




"What goes in is isotopically different from what comes out," researchers concluded.

The research was led by UC College of Arts and Sciences graduate Maddie Greenwood, initially as part of a class project, and then as a senior research project. The research team was completed by Rachel Reid, a research scientist from Virginia Tech.

They collected the droppings and regurgitated pellets from two captive animals at the Cincinnati Zoo & Botanical Garden: a Eurasian eagle owl and red-tailed hawk, both of which subsist on a diet of frozen rats. The acidic digestive system of the hawk helped it digest more bone than that of the owl, but both leave behind at least some bone in their pellets and droppings.

The researchers compared the ratios of carbon, nitrogen, oxygen and strontium isotopes in the rats to those found in the bird poop and pellets. And there were significant differences, Crowley said. They concluded that the influence of digestion on bone is large enough to affect interpretations of diet and ingested strontium.

"The results were not what we were expecting," she said.

Increasingly, scientists are turning to isotopes in poop to non-invasively study wild animals that are rare or difficult to track like jaguars. They also use bones from small animals to help establish what environmental conditions were in the past. However, remains of small animals in archaeological and paleontological settings are often accumulations of bones regurgitated by birds of prey like owls.




"Researchers should use caution if using potentially digested bone to evaluate the diet of consumed prey, establish strontium baselines or infer past climate or environmental conditions," the study warned.

"This is significant for anyone using rodent bones to identify prey locations or climate and other environmental conditions," Crowley said. "But by no means is it the end of the story. More work needs to be done."

UC's Greenwood said the results demonstrate how insightful isotopic analysis can be to answer questions about the natural world.

"I think it's incredibly rewarding. Just like anything in science, we figure out new ways to use this tool and new ways to make it helpful. I appreciate being a part of that," she said.
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Rapid simulations of toxic particles could aid air pollution fight | ScienceDaily
A pioneering method to simulate how microscopic particles move through the air could boost efforts to combat air pollution, a study suggests.


						
Tiny particles found in exhaust fumes, wildfire smoke and other forms of airborne pollution are linked with serious health conditions such as stroke, heart disease and cancer, but predicting how they move is notoriously difficult, researchers say.

Now, scientists have developed a new computer modelling approach that dramatically improves the accuracy and efficiency of simulating how so-called nanoparticles behave in the air.

In practice, this could mean simulations that currently can take weeks to run could be completed in a matter of hours, the team says.

Better understanding the behaviour of these particles -- which are small enough to bypass the body's natural defences -- could lead to more precise ways of monitoring air pollution, researchers say.

Using the UK's national supercomputer ARCHER2, researchers from the Universities of Edinburgh and Warwick have created a method that allows a key factor governing how particles travel -- known as the drag force -- to be calculated up to 4,000 times faster than existing techniques.

At the heart of the team's approach is a new way of modelling the way air flows around nanoparticles.




It involves a mathematical solution based on how air disturbances caused by nanoparticles fade with distance. When applied to the simulation, researchers can zoom in much closer to particles without compromising accuracy.

This differs from current methods, which involve simulating vast regions of surrounding air to mimic undisturbed air flow and require far more computing power, the team says.

By enabling fast and precise simulations at the nanoscale, the new approach could help better predict how these particles will behave inside the body, the team says.

As well as potentially aiding the development of improved air pollution monitoring tools, the advance could also inform the design of nanoparticle-based technologies, such as lab-made particles for targeted drug delivery, the team adds.

The study, published in the Journal of Computational Physics, was supported by the Engineering and Physical Sciences Research Council (EPSRC).

Lead author Dr Giorgos Tatsios, of the University of Edinburgh's School of Engineering, said: "Airborne particles in the nanoscale range are some of the most harmful to human health -- but also the hardest to model. Our method allows us to simulate their behaviour in complex flows far more efficiently, which is crucial for understanding where they go and how to mitigate their effects."

Professor Duncan Lockerby, of the University of Warwick's School of Engineering, said: "This approach could unlock new levels of accuracy in modelling how toxic particles move through the air -- from city streets to human lungs -- as well as how they behave in advanced sensors and cleanroom environments."
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Cryo-em freezes the funk: How scientists visualized a pungent protein | ScienceDaily
They say a picture is worth a thousand words.


						
But it takes millions of pictures to understand the intricate chemistry of an enzyme that helps break down sulfur, commonly found in fruits, vegetables, alcohol and gasoline, into the colorless gas most noted for its distinctive odor.

Most people have witnessed -- or rather smelled -- when a protein enzyme called sulfite reductase works its magic. This enzyme catalyzes the chemical reduction of sulfite to hydrogen sulfide. Hydrogen sulfide is the rotten egg smell that can occur when organic matter decays and is frequently associated with sewage treatment facilities and landfills.

Beth Stroupe is a professor of biological science.

But scientists have not been able to capture a visual image of the enzyme's structure until now, thus limiting their full understanding of how it works. Florida State University Professor of Biological Science Elizabeth Stroupe and her former doctoral student Behrouz Ghazi Esfahani have solved that problem and published their work in the journal Nature Communications.

"Artificial intelligence has gotten better at predicting protein structures, but at the end of the day, it's not data," Stroupe said. "This gives us the primary knowledge we need to better understand this kind of structure."

Stroupe and Ghazi Esfahani used an advanced technique called cryo-electron microscopy to visualize the 3D structure of this enzyme. Cryo-electron microscopy allows scientists to continually capture images of chemical reactions, giving them the necessary data to visualize the structure.




To the untrained eye, protein molecules look like complicated strings of chemicals, but this clear visualization of the 3D structure allows scientists to see the exact arrangement of atoms and how electron transfer occurs.

"I think of it as an octopus with four yo-yos because the molecule is particularly flexible," Stroupe said.

This work, funded by the National Science Foundation, is essential for scientists so they can learn how to control or manipulate chemical reactions, a process that is often used by drug manufacturers or industry when they develop products with these chemicals.

"There are environmental implications too," Ghazi Esfahani said. "Some bacteria use sulfur as an energy source the way humans or other living creatures use oxygen. This allows us to understand how some of those bacteria thrive in anaerobic conditions."

This research was a big step in gaining a better understanding of how sulfite reductase works, but there are still unanswered questions about how it functions as a larger protein assembly and how similar enzymes in other organisms, like the pathogen that causes tuberculosis, which depends on sulfur to live in a human host, work. Stroupe's lab is continuing to work on that problem as well as other structural questions related to the sulfur metabolism process.
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Home water-use app improves water conservation | ScienceDaily
A UC Riverside-led study has found that a smartphone app that tracks household water use and alerts users to leaks or excessive consumption offers a promising tool for helping California water agencies meet state-mandated conservation goals.


						
Led by Mehdi Nemati, an assistant professor of public policy at UCR, the study found that use of the app -- called Dropcountr -- reduced average household water use by 6%, with even greater savings among the highest water users.

Dropcountr works by interpreting water-use data from smart water meters, which many utilities originally installed for remote reading to streamline billing. The app turns data from these meters into real-time feedback for consumers, showing how much water they use, how their usage compares to similar households, and how it has changed over time.

This type of digital feedback gives users what behavioral economists call a "nudge" -- a timely prompt to take water-saving actions, such as taking shorter showers, fixing leaks, or delaying using appliances like dishwashers and washing machines until they are full.

The app also alerts users when their consumption nears costly higher-rate tiers and notifies them of possible leaks. Utilities also can use the app to send customers tips for cutting use and notify them of rebate programs, such as those for replacing lawns with drought-tolerant landscaping.

"California water agencies are under pressure to hit individualized water-use targets and conservation goals under the 'Making Conservation a California Way of Life' regulation," Nemati said. "Our study shows that this digital feedback tool can be a powerful, low-cost way to help households manage their use and reduce consumption."

The research focused on the City of Folsom in Northern California, where Dropcountr was offered to residential customers beginning in late 2014. About 3,600 households volunteered for the program, which collected smart meter data from 2013 to 2019. This allowed researchers to analyze more than 32 million records of daily water use.




The findings, published in the journal Resource and Energy Economics, showed that participating households reduced their daily consumption by an average of 6.2% compared to a control group. The reduction was greater among high-volume users. The top 20% of users cut their water use by up to 12%.

"This is a crucial outcome when every drop counts," Nemati said. "We found strong, statistically significant reductions, especially for high-use customers."

Dropcountr also uses behavioral science concepts, especially the power of social norms. Users receive personalized water-use summaries that show how their consumption stacks up against more efficient nearby households, helping them set reasonable and achievable conservation goals. The app also flags possible leaks by detecting continuous usage patterns -- such as when water use remains steady for 72 hours. These alerts were found to be especially effective: Water use dropped roughly 50% on the day after a leak alert was sent, followed by a 30% drop the next day, and a sustained 9% reduction even six days later. "The sharp drop suggests customers are paying attention and acting quickly," Nemati said. "One major advantage is that they can detect leaks right away -- sometimes before they cause damage or result in costly bills. That's difficult with traditional billing systems, where usage is only seen after 30 or 60 days." Importantly, the study also found that these behavioral changes lasted. "We looked at water use 50 months out and still found sustained reductions," Nemati said. "People weren't just reacting once and forgetting. They stayed engaged."

The app works best with homes equipped with smart meters, while many homes in California still rely on older, manually read meters. Fortunately, adoption of advanced metering infrastructure continues to expand.

Still, Nemati noted, many agencies that do have smart meters continue to rely on outdated methods -- like mailed letters -- to notify customers of high usage or leaks.

"People get water bills, but the information may not be salient. Most bills report usage in cubic feet or units, which aren't easy to interpret," Nemati said. "What platforms like Dropcountr do well is make the data meaningful. People want to use water wisely. They just need timely, clear, and actionable feedback. These platforms give them that -- and they work."

With California preparing to enforce stricter drought and efficiency standards, Nemati said more utilities should consider deploying digital tools like Dropcountr.

"We have the data," he said. "Now we just need to use it in smarter ways. This study shows how a relatively inexpensive solution can help homeowners conserve and ease pressure on our water systems."

The study is titled "High-frequency analytics and residential water consumption: Estimating heterogeneous effects." Co-authors are Steven Buck of the University of Kentucky and Hilary Soldati of Cal Poly San Luis Obispo.
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Nordic studies show the significance of old-growth forests for biodiversity | ScienceDaily
Researchers at the University of Eastern Finland conducted a systematic review of 99 scientific publications that compared the flora or fauna of old-growth forests, managed forests and clearcut sites in boreal Europe. The reviewed studies showed large differences in the species communities inhabiting these forest types.


						
The studies analysed for the systematic review show that the species richness of full-canopy forests increases as the forest gets older. Clearcut sites are also species-rich, but they are inhabited by a distinct set of species in comparison to full-canopy forests.

The studies had examined several species groups that cover a large part of the flora and fauna inhabiting forests, including birds, epiphytes (i.e., lichens and bryophytes growing on tree trunks), fungi and insects inhabiting deadwood, soil fungi, ground-dwelling invertebrates, other insects and understory vegetation.

Birds, epiphytes and fungi and insects in deadwood were more diverse in older forests. Understory vegetation and insects other than those inhabiting deadwood were more diverse in younger forests, especially clearcut sites. There were few studies on soil fungi.

The flora and fauna characteristic of old-growth forests are associated with old or dead trees. Such species are rare or absent in forests in commercial use.

"In managed forests, trees are cut down before they grow old or die, and thus old and dead trees are scanty in them. Leaving a portion of the trees standing during clearcutting would be an effective solution, but only very few of these so-called retention trees are left in harvests," says Doctoral Researcher Aleksi Nirhamo from the University of Eastern Finland.

Clearcut sites are inhabited by species associated with open habitats and young forests. Conditions on clearcut sites are very different from full-canopy forests, and thus they are inhabited largely by distinct sets of species.




Even though the flora and fauna of clearcut sites are rich in certain species groups, they are degraded habitats.

"Early stages of forest succession would be formed without clearcuts by disturbances such as storms. These kinds of habitats differ from clearcut sites for example by having huge amounts of deadwood that is missing from clearcut sites," Nirhamo points out.

"Additionally, the treeless stage of succession is cut short by the planting of conifers, which also homogenises the tree species composition of the regenerating stand," he continues.

At the moment, there is a great abundance of habitat in the Nordic countries for species inhabiting clearcut sites. For the species of old-growth forests, the situation is worse.

"Forest habitats are modified widely in order to enhance wood production, which homogenises and degrades them," Nirhamo says.

"Especially old and dead trees are abundant and versatile only in forests that have remained unharvested for long, and thus there is little space for species dependent on those resources."
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Without public trust, effective climate policy is impossible | ScienceDaily
When formulating climate policy, too little attention is paid to social factors and too much to technological breakthroughs and economic reasons. Because citizens are hardly heard in this process, European governments risk losing public support at a crucial moment in the climate debate. This is the conclusion of several researchers from Radboud University in a paper published this week in Earth System Governance.


						
Without public trust, effective climate policy is impossible, warns Vincent de Gooyert, sociologist and lead author of the article. "You see this, for example, in the development of carbon capture and storage (CCS). This technology is essential for achieving climate targets, but it is still barely off the ground. Industry wants government subsidies, the government says there is no public support for this, and society wants to see industry take responsibility first. But then you're stuck in a vicious circle."

No market value, but essential

The climate debate is currently often framed from a techno-economic perspective, explains De Gooyert. "Every solution must have direct market value. If that is lacking, no one is willing to take the first step. But a solution such as CCS has no direct market value. In addition to technology, regulations and subsidies, you really need that support, because a policy without support mainly results in resistance."

De Gooyert collaborated with colleagues Senni Maatta, Sandrino Smeets and Heleen de Coninck on the article. Their recommendations are based, among other things, on extensive experience with discussions between government, business, citizens and other stakeholders on climate issues. They work with environmental organisations, industry and governments in European countries including Finland, Sweden, Spain and Belgium.

Trust

"What keeps coming back is that policy only works if there is mutual trust. People often think that if we explain it well, support will come naturally. But then you mainly have one-way communication, and research shows that this can be counterproductive. What you end up with is people thinking: there go those arrogant policymakers again, telling us what's good for us, and if we don't agree, they'll push it through anyway."

De Gooyert and his colleagues advocate the use of independent, scientific advisory councils, but also initiatives such as citizens' councils. "Citizens must be able to form an informed opinion independently, and there must be room for complexity and nuance. We must be honest with each other in such sessions: there are difficult choices to be made, but people must be given openness about the options and the consequences. Citizens deserve a say in their environment. To offer comfort to local residents, governments and businesses will also have to make sacrifices. We won't get there with the current method. Then we'll remain in the situation we're in now: no one willing to take big steps on climate policy, while time is running out."
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The ocean seems to be getting darker | ScienceDaily
More than one-fifth of the global ocean -- an area spanning more than 75million sq km -- has been the subject of ocean darkening over the past two decades, according to new research.


						
Ocean darkening occurs when changes in the optical properties of the ocean reduce the depth of its photic zones, home to 90% of all marine life and places where sunlight and moonlight drive ecological interactions.

For the new study, published in Global Change Biology, researchers used a combination of satellite data and numerical modelling to analyse annual changes in the depth of photic zones all over the planet.

They found that between 2003 and 2022, 21% of the global ocean -- including large expanses of both coastal regions and the open ocean -- had become darker.

In addition to this, more than 9% of the ocean -- an area of more than 32million sq km, similar in size to the continent of Africa -- had seen photic zone depths reducing by more than 50metres, while 2.6% saw the photic zone reduced by more than 100m.

However, the picture is not solely of a darkening ocean with around 10% of the ocean -- more than 37million sq km -- becoming lighter over the past 20 years.

While the precise implications of the changes are not wholly clear, the researchers say it could affect huge numbers of the planet's marine species and the ecosystem services provided by the ocean as a whole.




The study was conducted by researchers from the University of Plymouth and Plymouth Marine Laboratory, who have spent more than a decade examining the impact of artificial light at night (ALAN) on the world's coasts and oceans.

They say that is not directly connected to ocean darkening, however, with the changes likely being as a result of a combination of nutrient, organic material and sediment loading near the coasts, caused by factors such as agricultural runoff and increased rainfall.

In the open ocean, they believe it will be down to factors such as changes in algal bloom dynamics and shifts in sea surface temperatures, which have reduced light penetration into surface waters.

Dr Thomas Davies, Associate Professor of Marine Conservation at the University of Plymouth, said: "There has been research showing how the surface of the ocean has changed colour over the last 20 years, potentially as a result of changes in plankton communities. But our results provide evidence that such changes cause widespread darkening that reduces the amount of ocean available for animals that rely on the sun and the moon for their survival and reproduction. We also rely on the ocean and its photic zones for the air we breathe, the fish we eat, our ability to fight climate change, and for the general health and wellbeing of the planet. Taking all of that into account, our findings represent genuine cause for concern."

Professor Tim Smyth, Head of Science for Marine Biogeochemistry and Observations at the Plymouth Marine Laboratory, added: "The ocean is far more dynamic than it is often given credit for. For example, we know the light levels within the water column vary massively over any 24-hour period, and animals whose behaviour is directly influenced by light are far more sensitive to its processes and change. If the photic zone is reducing by around 50m in large swathes of the ocean, animals that need light will be forced closer to the surface where they will have to compete for food and the other resources they need. That could bring about fundamental changes in the entire marine ecosystem."

Assessing changes in the ocean's photic zones

To assess changes in the photic zone, the researchers used data from NASA's Ocean Colour Web, which breaks the global ocean down into a series of 9km pixels.




This satellite derived data enabled them to observe changes on the ocean surface for each of these pixels, while an algorithm developed to measure light in sea water was used to define the depth of the photic zone in each location.

They also used solar and lunar irradiance models to examine particular changes that might impact marine species during daylight and moonlight conditions, demonstrating that changes in photic zone depth at night were small compared to daytime, but remained ecologically important.

A shifting global picture of ocean change

The most prominent changes in photic zone depth in the open ocean were observed at the top of the Gulf Stream, and around both the Arctic and Antarctic, areas of the planet experiencing the most pronounced shifts as a result of climate change.

Darkening is also widespread in coastal regions and enclosed seas -- such as the Baltic Sea -- where rainfall on land brings sediment and nutrients into the sea, stimulating plankton growth and reducing light availability.
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Stirling research could extend biopesticide effectiveness | ScienceDaily
Changes to a pest's diet could slow the evolution of resistance to biopesticides, according to research from University of Stirling scientists.


						
It is hoped that the findings could allow the development of biopesticides that are effective for longer, potentially increasing food security, reducing damage to the natural environment and boosting agro-ecological biodiversity.

Researchers discovered that cotton bollworm pests -- a species of moth that can cause considerable agricultural damage -- show a great deal of genetic variation in how well they survive after being exposed to biopesticide fungi which are often considered safer alternatives to chemical pesticides.

The study showed that exposure to biopesticide fungi might lead to the evolution of resistance, just as with synthetic pesticides, and builds on previous findings that indicated new approaches are required in managing resistance risks to greener pesticides.

However, alterations to the pest's diet, the crop it eats, had a greater impact on evolution of resistance than switching the type of pesticide used -- meaning that the variety of crop grown could impact how quickly pests adapt to biopesticides.

Scientists from Stirling's Faculty of Natural Sciences, working with colleagues at the Sao Paulo State University (Brazil), and the University of Gothenburg (Sweden) raised thousands of cotton bollworm larvae in the lab from different family lines.

The team tested how well the larvae survived after being exposed to two different fungal pathogens, while feeding on tomato, maize, or soybean plants.




Research took place in controlled lab conditions at the University of Stirling using fungi sourced from Brazil with the support of international partners, and combined breeding experiments with advanced statistical modelling to uncover genetic patterns.

It builds on a study published in 2023 that showed insect pests which attack crops already carry many genes that improve their ability to combat infection, which could lead to resistance to greener pesticides.

Dr Rosie Mangan, post-doctoral researcher at the University of Stirling, said: "This is a major insight because we have shown the potential for substantial evolutionary changes in surviving exposure to biopesticides -- but also that farmers might slow this down by using more diverse cropping systems.

"Understanding how diet influences fungal biopesticides resistance helps inform smarter pest management strategies that are sustainable and less reliant on chemicals.

"Farmers and policymakers could use these findings to design pest control systems that keep biopesticides effective for longer, reducing environmental damage, helping promote agro-ecological biodiversity and improving global food security.

"These insights are especially relevant to agricultural policy in the UK, EU, and other regions where biopesticide use is growing."

Dr Mangan worked on the study with Professor Matthew Tinsley and Ester Ferrari, of the Faculty of Natural Sciences at the University of Stirling, Dr Luc Bussiere of the University of Gothenburg, and Dr Ricardo Polanczyk of Sao Paulo State University.

The study formed part of a larger international initiative focused on making crop protection more sustainable, funded by the UK's Biotechnology and Biological Sciences Research Council (BBSRC) and the Sao Paulo Research Foundation (FAPESP) through a Newton Fund international partnership.

Additional support came from Sweden's Vetenskapsradet and the Carl Trygger Foundation.
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Discovery offers new insights into skin healing in salmon | ScienceDaily
University of Stirling scientists have discovered cells in the skin of Atlantic salmon that offer new insights into how wounds heal, tissues regenerate, and cellular transitions support long-term skin health.


						
By understanding how skin cells remodel and heal tissue, researchers hope to develop new strategies to enhance tissue integrity and reduce non healing wounds, potentially improving salmon farming mortality rates.

Research led by Dr Rose Ruiz Daniels of the University's Institute of Aquaculture uncovered the previously unknown population of stem cells.

Published in BMC Biology, the study, Transcriptomic Characterization of Transitioning Cell Types in the Skin of Atlantic Salmon, reveals that fibroblast-like stem cells -- known as mesenchymal stromal cells (MSCs) -- play a central role in the remodelling phase of wound healing, which is critical for restoring skin integrity following injury.

Using advanced cell profiling technologies -- single-nucleus RNA sequencing and spatial transcriptomics -- the researchers profiled skin cells during a wound healing time course.

Dr Rose Ruiz Daniels said: "We found MSCs at both the wound site and in intact skin, suggesting these adult stem cells are a stable and functional part of salmon skin, and likely to be involved in maintaining its barrier and structural properties.

"These cells become more transcriptionally active during the remodelling stage of healing and show signs of differentiating into multiple tissue types including bone and fat.




"This hints at a broader regenerative capacity in fish skin than previously understood, potentially linking repair processes in the skin to those in deeper tissues like muscle, scales, and connective tissue."

1200x630 Dr Rose Ruiz Daniels. University of Stirling Dr Rose Ruiz Daniels

MSC-like cells are well characterised in mammals, but this study suggests that in teleost fish such as salmon, these cells may retain higher pluripotency -- or stemness -- meaning they can take on a wider range of regenerative roles.

This raises the possibility that fish skin regeneration may operate through more flexible cellular pathways than in terrestrial vertebrates. The study also maps the spatial niches of various MSC subclusters, laying the groundwork for future studies aimed at manipulating these cells to improve tissue repair, resilience, and overall fish health.

Dr Ruiz Daniels added: "These findings have potentially far-reaching implications for aquaculture. Barrier tissue health, particularly of the skin and gills, is a major challenge in Atlantic salmon farming and a leading cause of mortality in sea cages.

"There is an urgent need for innovative biotechnological approaches to enhance fish health, as aquaculture also faces mounting challenges from climate change, including heightened disease risks and increased thermal uncertainties.

"By understanding how skin cells remodel and heal tissue, we hope to develop new strategies to enhance tissue integrity and reduce non healing wounds at barrier tissues."

This study is a collaborative effort across institutions including the University of Stirling, the Roslin Institute, Nofima, and the University of Prince Edward Island.

Co-authors include Dr Sarah Salisbury, Dr Diego Robledo, Dr Lene Sveen, Dr Paula Rodriguez Villamayor, Professor Nick Robinson, Professor Ross Houston, Professor James Bron, Dr Sean Monaghan, Professor Mark Fast, Marianne Vaadal, Professor Aleksei Krasnov, Dr Torstein Tengs, Dr Carolina Penaloza Navarro, and Dr Maeve Ballantyne.
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Oldest whale bone tools discovered | ScienceDaily
Humans were making tools from whale bones as far back as 20,000 years ago, according to a study conducted by scientists from the Institute of Environmental Science and Technology of the Universitat Autonoma de Barcelona (ICTA-UAB), the French National Centre for Scientific Research (CNRS), and the University of British Columbia. This discovery broadens our understanding of early human use of whale remains and offers valuable insight into the marine ecology of the time.


						
Whales, the largest animals on Earth, were an important source of food and materials such as oil and bone. For this reason, they are believed to have played a key role in the survival of many coastal human groups. However, tracing the origins of human-whale interactions is challenging, as coastal archaeological sites are especially fragile and vulnerable to rising sea levels, making it difficult to preserve evidence of early human-marine mammal relationships.

?The research,?led by Jean-Marc Petillon (CNRS) along with ICTA-UAB scientist Krista McGrath and published in Nature Communications, analyzes 83?bone tools excavated from sites around the Bay of Biscay in Spain, along with 90 additional bones from Santa Catalina Cave, also located in the province of Biscay. The authors used mass spectrometry and radiocarbon dating to identify the species and age of the samples.

"Our study reveals that the bones came from at least five species of large whales, the oldest of which date to approximately 19,000-20,000 years ago. These represent some of the earliest known evidence of humans using whale remains as tools," says Jean-Marc Petillon, senior author of the research.

According to Krista McGrath, leading author of the paper, "ZooMS is a powerful technique for investigating past sea mammal diversity, particularly when diagnostic morphometric elements are missing from bone remains and objects, which is often the case for bone artefacts. We managed to identify species such as sperm whales, fin whales, blue whales, all still present in the Bay of Biscay today, as well as grey whales, a species now mostly restricted to the North Pacific and Arctic Oceans."

In addition, chemical data extracted from the bones suggest that the feeding habits of these ancient whales differed slightly from those of their modern counterparts, pointing to potential changes in behavior or the marine environment. Overall, this discovery not only enhances our understanding of early human use of whale remains but also sheds light on the role whales played in past ecosystems.
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Megalodon: The broad diet of the megatooth shark | ScienceDaily

At least that's what it did should a whale come long, says Dr. Jeremy McCormack from the Department of Geosciences at Goethe University Frankfurt. It appears, after all, that megalodon partook of a much broader range of prey than previously assumed, as the geoscientist discovered together with scientists from Germany, France, Austria and the US. The researchers examined fossilized megalodon teeth, which are more or less all that has remained of the cartilaginous fish that gave the shark its name, megalodon, meaning "big tooth."

The researchers extracted zinc from the fossil teeth, an element that occurs in atomic variants (isotopes) of different weights. Zinc is ingested with food, whereby less of the heavier isotope zinc-66 than the lighter isotope zinc-64 is stored in muscles and organs. Accordingly, the tissue of fish that eat fish absorbs significantly less zinc-66, and those which, in turn, hunt them for food absorb even less. That is why Otodus megalodon and its close relative Otodus chubutensis had the lowest ratio of zinc-66 to zinc-64 at the top of the food chain.

"Since we don't know how the ratio of the two zinc isotopes at the bottom of the food pyramid was at that time, we compared the teeth of various prehistoric and extant shark species with each other and with other animal species. This enabled us to gain an impression of predator-prey relationships 18 million years ago," explains McCormack. The giant teeth they used for their study mostly came from fossil deposits in Sigmaringen and Passau -- 18 million years ago, a relatively shallow estuary, less than 200 meters deep, flowed along the Alps, teeming with various other shark species alongside megalodon.

McCormack explains: "Sea bream, which fed on mussels, snails and crustaceans, formed the lowest level of the food chain we studied. Smaller shark species such as requiem sharks and ancestors of today's cetaceans, dolphins and whales, were next. Larger sharks such as sand tiger sharks were further up the food pyramid, and at the top were giant sharks like Araloselachus cuspidatus and the Otodus sharks, which include megalodon." McCormack stresses, however, that the Otodus sharks cannot be sharply differentiated from the lower levels of the pyramid: "Megalodon was by all means flexible enough to feed on marine mammals and large fish, from the top of the food pyramid as well as lower levels -- depending on availability."

According to McCormack, this means that the idea of Otodus sharks homing in on marine mammals when it comes to food needs to be revised: "Our study tends rather to draw a picture of megalodon as an ecologically versatile generalist." Comparisons between the fossils from Sigmaringen and Passau, for example, showed that the creatures from Passau fed more on prey from lower levels of the food pyramid, which also points to regional differences in the range of prey or changes in its availability at different times.

Analyzing teeth on the basis of zinc content is a very new method, and McCormack is delighted with the comprehensive and coherent results it produced not only for prehistoric shark and whale species but also for herbivorous prehistoric rhinoceroses and even shark species that exist today. McCormack: "Determining tooth zinc isotope ratios has once again proven to be a valuable instrument for paleoecological reconstructions." "It gives us important insights into how the marine communities have changed over geologic time, but more importantly the fact that even 'supercarnivores' are not immune to extinction," adds Kenshu Shimada, a paleobiologist at DePaul University in Chicago, USA, and a coauthor of the new study. Previous studies, including one led by McCormack, indicated that, at least in part, the rise of the modern great white shark is to blame for the demise of Otodus megalodon.
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Flowers unfold with surprising precision, despite unruly genes | ScienceDaily
Flowers grow stems, leaves and petals in a perfect pattern again and again. A new Cornell study shows that even in this precise, patterned formation in plants, gene activity inside individual cells is far more chaotic than it appears from the outside.


						
This finding has important implications for plant engineering, where scientists design artificial gene switches to control growth or behavior. Understanding how plants manage genetic "noise" could also inform research in other fields, from synthetic biology, where predictability is crucial, to research on cancer, where random gene activity can drive tumor evolution.

The research published May 20 in Nature Communications.

"Ultimately, the research challenges the idea that biological precision requires perfect control," Adrienne Roeder, professor in the Section of Plant Biology in the School of Integrative Plant Science, in the College of Agriculture and Life Sciences and at the Weill Institute for Cell and Molecular Biology, who is corresponding author in the study. "Instead, it shows that nature doesn't eliminate randomness -- it builds reliable systems and processes that work despite it."

Co-author Shuyao Kong initiated and conducted the work as a graduate student in Roeder's lab at the Weill Institute for Cell and Molecular Biology. Kong is now a postdoctoral researcher at HarvardMedical School.

The researchers examined thale cress (Arabidopsis thaliana), a small plant in the mustard family, to look at stochastic gene expression -- the process through which genes can randomly turn on or off. The team found that genes responding to auxin -- a hormone that directs flower growth -- were activated in a surprisingly random way from cell to cell, even when the hormone signal was the same. Despite identical instructions, the cells behaved unpredictably.

The team used glowing reporters -- molecules that light up with fluorescence when genes turn on -- to track three auxin-responsive genes, including one called DR5. They found that even though DR5 activity was 'turned on' by auxin, it varied wildly from one cell to the next -- not because of differences in auxin levels, but due to random fluctuations inside the cells themselves.




They saw this dynamic taking place at the plant's sepals, the sturdy green leaf-like organs at the base of the bud that protect the emerging flower. Even though the cells are individually "noisy" and unpredictable, the plant repeatedly produces four protective sepals in a perfect pattern.

"I really thought by the time we got to these four [sepal forming] regions, there would be a lot less randomness -- but there's not," Roeder said. "Somehow, despite the noise, you still get these very clear patches where sepal organs initiate."

Although scientists have known that gene activity can be noisy at the molecular level, this study reveals that even important developmental genes triggered by the plant hormone auxin show randomness in individual cells, offering new insight into how plants manage such variability during organ formation.

The study found that two auxin-responsive genes, AHP6 and DOF5.8, showed less randomness than DR5, suggesting that plants may have built-in mechanisms to dampen noise when needed.

The key, the team said, is a process called "spatial averaging." While individual cells behave inconsistently, groups of cells work together to smooth out the noise, creating a stable, collective signal that the plant can use to guide development.

"The organism can use this randomness when it wants to and ignore it when it doesn't," Roeder said. "That's super powerful."

The study raises important questions, she said. "Spatial averaging is one way that plants manage gene expression noise, but how exactly does that buffering happen, and under what conditions does it fail?" Roeder said. "How can we incorporate that when we're trying to engineer our favorite gene to express in interesting places?"

Contributing authors include Byron Rusnak, graduate student in the School of Integrative Plant Science (CALS), and Mingyuan Zhu, postdoctoral associate at Duke University.

The research was supported by the National Institute of General Medical Sciences at the National Institutes of Health.
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A root development gene that's older than root development | ScienceDaily
A gene that regulates the development of roots in vascular plants is also involved in the organ development of liverworts -- land plants so old they don't even have proper roots. The Kobe University discovery highlights the fundamental evolutionary dynamic of co-opting, evolving a mechanism first and adopting it for a different purpose later.


						
When scientists discover that a gene is necessary for the development of a trait, they are quick to ask since when this gene has been involved in this and how the evolution of the gene has contributed to the evolution of the trait. Kobe University plant biologist FUKAKI Hidehiro says: "My group previously discovered that a gene called RLF is necessary for lateral root development in the model plant Arabidopsis thaliana, but it was completely new that the group of genes RLF belongs to is involved in plant organ development. So we wanted to know whether the equivalent of this gene in other plants is also involved in similar processes."

Fukaki turned to the simplest model land plant he could find, the umbrella liverwort Marchantia polymorpha. This plant doesn't even have roots that can extract water or nutrients from the soil, but it has its own version of the RLF gene. Using this organism, the Kobe University plant biologist studied the function of its RLF gene and whether its function within the cell is comparable to the Arabidopsis version of the gene.

In the journal New Phytologist, he and his team publish that liverworts lacking RLF have severe deformations in various organs, demonstrating that RLF is involved in organ development in these basic land plants as well. They could even show that the Arabidopsis gene could perform its function in the liverwort and the liverwort's gene in Arabidopsis. "This shows that the two genes are functionally interchangeable as actors in organ development," explains Fukaki.

The RLF gene produces a protein that belongs to the vast group of heme-binding proteins and that means that it may bind a molecule called "heme," which is involved in energy transfer within the cell. Fukaki says, "Given that heme-binding proteins were not known to be involved in organ development in plants, another significant point in our study is that we showed that the RLF protein actually has a heme, both in the liverwort and in Arabidopsis."

The Kobe University researcher expects that learning more about how the RLF protein interacts with others will clarify more about the evolution of plant organ development. Fukaki adds, "The fact that RLF plays an important role in organ development since at least the dawn of land plants is an example of how evolution often co-opts existing mechanisms for new functions, such as for root development, which evolved only after liverworts and mosses branched off the other land plants."

This research was funded by the Ministry of Education, Culture, Sports, Science, and Technology (MEXT) Japan (grants 19H05673, 19H05670), the Japan Society for the Promotion of Science (grants 21H05271, 23KK0127, 24K09497, 24H02069, 21J40092, 19H03247), the Japan Agency for Medical Research and Development (grants JP21wm0425011 and JP20dm0207001), and the Japan Science and Technology Agency (grants JPMJGX23B0, JPMJSP2148). It was conducted in collaboration with researchers from the University of Tokyo, Nara Women's University, Ritsumeikan University, and Osaka University.
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Assembly instructions for enzymes | ScienceDaily
In biology, enzymes have evolved over millions of years to drive chemical reactions. Scientists from the Max Planck Institute for Dynamics and Self-Organization (MPI-DS) now derived universal rules to enable the de novo design of optimal enzymes. As an example, they considered the enzymatic reaction of breaking a dimer into two monomer molecules. Considering the geometry of such an enzyme-substrate-complex, they identified three golden rules that should be considered to build a functional enzyme.


						
First, the interface of both enzyme and molecule should be located at their respective smaller end. This way, a strong coupling between both of them can be achieved. For the same reason, the conformational change in the enzyme should not be smaller than in the reaction. Finally, the conformational change of the enzyme has to take place fast enough to maximize the chemical driving force of the reaction.

"We built our research on two main pillars," Ramin Golestanian, director of MPI-DS describes the approach. "Conservation of momentum and coupling between the reaction coordinates," he continues. Thus, the researchers expanded the view of a classical 2-dimensional reaction coordinate. Typically, models for enzymatic reactions define an energy barrier that has to be overcome in order for the reaction to take place.

"As in our model we also consider the enzyme dynamics and coupling, we go beyond this existing concept, considering two reaction coordinates," say Michalis Chatzittofi, first author of the study. "Instead of overcoming an energy barrier, one can now imagine alternative ways to bypass it by taking alternative routes," he concludes.

These results provide a new basis for the design of molecular machines, avoiding the tedious and technically challenging approach to simulate the dynamics of each atom individually.
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Daytime boosts immunity, scientists find | ScienceDaily
The immune system is regulated by a body clock and is more active during the day, scientists at Waipapa Taumata Rau, University of Auckland have discovered.


						
A breakthrough study, led by scientists at Waipapa Taumata Rau, University of Auckland, has uncovered how daylight can boost the immune system's ability to fight infections.

The team focused on the most abundant immune cells in our bodies, called 'neutrophils', which are a type of white blood cell. These cells move quickly to the site of an infection and kill invading bacteria.

The researchers used zebrafish, a small freshwater fish, as a model organism, because its genetic make-up is similar to ours and they can be bred to have transparent bodies, making it easy to observe biological processes in real time.

"In earlier studies, we had observed that immune responses peaked in the morning, during the fish's early active phase," says lead researcher Associate Professor Christopher Hall, from the Department of Molecular Medicine and Pathology.

"We think this represents an evolutionary response such that during daylight hours the host is more active so more likely to encounter bacterial infections," says Hall.

However, the scientists wanted to find out how the immune response was being synchronised with daylight.




With this new study, published in Science Immunology, and led by two doctoral researchers, neutrophils were found to possess a circadian clock that alerted them to daytime, and boosted their ability to kill bacteria.

Most of our cells have circadian clocks to tell them what time of day it is in the outside world, in order to regulate the body's activities. Light has the biggest influence on resetting these circadian clocks.

"Given that neutrophils are the first immune cells to be recruited to sites of inflammation, our discovery has very broad implications for therapeutic benefit in many inflammatory diseases," Hall says.

"This finding paves the way for development of drugs that target the circadian clock in neutrophils to boost their ability to fight infections."

The research was funded through the Royal Society of NZ's Marsden Fund.

Current research is now focussed on understanding the specific mechanisms by which light influences the neutrophil circadian clock.
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How marine plankton adapts to a changing world | ScienceDaily
Plankton may be tiny, but they play an important role in the ocean. As the foundation of marine ecosystems, they support ocean food webs and help regulate Earth's climate by storing carbon. While lab studies have shown plankton can adjust their chemistry in response to environmental changes, a new global study reveals how these adaptations occur in the real ocean. The study will be published on May 23, 2025, in the journal Science Advances.


						
The study, a collaboration between MARUM -- Center for Marine Environmental Sciences at the University of Bremen and the Woods Hole Oceanographic Institution (WHOI), reanalyzed massive datasets of large-scale distributions of plankton-derived lipids in the ocean, which were initially published by WHOI in 2022. "This study shows the value of open science," says first author Dr. Weimin Liu from MARUM. "Using new methods on open-access data, we uncovered previously hidden patterns of plankton adaptation."

The datasets, totaling over 200 GB of mass spectrometry data, include lipid profiles -- key components of cell membranes -- from 930 samples collected across the Atlantic, Pacific, and Arctic Oceans, at depths from the surface down to 400 meters. Unlike traditional approaches that focus only on known molecules, this study also included unknown lipids using network analysis, letting the data speak for themselves. This approach allowed a more comprehensive and less biased view of lipid diversity in marine plankton.

The analysis showed that plankton lipid profiles are closely linked to their environment. The numerically highest lipid diversity was found in cold polar and subpolar oceans, where plankton use a wider range of strategies -- such as shortening fatty acid chains -- to keep their cell membranes fluid. In warmer open oceans, the team observed shifts in lipid distribution that likely reflect adaptations to low nutrient availability. In deeper waters of these regions, plankton increased the production of unsaturated fatty acids, a strategy that may reflect a response to low light conditions.

"These changes in lipids reveal how plankton communities adapt to their surroundings," says Dr. Liu. "Since plankton, especially phytoplankton, form the base of ocean ecosystems, their responses can ripple through the entire marine food web and lead to far-reaching, sometimes unexpected, consequences."

This research demonstrates how combining environmental lipidomics with data science can uncover the mechanisms behind plankton adaptation -- offering new insight into how marine ecosystems function. The research is benefitted from the establishment of cheminformatics expertise within the Cluster of Excellence "The Ocean Floor -- Earth's Uncharted Interface" based at MARUM.
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Mystery of 'very odd' elasmosaur finally solved: fiercely predatory marine reptile is new species | ScienceDaily
A group of fossils of elasmosaurs -- some of the most famous in North America -- have just been formally identified as belonging to a "very odd" new genus of the sea monster, unlike any previously known.


						
Long-necked and measuring in at 12 metres, Traskasaura sandrae -- as it is officially named today in this new study -- possessed heavy, sharp, robust teeth, ideal for crushing.

Findings, published in the peer-reviewed Journal of Systematic Palaeontology, highlight Traskasaura as having a strange mix of primitive and derived traits unlike any other elasmosaur.

Its unique suite of adaptations enabled this plesiosaurto hunt prey from above. The findings suggest that the fierce marine reptile was perhaps one of the first plesiosaur taxa to do so.

The 85-million-year-old fossils are not new to science, though, far from it.

The first (now known to be) Traskasaura fossil was discovered from Late Cretaceous rocks in 1988 along the Puntledge River on Vancouver Island. Since then, additional fossils have been recovered: an isolated right humerus and a well-preserved, juvenile skeleton comprising thorax, girdles and limbs. All in all, three animals are part of the collection detailed in the new paper, all from Haslam Formation of Vancouver Island.

First described in 2002, the fossils recently became famous, having been adopted by the Province of British Columbia and declared as the official fossil emblem of British Columbia ('the Provincial Fossil of British Columbia'). They are currently on public display at The Courtenay and District Museum and Palaeontology Centre, Courtenay, British Columbia.




The designation as the Provincial Fossil of British Columbia followed a five-year appreciation effort by paleontology enthusiasts and a provincewide public poll in 2018, in which the elasmosaur received 48% of the vote.

"Plesiosaur fossils have been known for decades in British Columbia," explains lead author Professor F. Robin O'Keefe from Marshall University, in West Virginia, USA.

"However, the identity of the animal that left the fossils has remained a mystery, even as it were declared BC's provincial fossil in 2023. Our new research published today finally solves this mystery.

"The scientific confusion concerning this taxon is understandable. It has a very odd mix of primitive and derived traits. The shoulder, in particular, is unlike any other plesiosaur I have ever seen, and I have seen a few."

Professor O'Keefe, who is an expert on marine reptiles from the age of dinosaurs, adds: "With the naming of Traskasaura sandrae, the Pacific Northwest finally has Mesozoic reptile to call its own. Fittingly, a region known for its rich marine life today was host to strange and wonderful marine reptiles in the Age of Dinosaurs."

"The fossil record is full of surprises. It is always gratifying to discover something unexpected. When I first saw the fossils and realized they represented a new taxon, I thought it might be related to other plesiosaurs from the Antarctic. My Chilean colleague Rodrigo Otero thought differently, and he was right; Traskasaura is a strange, convergently evolved, fascinating beast."

In the initial, 2002 description of the fossils, experts were reluctant to erect a new genus based solely on the adult skeleton of the elasmosaur discovered.




Relatively few characters were "unambiguous" on this particular skeleton.

However a new "excellently preserved" partial skeleton enabled this latest international team of scientists from Canada, Chile, and the United States to shed much new light on the morphology of the Puntledge River elasmosaur -- and eventually identify it as a new genus and species.

They have named Traskasaura in honour of Courtenay, BC, based Michael and Heather Trask, who discovered the original holotype specimen along the banks of the Puntledge river in 1988, and the Greek word sauros, lizard.

The species name sandrae honours Sandra Lee O'Keefe (nee Markey) -- and like Elizabeth Nicholls (one of the team who identified the fossils in 2002) -- who was "a valiant warrior in the fight against breast cancer. "In loving memory," the team of authors write.

Traskasaura clearly had a very long neck -- at least 36 well-preserved cervical vertebrae indicate at least 50 bones in the neck, and probably more.

And whilst not huge amounts are known about Traskasaura's behaviour, the "fascinating and long list of autapomorphic characters" of the bones indicate strong capabilities for downward swimming. Professor O'Keefe believes the combination of its unusual features relate to its hunting style -- where it would use this capability for downward swimming to dive upon its prey from above.

This prey was likely the abundant ammonites known from the region. These would have been a "good candidate -- due to Traskasaura's robust teeth, ideal, possibly, for crushing ammonite shells," Professor O'Keefe explains.

Summarizing their findings, the team says their hypothesis that the three individuals describe do not belong to the same taxon "does deserve consideration." However, all three individuals show diagnostic features of the new taxon, and therefore probably represent a single species.
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Earliest use of psychoactive and medicinal plant 'harmal' identified in Iron Age Arabia | ScienceDaily
A new study uses metabolic profiling to uncover ancient knowledge systems behind therapeutic and psychoactive plant use in ancient Arabia.


						
New research published in Communications Biology has uncovered the earliest known use of the medicinal and psychoactive plant Peganum harmala, commonly known as Syrian rue or harmal, in fumigation practices and inhaled as smoke. The findings offer unprecedented insight into early Arabian therapeutic and sensorial practices, revealing that native plants were already being deliberately used for their bioactive and psychoactive properties nearly 2,700 years ago.

Led by Dr. Barbara Huber (Max Planck Institute of Geoanthropology) and Professor Marta Luciani (University of Vienna), in collaboration with the Heritage Commission of the Saudi Ministry of Culture, the study applied advanced metabolic profiling techniques to analyze organic residues preserved inside Iron Age fumigation devices. The devices were excavated at the oasis settlement of Qurayyah in northwestern Saudi Arabia, a locale known in antiquity for its decorated ceramic vessels, today called Qurayyah Painted Ware.

"Our findings represent chemical evidence for the earliest known burning of harmal, not just in Arabia, but globally," says Barbara Huber, lead author of the study. "Our discovery sheds light on how ancient communities drew on traditional plant knowledge and their local pharmacopeia to care for their health, purify spaces, and potentially trigger psychoactive effects."

The study employed high-performance liquid chromatography-tandem mass spectrometry (HPLC-MS/MS), a powerful analytical technique that enables the detection of characteristic harmala alkaloids even in tiny, degraded samples.

"The integration of biomolecular analysis with archaeology has allowed us to identify not just what kind of plants people were using, but also where, how, and why," says Prof. Marta Luciani, excavation director at Qurayyah and archaeologist at the University of Vienna. "We're gaining access to plant-based practices that were central to daily life but are rarely preserved in the archaeological record."

Known for its antibacterial, psychoactive, and therapeutic properties, Peganum harmala is still used in traditional medicine and household fumigation practices today in the region. The new findings underscore its long-standing cultural and medicinal significance.

"This discovery shows the deep historical roots of traditional healing and fumigation practices in Arabia," adds Ahmed M. Abualhassan, Heritage Commission co-director of the Qurayyah project. "We're preserving not only objects, but the intangible cultural heritage of ancient knowledge that still holds relevance in local communities today."

The study's implications stretch beyond archaeology into fields such as ethnobotany, medical anthropology, heritage studies, and pharmacognosy -- all concerned with the long-term relationship between humans, medicinal plants and natural resources.
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El Nino and La Nina climate swings threaten mangroves worldwide | ScienceDaily
A new international study led by researchers at Tulane University shows that the El Nino and La Nina climate patterns affect nearly half of the world's mangrove forests, underscoring the vulnerability of these vital coastal ecosystems to climatic shifts. Mangroves are shrubs or trees that grow in dense thickets mainly in coastal saline or brackish water.


						
The research, published in Nature Geoscience, isbased on nearly two decades of satellite data from 2001 to 2020 and is the first study to demonstrate global-scale patterns in how El Nino-Southern Oscillation (ENSO) influences mangrove growth and degradation.

Previously, impacts had only been documented at individual sites, such as a dramatic die-off in northern Australia in 2015 when more than 40 million mangrove trees perished along a 1,200-mile stretch of coastline.

"We wanted to know whether these events were isolated or part of a broader pattern," said lead author Zhen Zhang, a postdoctoral scholar at Tulane School of Science and Engineering. "Our findings confirm that ENSO has large-scale, recurring effects on mangrove ecosystems around the world."

El Nino is a climate pattern of Pacific Ocean temperature and wind shifts that affect global weather. El Nino brings warm waters to the eastern Pacific; La Nina brings cool waters there. These changes disrupt rainfall, storms, and temperatures worldwide -- causing floods, droughts, and shifts in hurricane activity.

El Nino is known for triggering coral bleaching, droughts, wildfires, and now, researchers have confirmed it also plays a major role in mangrove health.

The study identified a striking "seesaw" effect: During El Nino events, mangroves in the Western Pacific experience widespread degradation, while those in the Eastern Pacific see increased growth. The opposite occurs during La Nina events, with growth in the west and decline in the east.




Researchers pinpointed sea level changes as the key driver behind these patterns. For example, El Nino often causes sea levels to drop temporarily in the Western Pacific, increasing soil salinity and leading to mangrove dieback.

The research team, including collaborators from Xiamen University and the National University of Singapore, used satellite-derived Leaf Area Index data, which measures plant productivity based on leaf density, alongside oceanic and climate datasets to assess mangrove health over time.

Tulane Earth and Environmental Sciences professor Daniel Friess, a co-author of the study, said mangrove forests provide essential services to hundreds of millions of people worldwide, including storm protection, carbon storage and fisheries support. But their existence depends on a narrow set of environmental conditions, making them particularly sensitive to climate variations like El Nino.

"Mangroves are one of the most valuable ecosystems on the planet, yet they exist in a delicate balance with their environment," Friess said. "A better understanding of how this unique habitat is influenced by changing environmental conditions will help us conserve and restore them, while supporting the coastal communities that rely on them."
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Modulation of antiviral response in fungi via RNA editing | ScienceDaily
The expression of symptoms of viral infections is a byproduct of complex virus-host molecular pathways. These remain largely unknown, especially in the case of fungus-virus pathogen systems. Fungal antiviral responses involve three known mechanisms: RNA interference (RNAi), a post-transcriptional mechanism that inhibits viral replication; transcriptional reprogramming; and recognition of self versus non-self, which limits cell-to-cell transmission of viruses within fungi. While many fungal viruses (mycoviruses) cause asymptomatic infections in their hosts, the mechanisms underlying the induction or suppression of symptoms are not well understood.


						
Several genetic studies have attempted to explore the fungal factors involved in antiviral responses, but the exact genes and pathways related to symptom induction in fungi remain an open question.

In this context, a research team from Japan, led by Associate Professor Shinji Honda from The Faculty of Medical Sciences, University of Fukui, Japan, and Professor Nobuhiro Suzuki from the Institute of Plant Science and Resources, Okayama University, set out to solve this mystery. They used their recently established fungal virology system in Neurospora crassa to unveil the genes and pathways involved in symptom induction after viral infection. Their findings were made available online on March 24, 2025, and were published in Volume 33, Issue 4 of the journal Cell Host & Microbe on April 9, 2025.

"In this study, we showed that A-to-I RNA-editing enzymes, whose expression is highly elevated upon viral infection, specifically modify the mRNA of adjacent master transcription factor genes in the fungal genome," Dr. Honda introduces the main theme of their work. His research team had earlier isolated two viruses that infected N. crassa, for the first time in the world. One of these, Neurospora crassa fusarivirus 1 (NcFV1), is typically asymptomatic in wild-type N. crassa, but causes different symptom profiles in RNAi-deficient mutants, highlighting the complex interplay between virus, host genetics, and symptom development. They later developed this system to conduct mutational and genetic analyses to understand how antiviral responses are controlled in this fungal-viral system.

When the RNAi system is deleted from virus-infected N. crassa, the researchers observed growth defects in the strain compared to wild types, along with exceptionally high levels of viral transcripts in the infected fungi. To understand how switching off the RNAi system triggers such a symptom, they examined the gene expression patterns in this strain. Among the upregulated genes, they specifically noted two genes named old-1 and old-2, which were both revealed to contain deaminase domains.

The team next identified which genomic locations are targeted by the products of old-1 and old-2- OLD-1 and OLD-2. The target locations were approximately 2 kb upstream from old-1/2 in the genome, where it modifies the stop codon of the target transcripts to continue translation and form a full protein with zinc finger domains. These neighboring regions of old-1/2 in the genome were named zao-1/2. Further experiments showed that while OLD-1 is a global RNA editor involved in modifying both zao-1/2 mRNAs, OLD-2 is specific to editing zao-2 mRNA. The regulatory interplay of these genes/proteins in the absence of an RNAi system causes hypersensitive responses in the fungal cells during a viral infection.

The team's investigation into the role of zao-1/2 genes revealed different outcomes depending on which zao genes were present. When infected with the asymptomatic virus NcFV1, wild-type N. crassa, which contains both zao-1 and zao-2 genes, remains asymptomatic, a state associated with specific transcriptional activation of anti-mycovirus responsive genes (AmyREGs). However, the outcome changes in zao gene mutants: in NcFV1-infected mutants lacking only zao-1 (Dzao-1), severe symptoms were observed, possibly due to excessive transcriptional activation, indicating zao-1 is crucial for maintaining the asymptomatic state. More surprisingly, an additional deletion of zao-2 in this background (Dzao-1/2) caused the fungus to recover healthy, becoming asymptomatic. These mutants do not completely induce the AmyREGs that are normally activated during infection. This highlights the critical, but complex, role of zao-1/2 in controlling both symptom development and the activation of the fungal antiviral transcriptional reprogramming.

Why does switching off the RNAi system trigger such a symptom? To unravel this mystery, the researchers investigated the functions of zao-1 and zao-2 in more detail. In asymptomatic wild-type fungi, ZAO-1 is primarily expressed as shorter protein variants (ZAO-1C/1CS) generated by a transcription start site (TSS) switch. These shorter ZAO-1 variants likely compete with full-length ZAO proteins (ZAO-1FL and ZAO-2FL) for DNA binding. This competition is hypothesized to buffer the transcriptional response, maintaining the asymptomatic state. However, in the absence of the RNAi system (in Dqde-2 mutants) or when zao-1 is deleted (in Dzao-1 mutants), the mechanism is altered. In Dqde-2 mutants, OLD enzymes are overexpressed and efficiently edit the premature stop codons in both zao-1 and zao-2 transcripts, leading to increased production of full-length ZAO-1FL and ZAO-2FL. In Dzao-1 mutants, while zao-1 is absent, OLD enzymes efficiently edit the zao-2 transcript, leading to increased ZAO-2FL production. These full-length ZAO proteins, particularly ZAO-2FL, act as potent transcription factors that trigger transcriptional reprogramming, resulting in excessive antiviral responses and symptomatic expression. Furthermore, the absence of ZAO-1 (specifically the short forms ZAO-1C/1CS) eliminates the suppressive competition, allowing the full-length ZAO proteins, particularly ZAO-2FL, to exert stronger transcriptional control, leading to more severe symptomatic responses. Additionally, the team conducted phylogenetic analyses to demonstrate that this RNA editor and its neighboring target transcripts were evolutionarily conserved across several filamentous fungal species, including Neurospora, Fusarium, and Aspergillus.

"This study uncovered a complex layer of antiviral defense involving RNA editing, RNAi, and transcription start site switching, closely linked to transcription reprogramming to regulate symptom induction," concludes Dr. Honda about the team's work. "Although there are many more questions to be answered in this story of old-zao genomic regulation of antiviral responses in fungi, this study is an important turning point in the development of unique genetic engineering applications and fungal strains with robust antiviral potential."
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Different phases of evolution during ice age | ScienceDaily
A new study has provided fresh insights into how animals such as the woolly mammoth, musk ox and arctic fox evolved to survive the cold during the ice age.


						
A team of palaeontologists and palaegeneticists studied ancient fossil and DNA evidence for the nature and timing of changes animals and plants in the Northern Hemisphere.

They have shown that cold-adapted animals started to evolve 2.6 million years ago when the permanent ice at the poles became more prevalent. There followed a time when the continental ice sheets expanded and contracted and around 700,000 years ago the cold periods doubled in length. This is when many of the current cold-adapted species, as well as extinct ones like mammoths, evolved.

The findings have been published in the journal Trends in Ecology and Evolution.

"The cold-adapted species are amongst the most vulnerable animals and plants to ongoing climate change. Therefore, an understanding of how species evolved in the past is essential to help us understand the risks faced by endangered species today," explained John Stewart, Professor of Paleoecology at Bournemouth University, who led the study.

During their research, the team compared the evidence for evolution in plants and beetles with that for mammals and suggested that ideas that some organisms had evolved earlier in the polar regions need to be tested. This means that the way the modern Arctic ecologies assembled needs to be resolved as it is not clear when and how the animals and plants who live there came together.

The study found evidence for early occurrences of true lemmings and reindeer in the Arctic where they may have evolved as climates cooled in the early Pleistocene period, between one and two million years ago. The polar bear and arctic fox on the other hand may have joined them more recently within the last 700,000 years -- colonising from the South. Some of the ice age cold species like the woolly rhino are different and may have evolved in the steppe grasslands to the south with the earliest occurrences in the Tibetan Plateau.

"This is the first concerted effort to compare the evolution of cold-adapted animals and plants since modern methods of palaeogenetics appeared," Professor Stewart said. "We can now build on these findings to understand more about how more cold-adapted species evolved and how the Arctic ecologies arose in the past and use this to help conservation efforts in the future," he concluded.
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When the sea moves inland: A global climate wake-up call from Bangladesh's Delta | ScienceDaily
As sea levels climb and weather grows more extreme, coastal regions everywhere are facing a creeping threat: salt.


						
Salinization of freshwater and soils adversely affects 500 million people around the world, especially in low-lying river deltas.

A new study led by researchers at the University of Portsmouth, in partnership with Dhaka University and Curtin University, sheds light on how rising oceans are pushing saltwater into freshwater rivers and underground water sources in the world's largest river mouth -- the Bengal Delta in Bangladesh.

Drawing on nearly two decades of data from over 50 monitoring stations in coastal Bangladesh, the team tracked a consistent rise in salt levels in rivers and estuaries, particularly since the mid-2000s.

The western parts of the delta, already more prone to tidal influence, showed the fastest increases in salinity. The data suggests that the combination of sea-level rise, reduced freshwater flow, and increasingly frequent storm surges are all contributing to the inland movement and retention of saltwater.

Since around 2007, many parts of the delta have experienced stepwise increases in salinity, often linked to powerful storms like Cyclone Sidr. These changes can devastate crops, erode food security, and force communities to move. While the analysis focused primarily on environmental data, it underscores how salinity intrusion is increasingly a threat to livelihoods, public health, and regional stability.

The study, published in Ecological Indicators, uses one of the most detailed and long-running salinity datasets in any delta system worldwide. It applied advanced statistical methods to distinguish long-term trends from short-term weather or seasonal changes.




The researchers introduced a new conceptual model called the Offshore Controlled Estuarine and Aquifer Nexus (OCEAN) framework, that highlights how offshore features like steep underwater slopes and restricted tidal flows can trap salt in low-lying coastal zones.

Dr Mohammad Hoque from the University of Portsmouth's School of the Environment and Life Sciences: said: "What we're seeing in the Bengal Delta is not just a local crisis, it's a signal of what's coming for low-lying coastal areas around the world.

"Salinity is rising faster and reaching farther inland than many people realise, and it's happening quietly with major consequences for water security, agriculture, and livelihoods. This study helps us understand the mechanics behind it, and underscores the urgency for coordinated, global action."

The findings also show the limits of relying only on land-based solutions. Human interventions like embankments, riverbed alterations, and upstream dams have often made things worse by restricting freshwater flows.

Meanwhile, offshore dynamics -- such as sediment build-up and ocean current shifts -- play a larger role than previously appreciated. Addressing the problem, therefore, requires integrated approaches that connect rivers, oceans, and climate systems.

Coastal regions in California, including Los Angeles County and the Sacramento-San Joaquin Delta, are combating saltwater intrusion through innovative measures. In LA, freshwater is injected into aquifers to create hydraulic barriers against seawater. However, population growth and groundwater extraction continue to challenge these efforts.

"While the focus is on Bangladesh, the study's implications are global," said Dr Sean Feist, former PhD researcher at the University of Portsmouth and now Scientific Officer at Test Valley Borough Council. "Coastal regions from the Mekong Delta in Vietnam to Louisiana's wetlands in the United States face similar pressures. As sea levels continue to rise, the risk of agricultural land turning salty, drinking water becoming undrinkable, and shallow groundwater becoming permanently brackish grows ever more serious."

The paper recommends that similar long-term investigations into changing salinity levels be conducted in other vulnerable coastal regions around the world, particularly in low-lying deltas facing rising seas, reduced river flows, and increasing storm activity. Short-term datasets can often misrepresent the scale or pace of salinisation, while extended records offer a clearer picture of how saltwater intrusion evolves over time.

Dr Ashraf Dewan from Curtin University said: "Ultimately, this study highlights that the creeping salinisation of deltas is a slow-moving but deeply disruptive force. Without urgent investment in salt-tolerant agriculture, better water storage, and strategic planning across entire river basins, the disruptive impacts of salinity are likely to intensify. The Bengal Delta is on the frontline of climate change, but it is not alone. The patterns observed here are emerging in many of the world's great coastal regions. What happens next depends on how quickly we respond."
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Managing surrogate species, providing a conservation umbrella for more species | ScienceDaily
A new study led by Cornell Lab of Ornithology researchers at the K. Lisa Yang Center for Conservation Bioacoustics shows that monitoring and managing select bird species can provide benefits for other species within specific regions.


						
The research, published in the journal Conservation Biology, analyzed more than 892,000 hours of bird sounds recorded across California's Sierra Nevada to test a long-standing conservation strategy -- monitoring and protecting a few surrogate species can provide information and protection for the community as a whole, what scientists call the umbrella species concept.

"We've long assumed that by monitoring one or a handful of species, we can gain insights about what's happening with many other species that use similar habitats," said lead author Kristin Brunk, a postdoctoral fellow at the Cornell Lab's K. Lisa Yang Center for Conservation Bioacoustics who is now at the University of Oslo in Norway. "But this assumption has rarely been tested at the large scales where it's often applied."

Brunk and her colleagues used advanced recording devices and artificial intelligence to study the co-occurrence of six surrogate species, including the California spotted owl and black-backed woodpecker, along with 63 other bird species across 25,000 square kilometers of forest -- an area the size of Vermont. These six surrogate species were chosen because each is thought to represent a unique set of conditions that also support other species that rely on similar habitat features. For example, the presence of California spotted owl is often thought to indicate mature forests, an increasingly rare habitat type that other species such as golden-crowned kinglet, hermit warbler, and hermit thrush also rely on. The umbrella species idea suggests that protecting habitat for the spotted owl should also benefit other mature forest species.

The Yang Center's SwiftOne recording devices captured bird sounds day and night at 1,651 locations in the Sierra Nevada, while machine learning software called BirdNET -- also developed at the Yang Center -- helped identify species from hundreds of thousands of hours of recordings. "We're entering a new era of conservation science," said co-author Connor Wood, research faculty at the Yang Center. "These tools allow us to collect and analyze data at scales that were impossible just a few years ago."

The team found that 95% of the other forest birds they studied showed positive associations with at least one of the six surrogate species. This suggests that managing forests to promote the habitat characteristics needed by these six birds could help preserve habitat for many other species as well.

"We were really excited to see these results develop, because it's one of the first real tests of the umbrella species concept," said Wood. "It's something you learn about in introductory conservation biology classes, but until now no one has really had the data needed to actually test the theory."

"With this dataset, we were able to study not only how effective the surrogate species were, but also how their effectiveness changed over the large latitudinal gradient of the Sierra Nevada," said Brunk.




Being able to test the effectiveness of surrogate species over larger areas, the researchers said, is a key output from their research. They found that the effectiveness of the surrogate species changed depending on latitude. A bird species strongly associated with a surrogate species in the northern Sierra Nevada might show no relationship, or even a negative one, in the southern portion of the range.

"This finding has important implications for conservation," Brunk explained. "It tells us we need to be careful about assuming what works in one area will work everywhere else. The habitat needs of a species are often not stationary. They change across the species' range, and we have to think about that when we choose surrogate species to monitor. Surrogate species strategies should be assessed at the same scale at which they will be applied."

The researchers stressed that selecting the right surrogate species is also important. "A good surrogate species should be enough of a specialist that it's clearly associated with some set of conditions to provide a conservation umbrella for other species," said Wood.

The study comes at a crucial time for forest managers faced with mounting threats from climate change, severe wildfires, and limited resources. The research team hopes their findings will help forest managers make more informed decisions by understanding which species serve as reliable indicators of forest health -- and where these relationships hold true -- managers can better target their conservation efforts.

This study was funded by USDA Forest Service Region 5; the California Climate Investment's Forest Health Research Program (grant no. 19-RP-NEU-043); the NASA Biodiversity and Ecological Forecasting Program (grant no. 20-ECOF20-0017); the National Park Service, and the University of Wisconsin's office of the vice chancellor for research for funding this project. Our work in the K Lisa Yang Center for Conservation Bioacoustics is made possible by the generosity of K Lisa Yang to advance innovative conservation technologies to inspire and inform the conservation of wildlife and habitats. BirdNET is supported by Jake Holshuh (Cornell class of '69) and The Arthur Vining Davis Foundations. The German Federal Ministry of Education and Research is funding the development of BirdNET through the project "BirdNET+" (FKZ 01|S22072). Additionally, the German Federal Ministry of Environment, Nature Conservation and Nuclear Safety is funding the development of BirdNET through the project "DeepBirdDetect" (FKZ 67KI31040E).
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The scent of death? Worms experience altered fertility and lifespan when exposed to dead counterparts | ScienceDaily

For example, many insects such as bees and ants will instinctively remove dead members from the hive, seemingly to keep the nest clear of any potential pathogens.

Research from a team at University of Michigan describes a similar aversion for decedents among the roundworm C. elegans.

They've discovered that the presence of dead members of their species has profound behavioral and physiological effects, leading the worms to more quickly reproduce and shortening their lifespans.

"We felt this was quite a unique opportunity to start diving into what is happening mechanistically that enables C. elegans to detect a dead conscript and then what drives their reaction," said Matthias Truttmann, Ph.D., of the Department of Physiology at U-M Medical School, senior author on the paper, published in Cell Reports.

First author was graduate student and Truttmann lab member Mirella Hernandez-Lima.

Truttmann's lab studies the maintenance of proper protein function with aging.




C. elegans, due to their relatively short lifespans, is an ideal model for studying life and life extension.

Their recent study sprung from an observation that worms in a dish would move as far away as possible from deceased counterparts.

The team wondered how the worms -- who do not have eyes- determined that their plate-mates were dead and whether there could be a universal death signal emitted by corpses.

To test this, they introduced either worm corpses or fluid from the broken-down cells of worm corpses to different feeding areas on a plate.

They observed that C. elegans showed strong avoidance behavior for both.

Furthermore, they found that death perception led to reduced fitness in exposed worms and a short term increase in egg laying.




They then systematically tested the worms' sensory neurons to determine which were necessary for the perception of death.

They found two neurons that respond to olfactory information, AWB and ASH -- essentially the worms could smell death.

Specifically, the team identified two metabolites, AMP and histidine, which are normally found inside of cells, were the death cues for C. elegans.

"The neurons we identified are well known to be involved in behavioral responses to a variety of environmental cues," said Truttmann.

"We have now found that they also detect a couple of intracellular metabolites that are not typically found in the environment. If they are around, it indicates that a cell has died, popped open, and that something has gone wrong."

The presence of cellular metabolites where they should not be could very well be an evolutionarily maintained signal of death, says Truttmann.

He points to a recent finding in humans that cells undergoing apoptosis (cell death) release metabolites that result in transcriptional changes in neighboring tissue.

How the detection of this signal ultimately translates into altered health and behavior needs further research.
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New study reveals how competition between algae is transforming the Gulf of Maine | ScienceDaily
As the ocean warms across its temperate regions, kelp forests are collapsing and turf algae species are taking over. This shift from dense canopies of tall kelp to low-lying mats of turf algae is driving biodiversity loss and altering the flow of energy and nutrients through reef ecosystems.


						
It's also fundamentally altering the chemical ecology of coastal ecosystems.

New research in Science, led by researchers at Bigelow Laboratory for Ocean Sciences, has shown for the first time how turf algae release chemicals that can kill young kelp. That creates a feedback loop where more turf algae means more harmful chemicals, which further inhibits recovery and reinforces kelp forest collapse. This chemically-mediated interaction, which scientists call allelopathy -- or what the authors more bluntly call chemical warfare -- reveals an indirect way that climate change is reshaping ocean ecosystems, complicating kelp forest recovery along Maine's rapidly warming coast.

The study also includes researchers from University of Maine, University of California Riverside, University of Tubingen, Perry Institute for Marine Science, and Harvard University, working together to combine extensive field surveys, advanced chemical analysis, and novel lab experiments.

"That's why this study is so powerful," said Bigelow Laboratory Senior Research Scientist Doug Rasher, the study's senior author. "It moves logically from describing a pattern in nature -- the lack of recovery of kelp forests -- to revealing that the chemical landscape of kelp forests and turf reefs are fundamentally different, to pinpointing that turf algae and the chemicals they exude prevent kelp recruitment."

The impacts of kelp forest collapse and replacement by turf algae have been well documented in temperate ecosystems around the world.

"This shift from kelp to turf is analogous to a terrestrial forest transitioning into a grassland," said the study's lead author, Shane Farrell, a UMaine doctoral candidate based in Rasher's research group. "With the loss of kelp forests, we see decreases in biodiversity, productivity, and the ecosystem services they provide to humans."

Previous work has shown that once turf algae are established, they can inhibit kelp recovery by taking up space on the reef or harboring small grazers that eat baby kelp.




In tropical ecosystems, such as rainforests and coral reefs, scientists have previously shown that changes in the chemical environment also play a role in locking ecosystems into a degraded state and preventing recovery of foundational species. But no studies had considered whether that kind of chemical change could be at play in temperate kelp forests.

To answer this question, the researchers completed three years of field surveys across the Gulf of Maine, documenting a pattern of new kelp struggling to survive in the southern reaches of Maine's coast where forests have collapsed. During those surveys, the team collected water and seaweed samples for chemical analysis.

Rather than focusing on known substances, they teamed up with Daniel Petras's research group at the University of California, Riverside, employing non-targeted metabolomics analysis to understand the diverse chemistry in the samples. This approach involves analyzing all the small molecules within a system, which enabled the researchers to broadly identify the unique chemical features -- in the water, in the seaweeds, and on the reef itself -- at both kelp- and turf algae-dominated sites.

To characterize the suite of waterborne chemicals present, these methods rely on separating the molecules and breaking them into fragments, which are then matched against reference libraries, much like identifying a person from a fingerprint.

But, as Farrell pointed out, less than 2% of the chemical features the researchers found in this environment had been previously described. To fill in those gaps, the team turned to novel computational tools, which use chemical fragmentation patterns to predict compound identities, molecular formulas, and even chemical structures. These predictions allowed the researchers to classify unknown compounds into broad chemical families, highlighting just how distinct the chemical environment of a kelp forest is from a turf-dominated reef.

"It is awesome to see how our non-targeted metabolomics tools can shed new light on the fascinating chemical complexity caused by shifting environments, such as invasive algae," Petras said. "This becomes especially powerful when we combine our chemical data with functional information, such as kelp survival."

In a series of laboratory experiments, the researchers then tested the effects of both all the waterborne chemicals around the turf-dominated reefs, and the specific chemicals released by the five most abundant species of turf algae, on gametophytes, an early life stage of kelp. The experiments showed that gametophyte survival declined dramatically -- up to 500% in some cases -- when exposed to chemicals released by turf algae, confirming that the new chemical environment is directly responsible for kelp mortality.




"Our study is the first to reveal that chemical warfare can underpin the rebound potential of cold-water kelp forests. And surprisingly, some of the same types of molecules we identified on turf reefs are involved in the recovery dynamics of tropical coral reefs too," Rasher said. "It shows we have a lot to learn about chemical warfare on temperate reefs, the organisms and molecules involved, and how this process varies globally."

Previous work by Rasher's research group confirmed that ocean warming is the primary driver of kelp forest decline in the Gulf of Maine. But these new findings, showing how turf algae can lock an ecosystem into a degraded state, will make it more challenging to promote kelp forest recovery.

"Once turf algae are established, just curbing global carbon emissions and reversing ocean warming is not going to bring Maine's kelp forests back," Farrell said. "Because of these feedback mechanisms, we need local interventions to remove the turf algae before kelp will actually recover."

This study was supported by the NSF Established Program to Stimulate Competitive Research (Grant #OIA-1849227), the Louise H. & David S. Ingalls Foundation, the PADI Foundation, the Essex Avenue Foundation, and the German Research Foundation.
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An artificial protein that moves like something found in nature | ScienceDaily
The ability to engineer shapeshifting proteins opens new avenues for medicine, agriculture, and beyond.


						
Proteins catalyze life by changing shape when they interact with other molecules. The result is a muscle twitching, the perception of light, or a bit of energy extracted from food.

But this crucial ability has eluded the growing field of AI-augmented protein engineering.

Now, researchers at UCSF have shown it is possible to make new proteins that move and change shape like those in nature. This ability will help scientists engineer proteins in powerful new ways to treat disease, clean up pollution, and increase crop yields.

"This study is the first step on a path that will lead far beyond biomedicine, into agriculture and the environment," said Tanja Kortemme, PhD, professor of bioengineering and senior author of the study, which appears May 22 in Science.

The research was supported by the National Institutes of Health.

Scientists have been engineering rigid proteins -- proteins that can't move or change shape -- since the 1980s. These proteins were first used in commercial products like cleaning solutions. More recently, they've been employed to produce blockbuster medicines like artificial insulin, GLP-1 weight-loss drugs, and antibody treatments for cancer and inflammation.




While important, these immovable molecules can't match the potential of proteins that can swivel, twist, and morph in complicated ways and then return to their original shape, said Kortemme, who is also an investigator in the Chan-Zuckerberg BioHub San Francisco.

She said the most important proteins to emulate for medical uses are those that regulate processes like metabolism, cell division, and other basic life functions. These powerful proteins are the targets of nearly 1 in 3 FDA-approved drugs. They facilitate communication within or between cells by changing from one shape into another, and then back again, like an on-off switch.

An overwhelming problem 

Designing such stable yet dynamic forms requires computational power and artificial intelligence that didn't exist until a few years ago.

The challenge was huge, so Kortemme and graduate student Amy Guo began with something small: giving a simple natural protein the ability to move in a new way. Guo then made part of the protein swing so it could bind to calcium, a common way that proteins change shape.

"We wanted to devise a design method that could be applied in lots of situations, so we focused on creating a movable part that does what many natural proteins do," she said. "The hope is that this movement could also be added to static artificial proteins to expand what they can do, too."

Guo's next step was to generate a virtual library of thousands of possible shapes that the protein could take. She picked two stable shapes for the protein: one that could bind calcium and another that couldn't.




Then, she zoomed in on specific areas of the virtual protein to look at how the atoms in it were interacting. The work, which began before the pandemic, accelerated once the artificial intelligence program AlphaFold2 became available. Guo used it to make the movable part twist and capture the calcium, and then untwist to set it free.

The moment of truth came when the researchers tested their model in a computer simulation. They teamed up with Mark Kelly, PhD, a pharmaceutical chemist at UCSF who uses nuclear magnetic resonance to visualize the atoms in a protein.

"I was amazed that the simulations showed it working exactly like we'd expected it to," Guo said. "That really gives me confidence that this was for real, that we really did it."

In the medical realm, movable engineered proteins could be used in biosensors that change shape in response to signals of disease, triggering an alert. Or they could be used as medicinal proteins that are tailored to work with a person's unique body chemistry.

Shapeshifting proteins also could be designed to break down plastics or help plants resist climate-related stresses like drought or pests. They could even be used to make metal that can repair itself when it cracks.

"The possibilities are truly endless," Guo said.
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Ancient DNA used to map evolution of fever-causing bacteria | ScienceDaily
Researchers at the Francis Crick Institute and UCL have analysed ancient DNA from Borrelia recurrentis, a type of bacteria that causes relapsing fever, pinpointing when it evolved to spread through lice rather than ticks, and how it gained and lost genes in the process.


						
This transition may have coincided with changes in human lifestyles, like living closer together and the beginning of the wool trade.

Borrelia recurrentis bacteria cause relapsing fever, an illness with many recurring episodes of fever, which is typically found today in areas with poor sanitation or overcrowding, such as refugee camps. It is a distant cousin of the bacteria that today cause Lyme disease.

Historical records in Britain have referred to periods of a 'sweating sickness' or 'epidemic fever' which may have been caused by B. recurrentis, but limited data means the likely cause of these outbreaks remains unknown.

Only three known species of bacteria, including B. recurrentis, have transitioned from being carried primarily by ticks to lice, changing the potential severity of the disease. Until now it was unknown when B. recurrentis made the jump from ticks to lice and what impact this had on disease transmission and severity in humans.

In research published today in Science, the scientists sequenced the whole genome from four samples of B. recurrentis. Ranging from 2,300 to 600 years ago, their samples include the oldest B. recurrentis genome to date1. These ancient samples were obtained from the skeletons of people who were infected hundreds of years ago. The DNA is a shadow of the bacteria that once circulated in their blood and has been captured in bones and teeth.

The individuals' teeth contained traces of B. recurrentis DNA. Two samples had relatively high amounts of the pathogen, suggesting these individuals may have died from a severe, acute infection, or that the DNA was particularly well preserved.




Becoming adapted to the human louse

The researchers looked at differences in the ancient genomes and modern-day B. recurrentis to map how the bacteria has changed over time, finding that the species likely diverged from its nearest tick-borne cousin, B. duttonii, about 6,000 to 4,000 years ago.

They compared the B. recurrentis genomes with B. duttonii, finding that much of the genome was lost during the tick-to-louse transition but that new genes were also gained over time. These genetic changes affected the bacteria's ability to hide from the immune system and also share DNA with neighbouring bacteria, suggesting B. recurrentis had specialised to survive within the human louse.

The perfect conditions

Based on these ancient and modern genomes, the divergence from the bacteria's tick-borne ancestor happened during the transition from the Neolithic period to the Early Bronze Age. This was a time of change in human lifestyles, as people began to domesticate animals and live in more dense settlements. This may have helped B. recurrentis spread from person to person more easily.

The researchers also raise the possibility that the development of sheep farming for wool at this time may have given an advantage to louse-borne pathogens, as wool has better conditions for lice to lay eggs.




They conclude that the evolution of B. recurrentis highlights that a combination of genetic and environmental changes can help pathogens spread and infect populations more easily.

Pooja Swali, Research Fellow at UCL, former Crick PhD student and first author, said: "Louse-borne relapsing fever is a neglected disease with limited modern genomes, making it difficult to study its diversity. Adding four ancient B. recurrentis genomes to the mix has allowed us to create an evolutionary time series and shed light on how the genetics of the bacteria have changed over time. Although there's a trend towards genome decay as it adapted to the human louse vector, we've shown that the evolution of B. recurrentis was dynamic until about 1,000 years ago, when it looks similar to present-day genomes."

Pontus Skoglund, Group Leader of the Ancient Genomics Laboratory at the Crick, and co-senior author, said: "Ancient DNA can enhance our understanding of significant but understudied diseases like relapsing fever. Understanding how bacteria such as   B. recurrentis  became more  severe   in the past may help us understand how diseases could change in the future. The time points we've identified suggest that   changes in human societies  such as new clothing material or living in larger groups  may have allowed B. recurrentis to jump vectors and become more lethal, an example of how pathogens and humans have co-evolved."

Lucy van Dorp, Group Leader at UCL, and co-senior author, said: "Genetic analysis of these infections in ancient humans has allowed us to directly track how B. recurrentishas juggled loss and gain of genes during its evolution. Its ability to spread and cause disease appears to be context-dependent, with ancient DNA allowing us to speculate on the important role of past human interactions and behaviour in creating conditions conducive to disease spread. More samples will help us to narrow down the events which led to this tick-to-louse transition and the genetic mechanisms which have helped the bacteria thrive using either vector."

 Note:

The four Borrelia recurrentis genomes were sequenced from samples from different time points across England:
    	A female skeleton in Wetwang Slack, an Iron Age barrow cemetery in East Yorkshire.
    	A human jawbone in Fishmonger's Swallet, an Iron Age cave in South Gloucestershire.
    	A tooth from a cranium in an Augustinian cemetery in late medieval Canterbury.
    	A tooth from an adult male buried in a medieval chapel in Poulton, Cheshire.
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Why Europe's fisheries management needs a rethink | ScienceDaily
As legally required by the European Union, sustainable fisheries may not extract more fish than can regrow each year. Yet, about 70 per cent of commercially targeted fish stocks in northern EU waters are either overfished, have shrunken population sizes or have collapsed entirely. So why does the EU continue to miss its sustainable fisheries targets, despite a wealth of scientific data and policy instruments? Researchers at GEOMAR Helmholtz Centre for Ocean Research Kiel and Kiel University examined this question using the well-explored seas of northern Europe as a case study, with a particular focus on the western Baltic Sea. Their analysis is published in Science today.


						
"We analysed the problems and concluded that they are driven by short-sighted national calls for higher, unsustainable catches, compromising all levels of decision making," says lead author Dr Rainer Froese, a fisheries scientist at GEOMAR. "Environmental factors such as warming waters and oxygen loss also play a role, but overfishing is so strong that it alone suffices to collapse stocks." He adds: "We propose a new approach to EU fisheries management that would overcome the problems, be doable within existing legislation, and lead to profitable fisheries from healthy fish stocks within a few years."

The European path to setting annual quotas

The EU's Common Fisheries Policy (CFP) is based on the United Nations Convention on the Law of the Sea (UNCLOS), which states that fish populations are to be maintained or restored to levels that can support maximum sustainable catches. In northern Europe, this is implemented through legally binding total allowable catches (TACs), which are advised scientifically by the International Council for the Exploration of the Sea (ICES), an intergovernmental organization with working groups consisting mostly of scientists from national fisheries institutions. Based on this advice, the European Commission proposes annual quotas, which are then discussed with member states and stakeholders. Ultimately, the Council of EU Fisheries Ministers decides on the legally binding total allowable catch for the following year. Unfortunately, this process often results in quotas that were increased at every step -- with harmful consequences for fish stocks.

Mismanagement in the western Baltic Sea

The western Baltic Sea is a window into the dynamics between fish and fisheries -- a relatively simple ecosystem for which extensive data are available, and which is fished solely under EU control.

"The western Baltic is dominated by three commercially important species: cod, herring and plaice," explains Prof. Dr Thorsten Reusch, Head of the Marine Ecology Research Division at GEOMAR. "Long-standing overfishing of cod and herring has led to the recent collapse of these fisheries, whereas flatfish such as plaice, flounder and dab -- which are less demanded and fished less intensively -- have shown stable or even increasing stock sizes." In 2022, overall, less than a tenth of what could have been sustainably caught from healthy stocks was actually landed. Reusch continues: "It's the small-scale coastal fishers who are suffering the most, often without having done anything wrong, except perhaps relying on fishing associations that lobbied for unsustainable quotas."

Systematic overestimation and phantom recoveries




In order to manage catches sustainably, the International Council for the Exploration of the Sea (ICES) advises on how much fish of a given species of fish can be extracted annually without threatening the long-term viability of the stock.

However, ICES's assessments repeatedly overpredicted stock sizes for the upcoming year for which sustainable catches were to be advised. These overly optimistic projections suggested that fish stocks were recovering and could support much higher catches, when, in reality, the stocks were stagnating or declining. "We're talking about 'phantom recoveries'," says Froese, "recoveries that were predicted but never happened."

The overfishing ratchet: when the system undermines its own goals

Building on the already too high ICES advice, the European Commission often proposed even higher catch limits, which the ministers in the EU Council usually approved, or sometimes increased further. As a result, official quotas permitted the capture of far more fish than the stocks could replenish. In some years even more than there were fish in the water. The authors call this process the 'overfishing ratchet': like a mechanical ratchet, it only turns in one direction. This process strongly favours higher catches at every step, leading to total allowable catches (TACs) that often exceed what fishers are able to catch.

As Froese notes: "Interestingly, actual catches often remained below these inflated quotas -- simply because fishers stopped fishing when the cost of chasing the last fish exceeded the value of the catch."

A new independent authority for ecosystem-based catch advice

The Common Fisheries Policy included an explicit deadline of 2020 to end overfishing -- a goal that was clearly missed, as Thorsten Reusch points out. "Europe must play a leading role by making its own fisheries sustainable if it hopes to encourage other regions of the world to adopt sustainable fishing practices." His appeal: "The EU must take its sustainability goals seriously and implement the CFP according to its stated objectives, urgently."




To make the process more transparent and ensure accountability, the researchers propose creating a new politically independent institution with a clear mandate to provide robust scientific estimates of the highest sustainable annual catch for every stock, in line with ecosystem-based fisheries management (EBFM) principles. This would enable the EU to finally implement its own laws and effectively end overfishing.

Froese concludes: "To be successful, such an institution would need to operate with the same level of independence as a central bank." He reiterates: "Implementing sound scientific advice can lead to highly profitable fisheries from large fish stocks in healthy European seas in many cases, and within a few years."
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Scientists have figured out how extinct giant ground sloths got so big and where it all went wrong | ScienceDaily
Most of us are familiar sloths, the bear-like animals that hang from trees, live life in the slow lane, take a month to digest a meal and poop just once a week. Their closest living relatives are anteaters and armadillos, and if that seems like an odd pairing, there's a reason why. Today, there are only two sloth species, but historically, there were dozens of them, including one with a bottle-nosed snout that ate ants and another that likely resembled the ancestors of modern armadillos.


						
Most of these extinct sloths also didn't live in trees, because they were too big. The largest sloths, in the genus Megatherium, were about the size of Asian bull elephants and weighed roughly 8,000 pounds.

"They looked like grizzly bears but five times larger," said Rachel Narducci, collection manager of vertebrate paleontology at the Florida Museum of Natural History.

Narducci is co-author of a new study published in the journal Science in which scientists analyzed ancient DNA and compared more than 400 fossils from 17 natural history museums to figure out how and why extinct sloths got so big.

Ground sloths varied widely in size, from the truly massive Megatherium -- which could rip foliage off the tops of trees with its prehensile tongue and acted as a sort of ecological stand in for giraffes -- to the modestly chunky Shasta ground sloth that terrorized cacti in the desert southwest of North America.

The same cannot be said for sloths that developed an affinity for tree climbing. Those that lived entirely in the canopy were and are uniformly small, with an average weight of 14 pounds, while those that spent part of their time on the ground averaged about 174 pounds.

You don't have to be a scientist to puzzle out why trees enforce a strict weight limit. It's the same reason why modern tree sloths have a strange elastic quality to them: Branches break when put under too much strain, and sloths are not generally known for their ability to swiftly avert sudden disaster. Tree sloths have reportedly survived falls of up to 100 feet. However, given that falls from even moderate heights can cause severe damage and some trees in the Amazon Rainforest top out at just under 300 feet, it makes evolutionary sense to be as small as possible when going out on a limb.




What's less clear is why some ground sloths grew to such excessive sizes while others seemed content with being merely large. There may have been several reasons, which is why it's been so hard for scientists to answer the question with confidence.

Larger sizes might have been advantageous for finding food or avoiding predators, for example. Ground sloths had a special fondness for caves, and their size undoubtedly played a role in their ability to find and make shelters. The moderately sized Shasta ground sloth favorited small, natural caves bored by wind and water into the cliffsides of the Grand Canyon, like the alveoli of a gigantic, geologic lung. These also doubled as convenient latrines; in 1936, paleontologists discovered a mound of fossilized sloth poop, bat guano and packrat middens more than 20 feet thick in Rampart Cave, near Lake Mead.

Larger sloths weren't restricted to pre-existing caves. Using claws that are among the largest of any known mammal, living or extinct, they could carve their own from bare earth and rock. Many of the caves they left behind are still around with claw-mark decor along the interior walls, evidence of their ancient nesting excavations.

Other factors that may have contributed to their size discrepancy include climate, the degree of relatedness among sloth species and metabolic rates. The ability to accurately discriminate between these several possibilities required a substantial amount and various types of data.

The authors combined information about the shape of fossils with DNA from living and extinct species to create a sloth tree of life that traced the sloth lineage all the way back to their origin more than 35 million years ago. With this scaffold in place, they added results gleaned from decades of research about where sloths lived, what they ate and whether they were climbers or walkers. Because the authors were specifically interested in the evolution of size, they collected data for the final analytical ingredient by measuring hundreds of museum fossils, which they used to estimate sloth weight.

This is where the Florida Museum played a special role. "We have the largest collection of North American and Caribbean-island sloths in the world," Narducci said. She carefully took several measurements of 117 limb bones and shared the numbers with her colleagues.




The authors mixed all this information together, computationally stirred it and got back a fully baked answer.

The result: Size differences among sloths has been primarily influenced by the types of habitats they lived in and, by extension, climate change.

"Including all of these factors and running them through evolutionary models with multiple different scenarios was a major undertaking that had not been done before," Narducci said.

The sloth dynasty coincided with significant, life-altering changes in Earth's climate. The oldest thing that scientists can reasonably consider to be a sloth is called Pseudoglyptodon, which lived 37 million years ago in Argentina. Analyses from the study indicate the earliest sloths would have likely been small ground dwellers, about the size of a great Dane. At various points throughout their evolutionary history, sloths adopted a semi-arboreal lifestyle. Not all of them stayed in the trees, however. The largest sloths, including Megatherium and Mylodon,likely evolved from a tree-adapted sloth that ultimately decided to stay firmly planted on the ground.

Against this background of indecisive climbers and walkers, the size of sloths hardly changed at all for about 20 million years, irrespective of their preferred method of locomotion. Then something earth-shattering occurred.

A giant wound opened up between modern-day Washington state and Idaho down through parts of Oregon and Nevada, and magma boiled out of it. This left a nearly 600,000 cubic mile scab over the Pacific Northwest. It's still visible in some places along the Columbia River, where millions of years of running water have cut through and polished a colonnade of basalt. These rock pillars have a distinct hexagonal shape caused by the way in which the magma hardened and cracked as it cooled. The volcanic event that made them was a slow burn that lasted roughly 750,000 years and aligned with a period of global warming called the Mid-Miocene Climatic Optimum. The greenhouse gasses emitted by the volcanic eruption are currently considered the likeliest cause of the warming.

Sloths responded by getting smaller. This may be because warmer temperatures brought increased precipitation, which allowed forests to expand, thereby creating more habitat for smaller sloths. Size reduction is also a common way for animals to deal with heat stress and has been documented in the fossil record on several different occasions.

The world remained warm for about a million years after the volcano fell silent. Then, the planet resumed a longstanding pattern of cooling that has continued in fits and starts to the present. Sloths reversed course too. The more temperatures fell, the bulkier they became.

Arboreal and semi-arboreal sloths had the obvious limitation of having to live near trees, but ground sloths lived just about anywhere their feet would take them. They climbed the Andes Mountains, fanned out through open savannahs, migrated into the deserts and deciduous forests of North America and made a home for themselves in the boreal forests of Canada and Alaska. There were even sloths adapted to marine environments. Thalassocnus lived in the arid strip of land between the Andes and the Pacific. They survived in this harsh region by foraging for food in the ocean.

"They developed adaptations similar to those of manatees," Narducci said. "They had dense ribs to help with buoyancy and longer snouts for eating seagrass."

These varied environments presented unique challenges that ground sloths met, in part, by beefing up. "This would've allowed them to conserve energy and water and travel more efficiently across habitats with limited resources," Narducci said. "And if you're in an open grassland, you need protection, and being bigger provides some of that. Some ground sloths also had little pebble-like osteoderms embedded in their skin," Narducci said, referencing the bony plating that sloths had in common with their armadillo relatives, a trait that was also recently discovered in spiny mice.

Equally as important, larger bodies helped sloths contend with cooling climates. They reached their greatest stature during the Pleistocene ice ages, shortly before they disappeared.

"About 15,000 years ago is when you really start to see the drop-off," Narducci said.

There's still debate about what happened to sloths, but given that humans arrived in North America at about the same time sloths went extinct in droves, it's not hard to speculate. Paradoxically, the large size that kept them safe from most predators and insulated from the cold became a liability. Neither fast nor well-defended, ground and semi-arboreal sloths were easy pickings for early humans.

Arboreal sloths watched the carnage unfold below them from the safety of the treetops, but even there, they didn't escape without losses. Long after their ground-dwelling relatives had gone extinct everywhere else, two species of tree sloth in the Caribbean held out until 4,500 years ago. Humans arrived in the Caribbean about the same time that Egyptians were building the pyramids. Caribbean tree sloths went extinct not long after.

Alberto Boscaini, Nestor Toledo Francois Pujos, Eduardo Soto, Sergio Vizcaino and Ignacio Soto of the Consejo Nacional de Investigaciones Cientificas y Tecnicas, Daniel Casali, Susana Bargo of the Universidad Nacional de La Plata, Max Langer of the Universidade de Sao Paulo, Juan L. Cantalapiedra of the Universidad de Alcala, Gerardo De Iuliis of the University of Toronto and Timothy Gaudin of the University of Tennessee at Chattanooga are also co-authors of the study.
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A new approach could fractionate crude oil using much less energy | ScienceDaily
Separating crude oil into products such as gasoline, diesel, and heating oil is an energy-intensive process that accounts for about 6 percent of the world's CO2 emissions. Most of that energy goes into the heat needed to separate the components by their boiling point.


						
In an advance that could dramatically reduce the amount of energy needed for crude oil fractionation, MIT engineers have developed a membrane that filters the components of crude oil by their molecular size.

"This is a whole new way of envisioning a separation process. Instead of boiling mixtures to purify them, why not separate components based on shape and size? The key innovation is that the filters we developed can separate very small molecules at an atomistic length scale," says Zachary P. Smith, an associate professor of chemical engineering at MIT and the senior author of the new study.

The new filtration membrane can efficiently separate heavy and light components from oil, and it is resistant to the swelling that tends to occur with other types of oil separation membranes. The membrane is a thin film that can be manufactured using a technique that is already widely used in industrial processes, potentially allowing it to be scaled up for widespread use.

Taehoon Lee, a former MIT postdoc who is now an assistant professor at Sungkyunkwan University in South Korea, is the lead author of the paper, which appears today in Science.

Oil fractionation

Conventional heat-driven processes for fractionating crude oil make up about 1 percent of global energy use, and it has been estimated that using membranes for crude oil separation could reduce the amount of energy needed by about 90 percent. For this to succeed, a separation membrane needs to allow hydrocarbons to pass through quickly, and to selectively filter compounds of different sizes.




Until now, most efforts to develop a filtration membrane for hydrocarbons have focused on polymers of intrinsic microporosity (PIMs), including one known as PIM-1. Although this porous material allows the fast transport of hydrocarbons, it tends to excessively absorb some of the organic compounds as they pass through the membrane, leading the film to swell, which impairs its size-sieving ability.

To come up with a better alternative, the MIT team decided to try modifying polymers that are used for reverse osmosis water desalination. Since their adoption in the 1970s, reverse osmosis membranes have reduced the energy consumption of desalination by about 90 percent -- a remarkable industrial success story.

The most commonly used membrane for water desalination is a polyamide that is manufactured using a method known as interfacial polymerization. During this process, a thin polymer film forms at the interface between water and an organic solvent such as hexane. Water and hexane do not normally mix, but at the interface between them, a small amount of the compounds dissolved in them can react with each other.

In this case, a hydrophilic monomer called MPD, which is dissolved in water, reacts with a hydrophobic monomer called TMC, which is dissolved in hexane. The two monomers are joined together by a connection known as an amide bond, forming a polyamide thin film (named MPD-TMC) at the water-hexane interface.

While highly effective for water desalination, MPD-TMC doesn't have the right pore sizes and swelling resistance that would allow it to separate hydrocarbons.

To adapt the material to separate the hydrocarbons found in crude oil, the researchers first modified the film by changing the bond that connects the monomers from an amide bond to an imine bond. This bond is more rigid and hydrophobic, which allows hydrocarbons to quickly move through the membrane without causing noticeable swelling of the film compared to the polyamide counterpart.




"The polyimine material has porosity that forms at the interface, and because of the cross-linking chemistry that we have added in, you now have something that doesn't swell," Smith says. "You make it in the oil phase, react it at the water interface, and with the crosslinks, it's now immobilized. And so those pores, even when they're exposed to hydrocarbons, no longer swell like other materials."

The researchers also introduced a monomer called triptycene. This shape-persistent, molecularly selective molecule further helps the resultant polyimines to form pores that are the right size for hydrocarbons to fit through.

Efficient separation

When the researchers used the new membrane to filter a mixture of toluene and triisopropylbenzene (TIPB) as a benchmark for evaluating separation performance, it was able to achieve a concentration of toluene 20 times greater than its concentration in the original mixture. They also tested the membrane with an industrially relevant mixture consisting of naphtha, kerosene, and diesel, and found that it could efficiently separate the heavier and lighter compounds by their molecular size.

If adapted for industrial use, a series of these filters could be used to generate a higher concentration of the desired products at each step, the researchers say.

"You can imagine that with a membrane like this, you could have an initial stage that replaces a crude oil fractionation column. You could partition heavy and light molecules and then you could use different membranes in a cascade to purify complex mixtures to isolate the chemicals that you need," Smith says.

Interfacial polymerization is already widely used to create membranes for water desalination, and the researchers believe it should be possible to adapt those processes to mass produce the films they designed in this study.

"The main advantage of interfacial polymerization is it's already a well-established method to prepare membranes for water purification, so you can imagine just adopting these chemistries into existing scale of manufacturing lines," Lee says.

The research was funded, in part, by ExxonMobil through the MIT Energy Initiative.
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Tapping into the World's largest gold reserves | ScienceDaily
Earth's largest gold reserves are not kept inside Fort Knox, the United States Bullion Depository. In fact, they are hidden much deeper in the ground than one would expect. More than 99.999% of Earth's stores of gold and other precious metals lie buried under 3,000 km of solid rock, locked away within the Earth's metallic core and far beyond the reaches of humankind. Now, researchers from the University of Gottingen have found traces of the precious metal Ruthenium (Ru) in volcanic rocks on the islands of Hawaii that must ultimately have come from the Earth's core. The findings were published in Nature.


						
Compared to the Earth's rocky mantle, the metallic core contains a slightly higher abundance of a particular Ru isotope: 100Ru. This is because part of the Ru, which was locked in the Earth's core together with gold and other precious metals when it formed 4.5 billion years ago, came from a different source than the scarce amount of Ru that is contained in the mantle today. These differences in 100Ru are so tiny that it was impossible to detect them in the past. Now, new procedures developed by researchers at the University of Gottingen made it possible to resolve them. The unusually high 100Ru signal they found in lavas on the Earth's surface can only mean that these rocks ultimately originated from the core-mantle boundary.

Dr Nils Messling, at Gottingen University's Department of Geochemistry, explains: "When the first results came in, we realised that we had literally struck gold! Our data confirmed that material from the core, including gold and other precious metals, is leaking into the Earth's mantle above."

Professor Matthias Willbold, at the same department, adds: "Our findings not only show that the Earth's core is not as isolated as previously assumed. We can now also prove that huge volumes of super-heated mantle material -- several hundreds of quadrillion metric tonnes of rock -- originate at the core-mantle boundary and rise to the Earth's surface to form ocean islands like Hawaii."

This means that at least some of the precarious supplies of gold and other precious metals that we rely on for their value and importance in so many sectors such as renewable energy, may have come from the Earth's core. Messling concludes: "Whether these processes that we observe today have also been operating in the past remains to be proven. Our findings open up an entirely new perspective on the evolution of the inner dynamics of our home planet."
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'Selfish' genes called introners proven to be a major source of genetic complexity | ScienceDaily
DNA is the genetic code that provides the biological instructions for every living species, but not every bit of DNA helps the species survive. Some pieces of DNA are more like parasites, along for the ride and their own survival.


						
To translate DNA into proteins, the building blocks of life, many of these selfish DNA elements have to be removed from the genetic code. Doing so enables the body to produce the wide diversity of proteins that allow for complex life, but the process can also lead to health problems, like some kinds of cancer.

University of California, Santa Cruz researchers are studying the ways that these genetic elements hide and make copies of themselves, so they can propagate within a species' DNA, or even hop from one species to an unrelated one in a process called "horizontal gene transfer."

A new study in the journal Proceedings of the National Academy of Sciences proves that a type of genetic element called "introners" are the cause of many of these selfish genes spreading within and between species. It provides evidence for eight instances in which introners have transferred between unrelated species, the first proven examples of this phenomenon.

These results help us understand how genomes evolved to become so complex, and how we might take advantage of that complexity in human health research.

"[Introners are] a way that genome architectures and complexity arise, but not necessarily because there is natural selection that favors this complexity," said Russ Corbett-Detig, senior author on the study and professor of biomolecular engineering at the Baskin School of Engineering. "A few may ultimately benefit the host, but most are just cheaters that found a really good way to hide in the genome."

Investigating introners 

Corbett-Detig and his former undergraduate student Landen Gozashti, now a postdoctoral fellow at UC Berkeley following a stellar Harvard Ph.D., have spent years studying introns, the segments of noncoding DNA that must be removed before proteins can be produced.




They wanted to figure out why these non protein-coding bits of DNA are seen in varying amounts across all animals, plants, fungi, and protists, and how they have managed to so successfully replicate themselves and survive. It's long been a mystery of how all these introns first came to exist within DNA, as most don't seem to serve an evolutionary function.

Scientists are interested in this as a way to further understand genome evolution, but also because introns allow for a crucial process called "alternative splicing." Introns must be spliced out of the DNA sequence to create proteins, but this process can have variation and error, which means that different versions of a protein can be created from the same gene. Ultimately this means that an organism can be more complex, but it also introduces the risk of health problems if splicing breaks a gene. Many researchers, including those at the UC Santa Cruz Genomics Institute, are studying how alternative splicing can be studied to better understand genetic disease. This research enhances the basic science of that health-related work.

In this study, the researchers have proven that introners are one of the main ways that new introns appear with a species' DNA. Introners are a kind of transposable element, a "jumping gene" that can move from part of a genome to another, that have found a way to successfully make copies of introns throughout a genome. The team's past work has suggested this, but their advanced methods of searching the DNA of a wide range of species has now allowed them to definitively confirm their hypothesis.

The researchers searched for introners in the DNA of thousands of species, something only recently made possible due to ongoing coordinated efforts to sequence a wide range of biodiversity and make the data publicly available, like the Earth BioGenome Project and the Sanger Tree of Life.

They found evidence for 1,093 families of introners among the 8,716 genomes they analyzed, suggesting that there are many kinds of introners out there capable of spreading introns through the genomes of various species.

"Because transposons are insanely diverse and present in basically every eukaryote, it implies that this really can be a very general way that new introns arise in different lineages," Corbett-Detig said.




These introners most commonly appeared in species of algae, fungi, and diverse single-celled eukaryotes, with an example found in a sea urchin and a tunicate, a tubular marine invertebrate.

Transfer between species 

Among the many genomes they analyzed, the researchers found the first direct evidence for horizontal gene transfer of introners. They found eight examples of an introner hopping out of the genome of one species and settling into the genome of another unrelated species that mating could not explain.

In one case, the researchers found horizontal gene transfer between two species so unrelated that their last common ancestor was 1.6 billion years ago. In looking at the genomes of the two species -- a sea sponge and a marine protist called a dinoflagellate -- they found evidence that around 40 million years ago, an introner jumped from one of these species to the other.

The researchers hypothesize that the introners could be hitching a ride on giant viruses in order to transfer between species.

"That virus itself is a selfish element as well, so this is like a selfish element shuttling around on another selfish element," Corbett-Detig said.

Although eight examples of horizontal gene transfer may not seem like many, the researchers believe there would be many more if they kept looking within the 8.74 million species of eukaryotes that exist.

"Given how little of eukaryotic diversity we've sampled, I promise you that if we sampled the rest of them, we'd find many more," Corbett-Detig said.
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A sweeping study of 7,000 years of monuments in South Arabia | ScienceDaily
New research brings together 7,000 years of history in South Arabia to show how ancient pastoralists changed placement and construction of monuments over time in the face of environmental and cultural forces.


						
In a study published today (May 28, 2025) in PLOS One, an international team of archaeologists documents how monuments changed as the climate transitioned from a humid environment to, eventually, an arid desert.

Early monuments were built by larger groups at one time. But as people dispersed with the increasingly drier climate, smaller groups began constructing monuments and eventually built many of them in several visits.

"The findings show that monuments are a flexible technology that reflect the resilience of desert pastoralists in the face of a changing climate," said Joy McCorriston, lead author of the study and professor of anthropology at The Ohio State University.

But the key role that these monuments played in people's lives remained a constant.

"These monuments are touchstones for human social belonging," McCorriston said.

"As these groups became smaller and more spread out in the desert, people's interactions with the monuments consolidates a sense of being part of a larger society."

The research team analyzed 371 archaeological monuments in the arid Dhofar region of Oman. The earliest monuments studied were created from 7500 to 6200 BP (years Before Present) in the Holocene Humid Period. This period was characterized by higher-than-modern rainfall in southern Arabia.




The most recent monuments studied were created from 1100-750 BP, during the Late Antiquity when the area had become a desert.

While examples of most of the monuments and archaeological sites had previously been studied and classified, that research was generally very time- and place-specific, McCorriston said.

"What we've done is take a holistic look and show how all these individual monuments were part of a larger story of how the monuments changed as the lives of the people changed over thousands of years," she said.

The researchers did this by looking at a standard set of observations for all the monuments and developing a model that could be used in other contexts and places around the world.

For example, the model may be applicable and adaptable to assess social resilience in regions such as Saharan, Mongolian, or the high Andes.

One of the key measurements the researchers made was the volume and size of stones used in construction of the monuments. The earliest-built monuments in the study were Neolithic platforms, which contained larger stones. They were the largest monuments studied and were built at one time.




"The significance of the larger stones is that it takes more people to lift them. We know that it took at least seven strong men to lift the largest stones," McCorriston said.

"These large monuments that were built in one episode could only be built early on, before the region became arid. This is when large groups of people could still come together at one time."

Some of these larger monuments could serve large gatherings of people, where they could converge with multiple herds of cattle, and have animal sacrifices and feasts.

As the region became more arid and could no longer support large numbers of people nor their coming together, small groups traveled widely, going to where they could find water and places for their animals to graze.

They still had to build monuments in one episode, such as for burials, but by this time they tended to be smaller and use smaller stones, the researchers found.

What became more common were what are called accretive monuments, which people built over time -- sometimes many years -- rather than in one episode, like the earlier platform monuments.

One example of such monuments is accretive triliths. The higher number of triliths, along with the smaller stone volumes with few heavy stones, are consistent with monuments built over time by smaller, dispersed groups in an era of hyper-aridity.

These accretive monuments functioned as touchstones, allowing pastoralists to maintain connections and social resilience even as their movements and populations became more dispersed.

"In many cases, they were building a memory. They come to a monument and add their piece, which was a replicated element of the whole. It helped people maintain a community, even with those they may rarely see," she said.

It is impossible to say what were the precise messages the monuments were meant to convey, according to McCorriston. "What we can say is that the monuments conveyed readable meanings to others who shared the same cultural context."

It is possible, though, that some monuments were built to assure others in a social network access to important environmental information as they came by later.

"People would need to know, did it rain here last year? Did the goats eat all the grass? Pastoralists used this technology to help absorb the risk of being in an inherently variable and risky environment," she said. And they would need to depend on social networks for livestock exchanges, marriage partners, and rare materials, like sea shells, carnelian and agate and metal.

"That is one of the key points of what we found. Our model highlights a reliance on monuments to preserve connections and adapt socially in a changing world."

Other Ohio State co-authors on the study were Lawrence Ball, Ian Hamilton, Matthew Senn and Abigail Buffington. Other co-authors were Michael Harrower of Johns Hopkins University; Sarah Ivory of Penn State University; Tara Steimer-Herbet of the Universite de Geneve, Geneva, Switzerland; and 'Ali Ahmad Al-Kathiri and 'Ali Musalam Al-Mahriof the Ministry of Heritage and Tourism, Salalah, Sultanate of Oman.
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Nearly five million seized seahorses just 'tip of the iceberg' in global wildlife smuggling | ScienceDaily
Close to five million smuggled seahorses worth an estimated CAD$29 million were seized by authorities over a 10-year span, according to a new study that warns the scale of the trade is far larger than current data suggest.


						
Published today in Conservation Biology, the study analyzed online seizure records from 2010 to 2021 and found smuggling incidents in 62 countries, with dried seahorses, widely used in traditional medicine, most commonly intercepted at airports in passenger baggage or shipped in sea cargo.

"The nearly 300 seizures we analyzed were based only on online records and voluntary disclosures including government notices and news stories. This means that what we're seeing is just the tip of the iceberg," said first author Dr. Sarah Foster, research associate at UBC's Project Seahorse and focal point for trade in the International Union for Conservation of Nature global expert group on seahorses and their relatives.

Seahorses were often seized alongside other illegally traded products such as elephant ivory and pangolin scales, showing marine life is smuggled just like terrestrial wildlife in global networks.

The team also found emerging trade routes for dried seahorses involving Europe and Latin America, in addition to major destinations like China and Hong Kong. "Trade routes appear to be diversifying, and so must enforcement efforts," said co-author Syd Ascione, an undergraduate research biologist at Project Seahorse.

Legal trade of seahorses

International seahorse trade is allowed with permits certifying it does not harm wild populations under the Convention on International Trade in Endangered Species of Wild Fauna and Flora (CITES), an agreement among 184 countries, including Canada and the European Union. But barriers like proving the trade is sustainable make permits difficult to obtain, moving the trade underground.




The researchers also noted that data about seizures is scarce, particularly for marine life, and enforcement efforts often focus on larger, more charismatic animals like elephants or tigers.

"All countries must step up with strong deterrents -- good detective work, determined enforcement, and meaningful penalties -- to shut down the illegal seahorse trade," said senior author Dr. Teale Phelps Bondaroff, director of research at OceansAsia."At the same time, we must continue using innovative research and investigation methods to uncover hidden networks and outpace traffickers."

Stepping up enforcement

The study found that most seizures of seahorses occurred in transit or destination countries, highlighting the potential efficacy of enforcement efforts at those points.

Airports were the most common places where seahorses were seized, with passenger baggage accounting for the highest number of cases. However, the largest seizures by volume were found in sea cargo, highlighting the need for countries to keep a close eye on illegal wildlife moving by sea.

Customs and other enforcement agencies made the vast majority of reported seizures, but only seven per cent of these had information on legal penalties, leaving it unclear as to how often seizures lead to punishment.

Values for seized seahorses were provided in 34 records. Using these, the researchers estimated the average value per seahorse was about CAD$7, for a total of CAD$29 million over 10 years.

Seahorses are used in traditional medicine and can be a valuable income source for fishers, so efforts to reduce illegal trade need both a carrot and a stick, said Dr. Foster. "We need to make sustainable, legal trade viable enough that people obey the laws, and ensure that we also have sufficient deterrents to stop illegal activity."

Seahorses are a symbol of ocean biodiversity and protecting them helps everyone involved, she added. "We've done work with traditional medicine traders in Hong Kong, and when we ask them, 'How long do you want seahorses around?', they say 'Forever, they're really important!' And we agree."
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Mother's warmth in childhood influences teen health by shaping perceptions of social safety | ScienceDaily
Parental warmth and affection in early childhood can have life-long physical and mental health benefits for children, and new UCLA Health research points to an important underlying process: children's sense of social safety.


						
The study, published in JAMA Psychiatry, found that children who experience more maternal warmth at age 3 have more positive perceptions of social safety at age 14, which in turn predicts better physical and mental health outcomes at age 17.

Greater maternal warmth, defined as more praise, positive tone of voice and acts of affection, has previously been shown to predict better health across the lifespan. However, the mechanisms underlying these associations have been unclear, said Dr. Jenna Alley, lead author of the study and a postdoctoral fellow in the Laboratory for Stress Assessment and Research at UCLA.

One possibility is that interpersonal experiences early in life affect whether children perceive the social world as safe vs. threatening, accepting vs. rejecting and supportive vs. dismissive. Over time, these perceptions develop into mental frameworks, called social safety schemas, which help individuals interpret, organize, and make predictions about social situations and relationships.

"Your social safety schema is the lens through which you view every social interaction you have," Alley said. "In a way, these schemas represent your core beliefs about the world, what you can expect from it, and how you fit in."

The UCLA Health study is the first longitudinal research to track how maternal warmth in early childhood is related to perceptions of social safety in mid adolescence, and how perceptions of social safety influence physical and mental health outcomes as youth near adulthood.

Warmth from fathers was not studied because there was insufficient data from fathers in the dataset used in the study from the Millenium Cohort Study. Parental warmth care has been historically overlooked in research, Alley said, although preliminary research suggests that the quality of care that fathers provide also predicts child outcomes and should thus be a focus of future research.




Researchers used data from more than 8,500 children who were assessed as part of long-term Millennium Cohort Study in the United Kingdom. Independent evaluators visited the children's homes at age 3 and assessed their mother's warmth (praise, positive tone of voice) and harshness (physically restraining or grabbing the child). At age 14, social safety schemas were measured with questions such as "Do I have family and friends who help me feel safe, secure and happy?" The children then reported on their overall physical health, psychiatric problems and psychological distress at age 17.

Alley and her colleagues found:
    	Children with mothers exhibiting more maternal warmth in early childhood perceived the world as being more socially safe at age 14 and had fewer physical health problems at age 17.
    	Children who perceived the world as more socially safe at age 14 in turn had fewer physical health problems, less psychological distress and fewer psychiatric problems at age 17.
    	Children's social safety schemas fully explained the association between maternal warmth and how psychologically distressed youth were at age 17.
    	In contrast, maternal harshness did not predict children's perceptions of social safety at 14, or their physical or mental health at age 17.

"These are the first results we know of showing that maternal warmth can affect the health and wellbeing of kids years later by influencing how they think about the social world," said Dr. George Slavich, senior author of the study and Director of the Laboratory for Stress Assessment and Research at UCLA. "That is a powerful message, because although early-life circumstances are not always easy to change, we can help youth view others and their future in a more positive light," said Slavich.

Alley said the fact that maternal warmth was found to more strongly affect adolescent health than maternal harshness was important because it has implications for how to best intervene. Based on the study findings, for example, enhancing a teenager's sense of safety, by way of a public health campaign or intervention, may be more effective than focusing on reducing perceptions of harshness, and it can potentially have a positive impact on health outcomes for years to come, even after poor maternal care has been experienced.

"The findings tell the story of resilience. Namely, it's not just about stopping the negative things like poor care but about putting effort toward enhancing the positives like warmth and safety," Alley said. "It also important to know that people who have experienced poor care during childhood are not doomed; if we focus on their perceptions of the world, we can greatly improve their lives."

"The message is clear," said Slavich. "Perceiving the social world as a socially safe, inclusive place to be really matters for physical and mental health, and this knowledge can be used to develop better interventions and public health campaigns designed to enhance resilience across the lifespan."

Additional studies are needed to determine how maternal warmth affects children in other contexts outside the United Kingdom, as well as how health care providers and policymakers may improve perceptions of social safety to enhance youth health outcomes.




The study was co-authored by Drs. Jenna Alley, Summer Mengelkoch and George Slavich of UCLA, and Dr. Dimitris Tsomokos of the University College London.
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This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250528131636.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Electric buses struggle in the cold, researchers find | ScienceDaily
Cornell University researchers have released new insights on a pilot program involving all-electric buses in Ithaca -- with implications for cities, schools and other groups that are considering the electrification of their fleets, as well as operators, policymakers and manufacturers.


						
The study is the first to assess and analyze electric buses' performance in the northeastern U.S., with an unprecedented dataset that covers significant distance -- nearly 50,000 miles- at cold temperatures.

Tompkins Consolidated Area Transit (TCAT) in Ithaca faced issues with the manufacturers of the buses, in addition to the buses struggling in Ithaca's hilly terrain and being unreliable, with reduced range, in cold weather.

For the study, researchers analyzed two years of data and quantified the increased energy consumption of the pilot fleet, finding that the batteries on the electric buses consumed 48% more energy in cold weather (between 25 to 32 degrees Fahrenheit) and nearly 27% more in a broader temperature range (10 to 50 degrees Fahrenheit).

"One of the lessons we've learned is that these buses should be designed for the whole country, including states with colder climates," said senior author Max Zhang, professor of engineering. "We've also found that they're different from conventional diesel buses, with different behaviors, which require different strategies to take advantage of this."

The researchers found that half of the increased consumption in cold weather comes from the batteries' need to heat themselves. Batteries in electric vehicles operate at an optimal temperature of around 75 degrees Fahrenheit, and the colder the battery is when the bus starts, the more energy it takes to warm it. The other main culprit is the heating of the bus's cabin. With frequent stops, especially on urban routes in which the doors are opened and closed every few minutes, the batteries must work harder to heat the cabins.

The researchers also found that regenerative braking, whereby the battery recharges by capturing energy during braking, was less efficient in cold weather. They said this is likely because the battery, which is about eight times the size of a standard electric vehicle battery, struggles to maintain an even temperature across its cells.

Short-term strategies to improve the batteries' function include storing the buses indoors when not in use, so the ambient temperature is warmer; charging the batteries when they're still warm; and limiting the length of time the bus doors are open at stops.

On a larger scale, first author and doctoral student Jintao Gu said the research points to the need for greater adjustments in, or assessments of, infrastructure to accommodate electric buses.

"You have to try to optimize the schedule of all of the buses and to consider the capability of your infrastructure -- how many charging stations you have, and if you have your own garage," he said. "You have to train the drivers, the dispatchers and the service workers. I think from an operational and infrastructure perspective, there are a lot of messages here for future transit system planning."
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Without public trust, effective climate policy is impossible | ScienceDaily
When formulating climate policy, too little attention is paid to social factors and too much to technological breakthroughs and economic reasons. Because citizens are hardly heard in this process, European governments risk losing public support at a crucial moment in the climate debate. This is the conclusion of several researchers from Radboud University in a paper published this week in Earth System Governance.


						
Without public trust, effective climate policy is impossible, warns Vincent de Gooyert, sociologist and lead author of the article. "You see this, for example, in the development of carbon capture and storage (CCS). This technology is essential for achieving climate targets, but it is still barely off the ground. Industry wants government subsidies, the government says there is no public support for this, and society wants to see industry take responsibility first. But then you're stuck in a vicious circle."

No market value, but essential

The climate debate is currently often framed from a techno-economic perspective, explains De Gooyert. "Every solution must have direct market value. If that is lacking, no one is willing to take the first step. But a solution such as CCS has no direct market value. In addition to technology, regulations and subsidies, you really need that support, because a policy without support mainly results in resistance."

De Gooyert collaborated with colleagues Senni Maatta, Sandrino Smeets and Heleen de Coninck on the article. Their recommendations are based, among other things, on extensive experience with discussions between government, business, citizens and other stakeholders on climate issues. They work with environmental organisations, industry and governments in European countries including Finland, Sweden, Spain and Belgium.

Trust

"What keeps coming back is that policy only works if there is mutual trust. People often think that if we explain it well, support will come naturally. But then you mainly have one-way communication, and research shows that this can be counterproductive. What you end up with is people thinking: there go those arrogant policymakers again, telling us what's good for us, and if we don't agree, they'll push it through anyway."

De Gooyert and his colleagues advocate the use of independent, scientific advisory councils, but also initiatives such as citizens' councils. "Citizens must be able to form an informed opinion independently, and there must be room for complexity and nuance. We must be honest with each other in such sessions: there are difficult choices to be made, but people must be given openness about the options and the consequences. Citizens deserve a say in their environment. To offer comfort to local residents, governments and businesses will also have to make sacrifices. We won't get there with the current method. Then we'll remain in the situation we're in now: no one willing to take big steps on climate policy, while time is running out."
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How you handle your home life can boost work performance, shows new study | ScienceDaily
A new study shows that people who proactively reorganise their family routines -- such as adjusting childcare schedules or redistributing domestic responsibilities -- are more likely to demonstrate adaptability and innovation at work.


						
Researchers found that employees who take initiative at home carry the momentum into their professional lives, becoming more resilient and forward-thinking.

The study, published in the Journal of Occupational and Organizational Psychology, was led by the University of Bath's School of Management. Over a period of six weeks researchers followed 147 full-time, dual-income heterosexual couples with children in the US to explore how home life influences work performance.

"Sometimes family life can feel like survival mode," said Professor Yasin Rofcanin from the University of Bath's Future of Work research centre. "But when people proactively and deliberately make changes -- whether to childcare routines, to care of older relatives, or how domestic tasks are shared -- they feel more capable and in control. That confidence can carry over into their work, helping them become more creative and adaptable."

Examples of these home-based changes include implementing shared calendars to coordinate busy schedules, rotating school pick-up duties, setting up new systems for eldercare, or introducing structured family planning sessions to resolve conflicts and set goals together. These small but intentional adjustments in home life reflect what researchers call 'strategic renewal'.

Other examples of strategic renewal at home include redesigning living spaces to better support remote work, setting up quiet zones for focused tasks, or establishing tech-free periods to improve family connection.

Dr Siqi Wang, co-author from Aston Business School said: "Couples might hold regular 'household check-ins' to reassign chores, revisit priorities, or coordinate weekly plans. These kinds of deliberate, future-oriented adjustments enable families to respond flexibly to changing demands to build confidence, reduce stress, and enhance overall functioning at home and at work."

The researchers emphasise that creativity is essential not only in the workplace but also within family systems, where individuals must continually adapt to shifting responsibilities and external demands.




A family environment that fosters openness, collaboration, and experimentation -- what the researchers refer to as family creativity -- can significantly enhance this adaptability, making proactive efforts more likely to have a positive impact on the individual, carrying over to improved performance and resilience at work.

Professor Rofcanin said: "As hybrid and flexible work models become the norm, the boundaries between home and work continue to blur. It's important that employers recognise how home dynamics influence workplace performance. Supporting employees both at work and home can lead to a more engaged and innovative workforce."

The study suggests that employers can amplify these benefits by investing in leadership development programmes that include training on work-family dynamics. Coaching, constructive feedback, and flexible working arrangements can further build employees' confidence and problem-solving skills.

Additional support -- such as wellness programmes, counselling services, family care assistance, and leisure incentives -- can also play a key role in fostering a productive and creative workforce.

Previous research from the same team has shown that supportive interactions with co-workers can positively influence home life, benefiting partners and enhancing creativity at work.

The research team included collaborators from IESE Business School (Spain), ESE Business School (Chile), the University of the West of England and UBI Business School (Belgium).
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Emotional responses crucial to attitudes about self-driving cars | ScienceDaily
When it comes to public attitudes toward using self-driving cars, understanding how the vehicles work is important -- but so are less obvious characteristics like feelings of excitement or pleasure and a belief in technology's social benefits.


						
Those are key insights of a new study from researchers at Washington State University, who are examining attitudes toward self-driving cars as the technology creeps toward the commercial market -- and as questions persist about whether people will readily adopt them.

The study, published in the journal Transportation Research, surveyed 323 people on their perceptions of autonomous vehicles. Researchers found that considerations such as how much people understand and trust the cars are important in determining whether they would eventually choose to use them.

"But in addition, we found that some of the non-functional aspects of autonomous vehicles are also very important," said Wei Peng, an assistant professor in the Edward R. Murrow College of Communication at WSU.

These included the emotional value associated with using the cars, such as feelings of excitement, enjoyment or novelty; beliefs about the broader impact on society; and curiosity about learning how the technology works and its potential role in the future, Peng said.

In addition, they found that respondents would want to give the technology a test drive before adopting it.

"This is not something where you watch the news and say, 'I want to buy it or I want to use it,'" Peng said. "People want to try it first."

The new paper is the latest research on the subject from Peng and doctoral student Kathryn Robinson-Tay. In a paper published in 2023, they examined whether people believed the vehicles were safe, finding that simply knowing more about how the cars work did not improve perceptions about risk -- people needed to have more trust in them, too.




The new study examined the next step in the decision-making chain: What would motivate people to actually use an autonomous vehicle?

Answering that question is important as the technology moves toward becoming a reality on the roads. Already, carmakers are adding autonomous features to models, and self-driving taxis have begun operating in a handful of U.S, cities, such as Phoenix, San Francisco and Los Angeles. Fully self-driving vehicles could become available by 2035.

It is estimated they could prevent 90% of accidents while improving mobility for people with limited access to transportation. However, achieving those benefits would require widespread, rapid adoption -- a big hurdle given that public attitudes toward the cars have been persistently negative and the rollout of "robotaxies" have been bumpy, with some high-profile accidents and recalls. In a national survey by AAA released in February, 60 percent of respondents said they were afraid to use the cars.

Widespread adoption would be crucial because roadways shared by self-driving and human-driven cars may not bring about safety improvements, in part because self-drivers may not be able to predict and respond to unpredictable human drivers.

One surprise in the study is that respondents did not trust vehicles more when they discovered they were easy to use -- which opens a new question for future research: "What is it about thinking the car is easy to use that makes people trust it less?" Robinson-Tay asked.

Attitudes about self-driving cars depend heavily on individual circumstances, and can be nuanced in surprising ways. For example, those with a strong "car-authority identity" -- a personal investment in driving and displaying knowledge about automobiles -- and more knowledge about self-driving cars were more likely to believe the cars would be easy to use.




But respondents with more knowledge were less likely to view the cars as useful -- a separate variable from ease of use.

Other considerations also play a role. Those who can't drive due to disability or other reasons may have a stronger motivation to use them, as might drivers with significant concerns about heavy traffic or driving in inclement weather.

"If I really worry about snowy weather, like we experience in Pullman in winter, is it going to help?" Peng said. "If I really worry about weather, I might get a car like that if it would help me steer clear of dangerous weather conditions."
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Managing surrogate species, providing a conservation umbrella for more species | ScienceDaily
A new study led by Cornell Lab of Ornithology researchers at the K. Lisa Yang Center for Conservation Bioacoustics shows that monitoring and managing select bird species can provide benefits for other species within specific regions.


						
The research, published in the journal Conservation Biology, analyzed more than 892,000 hours of bird sounds recorded across California's Sierra Nevada to test a long-standing conservation strategy -- monitoring and protecting a few surrogate species can provide information and protection for the community as a whole, what scientists call the umbrella species concept.

"We've long assumed that by monitoring one or a handful of species, we can gain insights about what's happening with many other species that use similar habitats," said lead author Kristin Brunk, a postdoctoral fellow at the Cornell Lab's K. Lisa Yang Center for Conservation Bioacoustics who is now at the University of Oslo in Norway. "But this assumption has rarely been tested at the large scales where it's often applied."

Brunk and her colleagues used advanced recording devices and artificial intelligence to study the co-occurrence of six surrogate species, including the California spotted owl and black-backed woodpecker, along with 63 other bird species across 25,000 square kilometers of forest -- an area the size of Vermont. These six surrogate species were chosen because each is thought to represent a unique set of conditions that also support other species that rely on similar habitat features. For example, the presence of California spotted owl is often thought to indicate mature forests, an increasingly rare habitat type that other species such as golden-crowned kinglet, hermit warbler, and hermit thrush also rely on. The umbrella species idea suggests that protecting habitat for the spotted owl should also benefit other mature forest species.

The Yang Center's SwiftOne recording devices captured bird sounds day and night at 1,651 locations in the Sierra Nevada, while machine learning software called BirdNET -- also developed at the Yang Center -- helped identify species from hundreds of thousands of hours of recordings. "We're entering a new era of conservation science," said co-author Connor Wood, research faculty at the Yang Center. "These tools allow us to collect and analyze data at scales that were impossible just a few years ago."

The team found that 95% of the other forest birds they studied showed positive associations with at least one of the six surrogate species. This suggests that managing forests to promote the habitat characteristics needed by these six birds could help preserve habitat for many other species as well.

"We were really excited to see these results develop, because it's one of the first real tests of the umbrella species concept," said Wood. "It's something you learn about in introductory conservation biology classes, but until now no one has really had the data needed to actually test the theory."

"With this dataset, we were able to study not only how effective the surrogate species were, but also how their effectiveness changed over the large latitudinal gradient of the Sierra Nevada," said Brunk.




Being able to test the effectiveness of surrogate species over larger areas, the researchers said, is a key output from their research. They found that the effectiveness of the surrogate species changed depending on latitude. A bird species strongly associated with a surrogate species in the northern Sierra Nevada might show no relationship, or even a negative one, in the southern portion of the range.

"This finding has important implications for conservation," Brunk explained. "It tells us we need to be careful about assuming what works in one area will work everywhere else. The habitat needs of a species are often not stationary. They change across the species' range, and we have to think about that when we choose surrogate species to monitor. Surrogate species strategies should be assessed at the same scale at which they will be applied."

The researchers stressed that selecting the right surrogate species is also important. "A good surrogate species should be enough of a specialist that it's clearly associated with some set of conditions to provide a conservation umbrella for other species," said Wood.

The study comes at a crucial time for forest managers faced with mounting threats from climate change, severe wildfires, and limited resources. The research team hopes their findings will help forest managers make more informed decisions by understanding which species serve as reliable indicators of forest health -- and where these relationships hold true -- managers can better target their conservation efforts.

This study was funded by USDA Forest Service Region 5; the California Climate Investment's Forest Health Research Program (grant no. 19-RP-NEU-043); the NASA Biodiversity and Ecological Forecasting Program (grant no. 20-ECOF20-0017); the National Park Service, and the University of Wisconsin's office of the vice chancellor for research for funding this project. Our work in the K Lisa Yang Center for Conservation Bioacoustics is made possible by the generosity of K Lisa Yang to advance innovative conservation technologies to inspire and inform the conservation of wildlife and habitats. BirdNET is supported by Jake Holshuh (Cornell class of '69) and The Arthur Vining Davis Foundations. The German Federal Ministry of Education and Research is funding the development of BirdNET through the project "BirdNET+" (FKZ 01|S22072). Additionally, the German Federal Ministry of Environment, Nature Conservation and Nuclear Safety is funding the development of BirdNET through the project "DeepBirdDetect" (FKZ 67KI31040E).
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Brain drain? More like brain gain: How high-skilled emigration boosts global prosperity | ScienceDaily
As the national debate intensifies around immigration, a new study from the University of California School of Global Policy and Strategy is challenging conventional wisdom about "brain drain" -- the idea that when skilled workers emigrate from developing countries, their home economies suffer.


						
Published in Science, the paper reveals high-skilled emigration from developing countries may actually boost economic development, human capital and innovation in migrants' countries of origin.

With the U.S. undergoing sweeping immigration policy shifts -- which include tighter work visa rules, student visa restrictions and return migration barriers -- the new research highlights how these changes will reverberate through the U.S. labor market and economies around the world.

"Global prosperity rises when countries have access to U.S. labor markets," said Gaurav Khanna, study coauthor and associate professor at the UC San Diego School of Global Policy and Strategy. "And the U.S. benefits when it continues to attract the best global talent -- whether it's tech innovators or trained nurses. But if we shut the door, we risk losing those global gains."

Migration creates shared prosperity across borders 

The research offers compelling evidence that the opportunity to migrate to countries like the United States encourages people in lower-income countries to invest in education and training, creating downstream effects that strengthen both home and host countries.

The researchers also found that high-skilled migrants often maintain professional ties across borders, facilitating trade, investment and innovation. Migrants returning from the U.S. to their home countries, for example, have helped connect domestic firms to international supply chains and research partnerships.




"A lot of trade works through human networks," said Khanna. "If you've worked in the U.S. and return home, you know the people, the standards, the markets -- and you can help build business relationships. That creates lasting value."

A global chain reaction

The paper documented how expanded migration opportunities can trigger a positive chain reaction. When the U.S. increased nursing visa access for Filipinos, for example, enrollment in nursing schools surged -- creating nine new nurses in the Philippines for every one who migrated. Similar trends were observed in India, where increased access to H-1B visas increased the earnings of Indians in the U.S. by 10% and raised IT employment in India by 5.8%.

Khanna and coauthors from Yale, Cornell, the World Bank, and other institutions, argue that recent changes in U.S. immigration risk undercutting both U.S. innovation and global progress.

"Earning a U.S. salary is incredibly lucrative," said Khanna, who is a faculty affiliate at the 21st Century India Center, explained. "That motivates many people to acquire skills even if they never leave. Some eventually return home and work in their local economy; others send money back that helps educate children or launch businesses. All of this contributes to development. And for the U.S., by staying open to global talent, the country strengthens both its economy and the broader world."

To understand whether high-skilled emigration helps or harms the countries people leave behind, the authors reviewed dozens of recent studies that took advantage of natural experiments. These include sudden changes in visa policies, international lotteries and other real-world events. The authors then analyzed how people and economies changed in response to these events -- and compared them to similar groups that weren't affected.
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Why Europe's fisheries management needs a rethink | ScienceDaily
As legally required by the European Union, sustainable fisheries may not extract more fish than can regrow each year. Yet, about 70 per cent of commercially targeted fish stocks in northern EU waters are either overfished, have shrunken population sizes or have collapsed entirely. So why does the EU continue to miss its sustainable fisheries targets, despite a wealth of scientific data and policy instruments? Researchers at GEOMAR Helmholtz Centre for Ocean Research Kiel and Kiel University examined this question using the well-explored seas of northern Europe as a case study, with a particular focus on the western Baltic Sea. Their analysis is published in Science today.


						
"We analysed the problems and concluded that they are driven by short-sighted national calls for higher, unsustainable catches, compromising all levels of decision making," says lead author Dr Rainer Froese, a fisheries scientist at GEOMAR. "Environmental factors such as warming waters and oxygen loss also play a role, but overfishing is so strong that it alone suffices to collapse stocks." He adds: "We propose a new approach to EU fisheries management that would overcome the problems, be doable within existing legislation, and lead to profitable fisheries from healthy fish stocks within a few years."

The European path to setting annual quotas

The EU's Common Fisheries Policy (CFP) is based on the United Nations Convention on the Law of the Sea (UNCLOS), which states that fish populations are to be maintained or restored to levels that can support maximum sustainable catches. In northern Europe, this is implemented through legally binding total allowable catches (TACs), which are advised scientifically by the International Council for the Exploration of the Sea (ICES), an intergovernmental organization with working groups consisting mostly of scientists from national fisheries institutions. Based on this advice, the European Commission proposes annual quotas, which are then discussed with member states and stakeholders. Ultimately, the Council of EU Fisheries Ministers decides on the legally binding total allowable catch for the following year. Unfortunately, this process often results in quotas that were increased at every step -- with harmful consequences for fish stocks.

Mismanagement in the western Baltic Sea

The western Baltic Sea is a window into the dynamics between fish and fisheries -- a relatively simple ecosystem for which extensive data are available, and which is fished solely under EU control.

"The western Baltic is dominated by three commercially important species: cod, herring and plaice," explains Prof. Dr Thorsten Reusch, Head of the Marine Ecology Research Division at GEOMAR. "Long-standing overfishing of cod and herring has led to the recent collapse of these fisheries, whereas flatfish such as plaice, flounder and dab -- which are less demanded and fished less intensively -- have shown stable or even increasing stock sizes." In 2022, overall, less than a tenth of what could have been sustainably caught from healthy stocks was actually landed. Reusch continues: "It's the small-scale coastal fishers who are suffering the most, often without having done anything wrong, except perhaps relying on fishing associations that lobbied for unsustainable quotas."

Systematic overestimation and phantom recoveries




In order to manage catches sustainably, the International Council for the Exploration of the Sea (ICES) advises on how much fish of a given species of fish can be extracted annually without threatening the long-term viability of the stock.

However, ICES's assessments repeatedly overpredicted stock sizes for the upcoming year for which sustainable catches were to be advised. These overly optimistic projections suggested that fish stocks were recovering and could support much higher catches, when, in reality, the stocks were stagnating or declining. "We're talking about 'phantom recoveries'," says Froese, "recoveries that were predicted but never happened."

The overfishing ratchet: when the system undermines its own goals

Building on the already too high ICES advice, the European Commission often proposed even higher catch limits, which the ministers in the EU Council usually approved, or sometimes increased further. As a result, official quotas permitted the capture of far more fish than the stocks could replenish. In some years even more than there were fish in the water. The authors call this process the 'overfishing ratchet': like a mechanical ratchet, it only turns in one direction. This process strongly favours higher catches at every step, leading to total allowable catches (TACs) that often exceed what fishers are able to catch.

As Froese notes: "Interestingly, actual catches often remained below these inflated quotas -- simply because fishers stopped fishing when the cost of chasing the last fish exceeded the value of the catch."

A new independent authority for ecosystem-based catch advice

The Common Fisheries Policy included an explicit deadline of 2020 to end overfishing -- a goal that was clearly missed, as Thorsten Reusch points out. "Europe must play a leading role by making its own fisheries sustainable if it hopes to encourage other regions of the world to adopt sustainable fishing practices." His appeal: "The EU must take its sustainability goals seriously and implement the CFP according to its stated objectives, urgently."




To make the process more transparent and ensure accountability, the researchers propose creating a new politically independent institution with a clear mandate to provide robust scientific estimates of the highest sustainable annual catch for every stock, in line with ecosystem-based fisheries management (EBFM) principles. This would enable the EU to finally implement its own laws and effectively end overfishing.

Froese concludes: "To be successful, such an institution would need to operate with the same level of independence as a central bank." He reiterates: "Implementing sound scientific advice can lead to highly profitable fisheries from large fish stocks in healthy European seas in many cases, and within a few years."
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Overimitation begins in infancy but is not yet linked to in-group preference | ScienceDaily
Humans are by nature social creatures, far more so than other primates. Our desire to be accepted by our in-groups is universal and innate. It also comes early: multiple studies have demonstrated how preschool-age imitation of adult behaviour leads to acquiring new skills, sharing cultural knowledge and fostering a sense of affiliation.


						
One form of this behaviour is overimitation -- the tendency to copy actions that are not necessary to achieve a goal. While overimitation has been studied in children aged between three and five, there has been little research on its practice by children younger than two.

A new study by Concordia researchers published in the journal Frontiers in Developmental Psychology examines the emergence of overimitation in infants aged between 16 and 21 months to see if and how it is linked to social affiliation and other forms of imitation.

"The literature suggests that a person -- even an adult -- engages in overimitation because they want to affiliate with the person showing them the actions," says the paper's lead author Marilyne Dragon, a PhD student at the Cognitive and Language Development Lab. "They want to show that they want to be like them." Dogs as well as humans, but no other primates, show overimitation.

The researchers found that young children engaged in low rates of overimitation and that it was not driven by in-group preference -- meaning they were not acting to please someone similar to themselves. This suggests that overimitation for social affiliation reasons may emerge later. But they did find that other types of imitation associated with memory and cognition were closely correlated.

Memory and social cognition linked

The researchers recruited 73 children with a mean average age of just over 18 months. Each child was assigned four tasks. Each task was meant to test a specific type of imitation. All of them depended on an experimenter demonstrating a task to the child and scoring them based on their responses.




The overimitation task involved opening a box containing a toy in a sequence of three actions, including one that was irrelevant to the goal; the elicited imitation task, originally designed to test memory, required the child to copy a sequence of three actions correctly, such as putting a teddy to bed with a pillow and blanket.

For the unfulfilled intentions imitation task, an experimenter used play materials to accomplish an action like placing a string of beads in a cup but failed to accomplish the task. The child was then asked to successfully accomplish it.

Finally, the in-group preference task had the child seated in front of a screen showing a woman and a robot holding the same plush animal side by side and performing the same actions simultaneously. The experimenter hid behind a curtain underneath the screen and held the toys on a stick as if they were being offered by both the robot and woman. The children were scored on whether they reached for the robot's or the woman's toy first.

"We wanted to see if there was a desire to affiliate with someone who is more similar to them," Dragon says.

Only the elicited imitation and unfulfilled intentions imitation tasks were found to have a clear correlation. The other two had none.

"We suspect that there is a link between overimitation and in-group preference but that it emerges when the children are older, as shown by a recent study in our laboratory that will soon be submitted for publication," she says. By four and a half years of age, children who overimitate more tend to prefer children who are similar to them in gender and ethnicity.

"That shows a developmental pattern, with overimitation being linked to knowledge about group membership," adds co-author Diane Poulin-Dubois, a professor in the Department of Psychology.

Dragon believes the results indicate that overimitation's emergence requires further study given its importance in childhood development.

"It is important for parents and teachers to be mindful that their children will imitate them," she says. "They will mimic and copy actions that are not necessary, so that is something to keep in mind. We want children to develop critical thinking skills."
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AI is here to stay, let students embrace the technology, experts urge | ScienceDaily
A new study from UBC Okanagan says students appear to be using generative artificial intelligence (GenAI) responsibly, and as a way to speed up tasks, not just boost their grades.


						
Dr. Meaghan MacNutt, who teaches professional ethics in the UBCO School of Health and Exercise Sciences (HES), recently published a study in Advances in Physiology Education. Published this month, the paper -- titled Reflective writing assignments in the era of GenAI: student behaviour and attitudes suggest utility, not futility -- contradicts common concerns about student use of AI.

Students in three different courses, almost 400 participants, anonymously completed a survey about their use of AI on at least five reflective writing assignments. All three courses used an identical AI policy and students had the option to use the tool for their writing.

"GenAI tools like ChatGPT allow users to interface with large language models. They offer incredible promise to enhance student learning, however, they are also susceptible to misuse in completion of writing assignments," says Dr. MacNutt. "This potential has raised concerns about GenAI as a serious threat to academic integrity and to the learning that occurs when students draft and revise their own written work."

While UBC offers guidance to students and faculty about the risks and benefits of using GenAI, policies regarding its use in courses are at the discretion of individual instructors.

Dr. MacNutt, who completed the study with doctoral student and HES lecturer Tori Stranges, notes that discipline-specific factors contribute to the perception that many courses in HES are particularly challenging and many students strive for excellence, often at the expense of their mental wellbeing.

So, how often were the students using AI and what was motivating their use?




While only about one-third of the students used AI, the majority of users, 81 per cent, reported their GenAI use was inspired by at least one of the following factors: speed and ease in completing the assignment, a desire for high grades and a desire to learn. About 15 per cent of the students said they were motivated by all three factors, with more than 50 per cent using it to save time on the assignment.

Dr. MacNutt notes that most students used AI to initiate the paper or revise sections. Only 0.3 per cent of assignments were mostly written by GenAI.

"There is a lot of speculation when it comes to student use of AI," she says. "However, students in our study reported that GenAI use was motivated more by learning than by grades, and they are using GenAI tools selectively and in ways they believe are ethical and supportive of their learning. This was somewhat unexpected due to the common perception that undergraduate students have become increasingly focused on grades at the expense of learning."

The study does raise some cautions, she warns. GenAI can be a useful tool for students learning English or people with reading and writing disabilities. But there is also the potential that if paid versions are better, students who can afford to use a more effective platform might have an advantage over others -- creating further classroom inequities.

MacNutt says continued research in this area can only provide a better understanding of student behaviour and attitudes as GenAI technologies continue to advance. She also suggests, while AI continues to be used more frequently, that institutions and educators adopt an approach that embodies "collaboration with" rather than "surveillance of" students.

"Our findings contradict common concerns about widespread student misuse and overuse of GenAI at the expense of academic integrity and learning," says Dr. MacNutt. "But as we move forward with our policies, or how we're teaching students how to use it, we have to keep in mind that students are coming from really different places. And they have different ways of benefiting or being harmed by these technologies."
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      Strange &amp; Offbeat News

      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        Mid-air transformation helps flying, rolling robot to transition smoothly
        Engineers have developed a real-life Transformer that has the 'brains' to morph in midair, allowing the drone-like robot to smoothly roll away and begin its ground operations without pause. The increased agility and robustness of such robots could be particularly useful for commercial delivery systems and robotic explorers.

      

      
        Nearly five million seized seahorses just 'tip of the iceberg' in global wildlife smuggling
        Close to five million smuggled seahorses worth an estimated CAD$29 million were seized by authorities over a 10-year span, according to a new study that warns the scale of the trade is far larger than current data suggest. The study analyzed online seizure records from 2010 to 2021 and found smuggling incidents in 62 countries, with dried seahorses, widely used in traditional medicine, most commonly intercepted at airports in passenger baggage or shipped in sea cargo.

      

      
        Ongoing surface modification on Jupiter's moon Europa uncovered
        A series of experiments support spectral data recently collected by the James Webb Space Telescope that found evidence that the icy surface of Jupiter's moon Europa is constantly changing. Europa's surface ice is crystallizing at different rates in different places, which could point to a complex mix of external processes and geologic activity affecting the surface.

      

      
        Observing one-dimensional anyons: Exotic quasiparticles in the coldest corners of the universe
        Scientists have observed anyons -- quasiparticles that differ from the familiar fermions and bosons -- in a one-dimensional quantum system for the first time. The results may contribute to a better understanding of quantum matter and its potential applications.

      

      
        Cosmic mystery deepens as astronomers find object flashing in both radio waves and X-rays
        A team of international astronomers have discovered a new cosmic object emitting both radio waves and x-rays.

      

      
        Solitonic superfluorescence paves way for high-temperature quantum materials
        A new study in Nature describes both the mechanism and the material conditions necessary for superfluorescence at high temperature.

      

      
        Cryogenic hydrogen storage and delivery system for next-generation aircraft
        Researchers have designed a liquid hydrogen storage and delivery system that could help make zero-emission aviation a reality. Their work outlines a scalable, integrated system that addresses several engineering challenges at once by enabling hydrogen to be used as a clean fuel and also as a built-in cooling medium for critical power systems aboard electric-powered aircraft.

      

      
        Overlooked cells might explain the human brain's huge storage capacity
        Researchers have a new hypothesis for how brain cells called astrocytes might contribute to memory storage in the brain. Their model, known as dense associative memory, would help explain the brain's massive storage capacity.

      

      
        Machine learning simplifies industrial laser processes
        Laser-based metal processing enables the automated and precise production of complex components, whether for the automotive industry or for medicine. However, conventional methods require time- and resource-consuming preparations. Researchers are now using machine learning to make laser processes more precise, more cost-effective and more efficient.

      

      
        The magic of light: Dozens of images hidden in a single screen
        New technology that uses light's color and spin to display multiple images.

      

      
        'Raindrops in the Sun's corona': New adaptive optics shows stunning details of our star's atmosphere
        Scientists have produced the finest images of the Sun's corona to date. To make these high-resolution images and movies, the team developed a new 'coronal adaptive optics' system that removes blur from images caused by the Earth's atmosphere. Their ground-breaking results pave the way for deeper insight into coronal heating, solar eruptions, and space weather, and open an opportunity for new discoveries in the Sun's atmosphere.

      

      
        Why after 2000 years we still don't know how tickling works
        How come you can't tickle yourself? And why can some people handle tickling perfectly fine while others scream their heads off? Neuroscientists argue that we should take tickle research more seriously.

      

      
        Emotional responses crucial to attitudes about self-driving cars
        When it comes to public attitudes toward using self-driving cars, understanding how the vehicles work is important -- but so are less obvious characteristics like feelings of excitement or pleasure and a belief in technology's social benefits.

      

      
        Oldest whale bone tools discovered
        Humans were making tools from whale bones as far back as 20,000 years ago, according to a new study. This discovery broadens our understanding of early human use of whale remains and offers valuable insight into the marine ecology of the time.

      

      
        Megalodon: The broad diet of the megatooth shark
        Contrary to widespread assumptions, the largest shark that ever lived -- Otodus megalodon -- fed on marine creatures at various levels of the food pyramid and not just the top. Scientists analyzed the zinc content of a large sample of fossilized megalodon teeth, which had been unearthed above all in Sigmaringen and Passau, and compared them with fossil teeth found elsewhere and the teeth of animals that inhabit our planet today.

      

      
        'Hopelessly attached': Scientists discover new 2D material that sticks the landing
        Researchers have discovered a new 2D material, confirming decade-old prediction.

      

      
        A dental floss that can measure stress
        Scientists create a floss pick that samples cortisol within saliva as a marker of stress and quantifies it with a built-in electrode. The system uses a polymer casting technology that can be adapted to capture a wide a range of markers, such as estrogen for tracking fertility, or glucose for tracking diabetes. Ease of use allows monitoring to be incorporated into many areas of treatment.

      

      
        Controlling quantum motion and hyper-entanglement
        A new experiment encodes quantum information in the motion of the atoms and creates a state known as hyper-entanglement, in which two or more traits are linked among a pair of atoms.

      

      
        Mystery of 'very odd' elasmosaur finally solved: fiercely predatory marine reptile is new species
        A group of fossils of elasmosaurs -- some of the most famous in North America -- have just been formally identified as belonging to a 'very odd' new genus of the sea monster, unlike any previously known. This primitive 85-million-year-old, 12 meter-long, fiercely predatory marine reptile is unlike any elasmosaur known to-date and hunted its prey from above.

      

      
        Earliest use of psychoactive and medicinal plant 'harmal' identified in Iron Age Arabia
        A new study uses metabolic profiling to uncover ancient knowledge systems behind therapeutic and psychoactive plant use in ancient Arabia.

      

      
        The scent of death? Worms experience altered fertility and lifespan when exposed to dead counterparts
        Research reveals that for C. elegans worms, the presence of dead members of their species has profound behavioral and physiological effects, leading them to more quickly reproduce and shortening their lifespans.

      

      
        An artificial protein that moves like something found in nature
        Proteins catalyze life by changing shape when they interact with other molecules. The result is a muscle twitching, the perception of light, or a bit of energy extracted from food. The ability to engineer shapeshifting proteins opens new avenues for medicine, agriculture, and beyond.

      

      
        Scientists have figured out how extinct giant ground sloths got so big and where it all went wrong
        Scientists have analyzed ancient DNA and compared more than 400 fossils from 17 natural history museums to figure out how and why extinct sloths got so big.

      

      
        'Selfish' genes called introners proven to be a major source of genetic complexity
        A new study proves that a type of genetic element called 'introners' are the mechanism by which many introns spread within and between species, also providing evidence of eight instances in which introners have transferred between unrelated species in a process called 'horizontal gene transfer,' the first proven examples of this phenomenon.
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Mid-air transformation helps flying, rolling robot to transition smoothly | ScienceDaily

The new robot, dubbed ATMO (aerially transforming morphobot), uses four thrusters to fly, but the shrouds that protect them become the system's wheels in an alternative driving configuration. The whole transformation relies on a single motor to move a central joint that lifts ATMO's thrusters up into drone mode or down into drive mode.

The researchers describe the robot and the sophisticated control system that drives it in a paper recently published in the journal Communications Engineering.

"We designed and built a new robotic system that is inspired by nature -- by the way that animals can use their bodies in different ways to achieve different types of locomotion," says Ioannis Mandralis (MS '22), a graduate student in aerospace at Caltech and lead author of the new paper. For example, he says, birds fly and then change their body morphology to slow themselves down and avoid obstacles. "Having the ability to transform in the air unlocks a lot of possibilities for improved autonomy and robustness," Mandralis says.

But midair transformation also poses challenges. Complex aerodynamic forces come into play both because the robot is close to the ground and because it is changing its shape as it morphs.

"Even though it seems simple when you watch a bird land and then run, in reality this is a problem that the aerospace industry has been struggling to deal with for probably more than 50 years," says Mory Gharib (PhD '83), the Hans W. Liepmann Professor of Aeronautics and Medical Engineering, director and Booth-Kresa Leadership Chair of Caltech's Center for Autonomous Systems and Technologies (CAST), and director of the Graduate Aerospace Laboratories of the California Institute of Technology (GALCIT). All flying vehicles experience complicated forces close to the ground. Think of a helicopter, as an example. As it comes in for a landing, its thrusters push lots of air downward. When that air hits the ground, some portion of it bounces back up; if the helicopter comes in too quickly, it can get sucked into a vortex formed by that reflected air, causing the vehicle to lose its lift.

In ATMO's case, the level of difficulty is even greater. Not only does the robot have to contend with complex near-ground forces, but it also has four jets that are constantly altering the extent to which they are shooting toward each other, creating additional turbulence and instability.

To better understand these complex aerodynamic forces, the researchers ran tests in CAST's drone lab. They used what are called load cell experiments to see how changing the robot's configuration as it came in for landing affected its thrust force. They also conducted smoke visualization experiments to reveal the underlying phenomena that lead to such changes in the dynamics.

The researchers then fed those insights into the algorithm behind a new control system they created for ATMO. The system uses an advanced control method called model predictive control, which works by continuously predicting how the system will behave in the near future and adjusting its actions to stay on course.

"The control algorithm is the biggest innovation in this paper," Mandralis says. "Quadrotors use particular controllers because of how their thrusters are placed and how they fly. Here we introduce a dynamic system that hasn't been studied before. As soon as the robot starts morphing, you get different dynamic couplings -- different forces interacting with one another. And the control system has to be able to respond quickly to all of that."
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Nearly five million seized seahorses just 'tip of the iceberg' in global wildlife smuggling | ScienceDaily
Close to five million smuggled seahorses worth an estimated CAD$29 million were seized by authorities over a 10-year span, according to a new study that warns the scale of the trade is far larger than current data suggest.


						
Published today in Conservation Biology, the study analyzed online seizure records from 2010 to 2021 and found smuggling incidents in 62 countries, with dried seahorses, widely used in traditional medicine, most commonly intercepted at airports in passenger baggage or shipped in sea cargo.

"The nearly 300 seizures we analyzed were based only on online records and voluntary disclosures including government notices and news stories. This means that what we're seeing is just the tip of the iceberg," said first author Dr. Sarah Foster, research associate at UBC's Project Seahorse and focal point for trade in the International Union for Conservation of Nature global expert group on seahorses and their relatives.

Seahorses were often seized alongside other illegally traded products such as elephant ivory and pangolin scales, showing marine life is smuggled just like terrestrial wildlife in global networks.

The team also found emerging trade routes for dried seahorses involving Europe and Latin America, in addition to major destinations like China and Hong Kong. "Trade routes appear to be diversifying, and so must enforcement efforts," said co-author Syd Ascione, an undergraduate research biologist at Project Seahorse.

Legal trade of seahorses

International seahorse trade is allowed with permits certifying it does not harm wild populations under the Convention on International Trade in Endangered Species of Wild Fauna and Flora (CITES), an agreement among 184 countries, including Canada and the European Union. But barriers like proving the trade is sustainable make permits difficult to obtain, moving the trade underground.




The researchers also noted that data about seizures is scarce, particularly for marine life, and enforcement efforts often focus on larger, more charismatic animals like elephants or tigers.

"All countries must step up with strong deterrents -- good detective work, determined enforcement, and meaningful penalties -- to shut down the illegal seahorse trade," said senior author Dr. Teale Phelps Bondaroff, director of research at OceansAsia."At the same time, we must continue using innovative research and investigation methods to uncover hidden networks and outpace traffickers."

Stepping up enforcement

The study found that most seizures of seahorses occurred in transit or destination countries, highlighting the potential efficacy of enforcement efforts at those points.

Airports were the most common places where seahorses were seized, with passenger baggage accounting for the highest number of cases. However, the largest seizures by volume were found in sea cargo, highlighting the need for countries to keep a close eye on illegal wildlife moving by sea.

Customs and other enforcement agencies made the vast majority of reported seizures, but only seven per cent of these had information on legal penalties, leaving it unclear as to how often seizures lead to punishment.

Values for seized seahorses were provided in 34 records. Using these, the researchers estimated the average value per seahorse was about CAD$7, for a total of CAD$29 million over 10 years.

Seahorses are used in traditional medicine and can be a valuable income source for fishers, so efforts to reduce illegal trade need both a carrot and a stick, said Dr. Foster. "We need to make sustainable, legal trade viable enough that people obey the laws, and ensure that we also have sufficient deterrents to stop illegal activity."

Seahorses are a symbol of ocean biodiversity and protecting them helps everyone involved, she added. "We've done work with traditional medicine traders in Hong Kong, and when we ask them, 'How long do you want seahorses around?', they say 'Forever, they're really important!' And we agree."
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Ongoing surface modification on Jupiter's moon Europa uncovered | ScienceDaily
A series of experiments led by Southwest Research Institute's Dr. Ujjwal Raut support spectral data recently collected by the James Webb Space Telescope (JWST) that found evidence that the icy surface of Jupiter's moon Europa is constantly changing. Europa's surface ice is crystallizing at different rates in different places, which could point to a complex mix of external processes and geologic activity affecting the surface.


						
Water ice can be divided into two broad categories based on its structure. On Earth, crystalline ice occurs when water molecules arrange into a hexagonal pattern during the freezing process. But on the surface of Europa, exposed water ice is constantly bombarded by charged particles that disrupt the crystalline structure, forming what is referred to as amorphous ice.

Raut, a program manager in SwRI's Planetary Science Section, cowrote a paper outlining the findings from extensive laboratory experiments conducted by his team to understand the Europa's icy surface. The experiments proved critical to constrain the time scales for the amorphization and recrystallization of ice on Europa, particularly in the chaos terrains where features such as ridges, cracks and plains are jumbled and enmeshed with one another. Combined with the new data collected by JWST, Raut said they are seeing increasing evidence for a liquid ocean beneath the icy surface.

For the past couple decades, scientists have thought that Europa's surface was covered by a very thin layer of amorphous ice protecting crystalline ice beneath this upper veneer (~ 0.5 mm depths). This new study found crystalline ice on the surface as well as at depth in some areas on Europa, especially an area known as Tara Regio.

"We think that the surface is fairly porous and warm enough in some areas to allow the ice to recrystallize rapidly," said Dr. Richard Cartwright, lead author of the paper and a spectroscopist at Johns Hopkins University's Applied Physics Laboratory. "Also, in this same region, generally referred to as a chaos region, we see a lot of other unusual things, including the best evidence for sodium chloride, like table salt, probably originating from its interior ocean. We also see some of the strongest evidence for CO2 and hydrogen peroxide on Europa. The chemistry in this location is really strange and exciting."

"Our data showed strong indications that what we are seeing must be sourced from the interior, perhaps from a subsurface ocean nearly 20 miles (30 kilometers) beneath Europa's thick icy shell," said Raut. "This region of fractured surface materials could point to geologic processes pushing subsurface materials up from below. When we see evidence of CO2 at the surface, we think it must have come from an ocean below the surface. The evidence for a liquid ocean underneath Europa's icy shell is mounting, which makes this so exciting as we continue to learn more."

For instance, CO2 found in this area includes the most common type of carbon, which has an atomic mass of 12 and contains six protons and six neutrons, as well as the rarer, heavier isotope that has an atomic mass of 13 with six protons and seven neutrons.

"Where is this 13CO2 coming from? It is hard to explain, but every road leads back to an internal origin, which is in line with other hypotheses about the origin of 12CO2 detected in Tara Regio," Cartwright said.
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Observing one-dimensional anyons: Exotic quasiparticles in the coldest corners of the universe | ScienceDaily
Scientists led by Hanns-Christoph Nagerl have observed anyons -- quasiparticles that differ from the familiar fermions and bosons -- in a one-dimensional quantum system for the first time. The results, published in Nature, may contribute to a better understanding of quantum matter and its potential applications.


						
Nature categorizes particles into two fundamental types: fermions and bosons. While matter-building particles such as quarks and electrons belong to the fermion family, bosons typically serve as force carriers -- examples include photons, which mediate electromagnetic interactions, and gluons, which govern nuclear forces. When two fermions are exchanged, the quantum wave function picks up a minus sign, i.e., mathematically speaking, a phase of pi. This is totally different for bosons: Their phase upon exchange is zero. This quantum statistical property has drastic consequences for the behaviour of either fermionic or bosonic quantum many-body systems. It explains why the periodic table is built up the way it is, and it is at the heart of superconductivity.

However, in low-dimensional systems, a fascinating new class of particles emerges: anyons -- neither fermions nor bosons, with exchange phases between zero and pi. Unlike traditional particles, anyons do not exist independently but arise as excitations within quantum states of matter. This phenomenon is akin to phonons, which manifest as vibrations in a string yet behave as distinct "particles of sound." While anyons have been observed in two-dimensional media, their presence in one-dimensional (1D) systems has remained elusive -- until now.

A study published in Nature reports the first observation of emergent anyonic behaviour in a 1D ultracold bosonic gas. This research is a collaboration between Hanns-Christoph Nagerl's experimental group at the University of Innsbruck (Austria), theorist Mikhail Zvonarev at Universite Paris-Saclay, and Nathan Goldman's theory group at Universite Libre de Bruxelles (Belgium) & College de France (Paris). The research team achieved this remarkable feat by injecting and accelerating a mobile impurity into a strongly interacting bosonic gas, meticulously analysing its momentum distribution. Their findings reveal that the impurity enables the emergence of anyons in the system.

"What's remarkable is that we can dial in the statistical phase continuously, allowing us to smoothly transition from bosonic to fermionic behavior," says Sudipta Dhar, one of the leading authors of the study. "This represents a fundamental advance in our ability to engineer exotic quantum states." The theorist Botao Wang agrees: "Our modelling directly reflects this phase and allows us to capture the experimental results very well in our computer simulations."

This elegantly simple experimental framework opens new avenues for studying anyons in highly controlled quantum gases. Beyond fundamental research, such studies are particularly exciting because certain types of anyons are predicted to enable topological quantum computing -- a revolutionary approach that could overcome key limitations of today's quantum processors.

This discovery marks a pivotal step in the exploration of quantum matter, shedding new light on exotic particle behaviour that may shape the future of quantum technologies.
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Cosmic mystery deepens as astronomers find object flashing in both radio waves and X-rays | ScienceDaily
Astronomers from the International Centre for Radio Astronomy Research (ICRAR), in collaboration with international teams, have made a startling discovery about a new type of cosmic phenomenon.


						
The object, known as ASKAP J1832-0911, emits pulses of radio waves and X-rays for two minutes every 44 minutes.

This is the first time objects like these, called long-period transients (LPTs), have been detected in X-rays. Astronomers hope it may provide insights into the sources of similar mysterious signals observed across the sky.

The team discovered ASKAP J1832-0911 by using the ASKAP radio telescope on Wajarri Country in Australia, owned and operated by Australia's national science agency, CSIRO. They correlated the radio signals with X-ray pulses detected by NASA's Chandra X-ray Observatory, which was coincidentally observing the same part of the sky.

"Discovering that ASKAP J1832-0911 was emitting X-rays felt like finding a needle in a haystack," said lead author Dr Ziteng (Andy) Wang from the Curtin University node of ICRAR.

"The ASKAP radio telescope has a wide field view of the night sky, while Chandra observes only a fraction of it. So, it was fortunate that Chandra observed the same area of the night sky at the same time."

LPTs, which emit radio pulses that occur minutes or hours apart, are a relatively recent discovery. Since their first detection by ICRAR researchers in 2022, ten LPTs have been discovered by astronomers across the world.




Currently, there is no clear explanation for what causes these signals, or why they 'switch on' and 'switch off' at such long, regular and unusual intervals.

"This object is unlike anything we have seen before," Dr Wang said.

"ASKAP J1831-0911 could be a magnetar (the core of a dead star with powerful magnetic fields), or it could be a pair of stars in a binary system where one of the two is a highly magnetised white dwarf (a low-mass star at the end of its evolution)."

However, even those theories do not fully explain what we are observing. This discovery could indicate a new type of physics or new models of stellar evolution."

Detecting these objects using both X-rays and radio waves may help astronomers find more examples and learn more about them.

According to second author Professor Nanda Rea from the Institute of Space Science (ICE-CSIC) and Catalan Institute for Space studies (IEEC) in Spain, "Finding one such object hints at the existence of many more. The discovery of its transient X-ray emission opens fresh insights into their mysterious nature,"

"What was also truly remarkable is that this study showcases an incredible teamwork effort, with contributions from researchers across the globe with different and complementary expertise," she said.




The discovery also helps narrow down what the objects might be. Since X-rays are much higher energy than radio waves, any theory must account for both types of emission -- a valuable clue, given their nature remains a cosmic mystery.

The paper "Detection of X-ray Emission from a Bright Long-Period Radio Transient" was published overnight in Nature.

ASKAP J1832-0911 is located in our Milky Way galaxy about 15,000 light-years from Earth.
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Solitonic superfluorescence paves way for high-temperature quantum materials | ScienceDaily

The international team that did the work was led by North Carolina State University and included researchers from Duke University, Boston University and the Institut Polytechnique de Paris.

"In this work, we show both experimental and theoretical reasons behind macroscopic quantum coherence at high temperature," says Kenan Gundogdu, professor of physics at NC State and corresponding author of the study. "In other words, we can finally explain how and why some materials will work better than others in applications that require exotic quantum states at ambient temperatures."

Picture a school of fish swimming in unison or the synchronized flashing of fireflies -- examples of collective behavior in nature. When similar collective behavior happens in the quantum world -- a phenomenon known as macroscopic quantum phase transition -- it leads to exotic processes such as superconductivity, superfluidity, or superfluorescence. In all these processes a group of quantum particles forms a macroscopically coherent system that acts like a giant quantum particle.

However, quantum phase transitions normally require super cold, or cryogenic, conditions to occur. This is because higher temperatures create thermal "noise" that disrupts the synchronization and prevents the phase transition.

In a previous study, Gundogdu and colleagues had determined that the atomic structure of some hybrid perovskites protected the groups of quantum particles from the thermal noise long enough for the phase transition to occur. In these materials, large polarons -- groups of atoms bound to electrons -- formed, insulating light emitting dipoles from thermal interference and allowing superfluorescence.

In the new study, the researchers found out how the insulating effect works. When they used a laser to excite the electrons within the hybrid perovskite they studied, they saw large groups of polarons coming together. This grouping is called a soliton.




"Picture the atomic lattice as a fine cloth stretched between two points," Gundogdu says. "If you place solid balls -- which represent excitons -- on the cloth, each ball deforms the cloth locally. To get an exotic state like superfluorescence you need all the excitons, or balls, to form a coherent group and interact with the lattice as a unit, but at high temperatures thermal noise prevents this.

"The ball and its local deformation together form a polaron," Gundogdu continues. "When these polarons transition from a random distribution to an ordered formation in the lattice, they make a soliton, or coherent unit. The soliton formation process dampens the thermal disturbances, which otherwise impede quantum effects."

"A soliton only forms when there is enough density of polarons excited in the material," says Mustafa Ture, NC State Ph.D. student and co-first author of the paper. "Our theory shows that if the density of polarons is low, the system has only free incoherent polarons, whereas beyond a threshold density, polarons evolve into solitons."

"In our experiments we directly measured the evolution of a group of polarons from an incoherent uncorrelated phase to an ordered phase," adds Melike Biliroglu, postdoctoral researcher at NC State and co-first author of the work. "This is one of the first direct observations of macroscopic quantum state formation."

To confirm that the soliton formation suppresses the detrimental effects of temperature, the group worked with Volker Blum, the Rooney Family Associate Professor of Mechanical Engineering and Materials Science at Duke, to calculate the lattice oscillations responsible for thermal interference. They also collaborated with Vasily Temnov, professor of physics at CNRS and Ecole Polytechnique, to simulate the recombination dynamics of the soliton in the presence of thermal noise. Their work confirmed the experimental results and verified the intrinsic coherence of the soliton.

The work represents a leap forward in understanding both how and why certain hybrid perovskites are able to exhibit exotic quantum states.

"Prior to this work it wasn't clear if there was a mechanism behind high temperature quantum effects in these materials," says Franky So, co-author of the paper and the Walter and Ida Freeman Distinguished Professor of Materials Science and Engineering at NC State.

"This work shows a quantitative theory and backs it up with experimental results," Gundogdu says. "Macroscopic quantum effects such as superconductivity are key to all the quantum technologies we are pursuing -- quantum communication, cryptology, sensing and computation -- and all of them are currently limited by the need for low temperatures. But now that we understand the theory, we have guidelines for designing new quantum materials that can function at high temperatures, which is a huge step forward."

The work is supported by the Department of Energy, Office of Science (grant no. DE-SC0024396). Researchers Xixi Qin, and Uthpala Herath from Duke University; Anna Swan from Boston University; and Antonia Ghita from the Institut Polytechnique de Paris, also contributed to the work.
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Cryogenic hydrogen storage and delivery system for next-generation aircraft | ScienceDaily
Researchers at the FAMU-FSU College of Engineering have designed a liquid hydrogen storage and delivery system that could help make zero-emission aviation a reality. Their work outlines a scalable, integrated system that addresses several engineering challenges at once by enabling hydrogen to be used as a clean fuel and also as a built-in cooling medium for critical power systems aboard electric-powered aircraft.


						
The study, published in Applied Energy, introduces a design tailored for a 100-passenger hybrid-electric aircraft that draws power from both hydrogen fuel cells and hydrogen turbine-driven superconducting generators. It shows how liquid hydrogen can be efficiently stored, safely transferred and used to cool critical onboard systems -- all while supporting power demands during various flight phases like takeoff, cruising, and landing.

"Our goal was to create a single system that handles multiple critical tasks: fuel storage, cooling and delivery control," said Wei Guo, a professor in the Department of Mechanical Engineering and corresponding author of the study. "This design lays the foundation for real-world hydrogen aviation systems."

Hydrogen is seen as a promising clean fuel for aviation because it packs more energy per kilogram than jet fuel and emits no carbon dioxide. But it's also much less dense, meaning it takes up more space unless stored as a super-cold liquid at -253degC.

To address this challenge, the team conducted a comprehensive system-level optimization to design cryogenic tanks and their associated subsystems. Instead of focusing solely on the tank, they defined a new gravimetric index, which is the ratio of the fuel mass to the full fuel system. Their index includes the mass of the hydrogen fuel, tank structure, insulation, heat exchangers, circulatory devices and working fluids.

By repeatedly adjusting key design parameters, such as vent pressure and heat exchanger dimensions, they identified the configuration that yields the maximum fuel mass relative to total system mass. The resulting optimal configuration achieves a gravimetric index of 0.62, meaning 62% of the system's total weight is usable hydrogen fuel, a significant improvement compared to conventional designs.

The system's other key function is thermal management. Rather than installing a separate cooling system, the design routes the ultra-cold hydrogen through a series of heat exchangers that remove waste heat from onboard components like superconducting generators, motors, cables and power electronics. As hydrogen absorbs this heat, its temperature gradually rises, a necessary process since hydrogen must be preheated before entering the fuel cells and turbines.




Delivering liquid hydrogen throughout the aircraft presents its own challenges. Mechanical pumps add weight and complexity and can introduce unwanted heat or risk failure under cryogenic conditions. To avoid these issues, the team developed a pump-free system that uses tank pressure to control the flow of hydrogen fuel.

The pressure is regulated using two methods: injecting hydrogen gas from a standard high-pressure cylinder to increase pressure and venting hydrogen vapor to decrease it. A feedback loop links pressure sensors to the aircraft's power demand profile, enabling real-time adjustment of tank pressure to ensure the correct hydrogen flow rate across all flight phases. Simulations show it can deliver hydrogen at rates up to 0.25 kilograms per second, sufficient to meet the 16.2-megawatt electrical demand during takeoff or an emergency go-around.

The heat exchangers are arranged in a staged sequence. As the hydrogen flows through the system, it first cools high-efficiency components operating at cryogenic temperatures, such as high-temperature superconducting generators and cables. It then absorbs heat from higher-temperature components, including electric motors, motor drives and power electronics. Finally, before reaching the fuel cells, the hydrogen is preheated to match the optimal fuel cell inlet conditions.

This staged thermal integration allows liquid hydrogen to serve as both a coolant and a fuel, maximizing system efficiency while minimizing hardware complexity.

"Previously, people were unsure about how to move liquid hydrogen effectively in an aircraft and whether you could also use it to cool down the power system component," Guo said. "Not only did we show that it's feasible, but we also demonstrated that you needed to do a system-level optimization for this type of design."

FUTURE STEPS

While this study focused on design optimization and system simulation, the next phase will involve experimental validation. Guo and his team plan to build a prototype system and conduct tests at FSU's Center for Advanced Power Systems.




The project is part of NASA's Integrated Zero Emission Aviation program, which brings together institutions across the U.S. to develop a full suite of clean aviation technologies. Partner universities include Georgia Tech, Illinois Institute of Technology, University of Tennessee and University at Buffalo. FSU leads the effort in hydrogen storage, thermal management and power system design.

At FSU, key contributors include graduate student Parmit S. Virdi; professors Lance Cooley, Juan Ordonez, Hui Li, Sastry Pamidi; and other faculty experts in cryogenics, superconductivity and power systems.

This project was supported by NASA as part of the organization's University Leadership initiative, which provides an opportunity for U.S. universities to receive NASA funding and take the lead in building their own teams and setting their own research agenda with goals that support and complement the agency's Aeronautics Research Mission Directorate and its Strategic Implementation Plan.

Guo's research was conducted at the FSU-headquartered National High Magnetic Field Laboratory, which is supported by the National Science Foundation and the State of Florida.
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Overlooked cells might explain the human brain's huge storage capacity | ScienceDaily
The human brain contains about 86 billion neurons. These cells fire electrical signals that help the brain store memories and send information and commands throughout the brain and the nervous system.


						
The brain also contains billions of astrocytes -- star-shaped cells with many long extensions that allow them to interact with millions of neurons. Although they have long been thought to be mainly supportive cells, recent studies have suggested that astrocytes may play a role in memory storage and other cognitive functions.

MIT researchers have now put forth a new hypothesis for how astrocytes might contribute to memory storage. The architecture suggested by their model would help to explain the brain's massive storage capacity, which is much greater than would be expected using neurons alone.

"Originally, astrocytes were believed to just clean up around neurons, but there's no particular reason that evolution did not realize that, because each astrocyte can contact hundreds of thousands of synapses, they could also be used for computation," says Jean-Jacques Slotine, an MIT professor of mechanical engineering and of brain and cognitive sciences, and an author of the new study.

Dmitry Krotov, a research staff member at the MIT-IBM Watson AI Lab and IBM Research, is the senior author of the open-access paper, which appeared May 23 in the Proceedings of the National Academy of Sciences. Leo Kozachkov PhD '22 is the paper's lead author.

Memory capacity

Astrocytes have a variety of support functions in the brain: They clean up debris, provide nutrients to neurons, and help to ensure an adequate blood supply.




Astrocytes also send out many thin tentacles, known as processes, which can each wrap around a single synapse -- the junctions where two neurons interact with each other -- to create a tripartite (three-part) synapse.

Within the past couple of years, neuroscientists have shown that if the connections between astrocytes and neurons in the hippocampus are disrupted, memory storage and retrieval are impaired.

Unlike neurons, astrocytes can't fire action potentials, the electrical impulses that carry information throughout the brain. However, they can use calcium signaling to communicate with other astrocytes. Over the past few decades, as the resolution of calcium imaging has improved, researchers have found that calcium signaling also allows astrocytes to coordinate their activity with neurons in the synapses that they associate with.

These studies suggest that astrocytes can detect neural activity, which leads them to alter their own calcium levels. Those changes may trigger astrocytes to release gliotransmitters -- signaling molecules similar to neurotransmitters -- into the synapse.

"There's a closed circle between neuron signaling and astrocyte-to-neuron signaling," Kozachkov says. "The thing that is unknown is precisely what kind of computations the astrocytes can do with the information that they're sensing from neurons."

The MIT team set out to model what those connections might be doing and how they might contribute to memory storage. Their model is based on Hopfield networks -- a type of neural network that can store and recall patterns.




Hopfield networks, originally developed by John Hopfield and Shun-Ichi Amari in the 1970s and 1980s, are often used to model the brain, but it has been shown that these networks can't store enough information to account for the vast memory capacity of the human brain. A newer, modified version of a Hopfield network, known as dense associative memory, can store much more information through a higher order of couplings between more than two neurons.

However, it is unclear how the brain could implement these many-neuron couplings at a hypothetical synapse, since conventional synapses only connect two neurons: a presynaptic cell and a postsynaptic cell. This is where astrocytes come into play.

"If you have a network of neurons, which couple in pairs, there's only a very small amount of information that you can encode in those networks," Krotov says. "In order to build dense associative memories, you need to couple more than two neurons. Because a single astrocyte can connect to many neurons, and many synapses, it is tempting to hypothesize that there might exist an information transfer between synapses mediated by this biological cell. That was the biggest inspiration for us to look into astrocytes and led us to start thinking about how to build dense associative memories in biology."

The neuron-astrocyte associative memory model that the researchers developed in their new paper can store significantly more information than a traditional Hopfield network -- more than enough to account for the brain's memory capacity.

Intricate connections

The extensive biological connections between neurons and astrocytes offer support for the idea that this type of model might explain how the brain's memory storage systems work, the researchers say. They hypothesize that within astrocytes, memories are encoded by gradual changes in the patterns of calcium flow. This information is conveyed to neurons by gliotransmitters released at synapses that astrocyte processes connect to.

"By careful coordination of these two things -- the spatial temporal pattern of calcium in the cell and then the signaling back to the neurons -- you can get exactly the dynamics you need for this massively increased memory capacity," Kozachkov says.

One of the key features of the new model is that it treats astrocytes as collections of processes, rather than a single entity. Each of those processes can be considered one computational unit. Because of the high information storage capabilities of dense associative memories, the ratio of the amount of information stored to the number of computational units is very high and grows with the size of the network. This makes the system not only high capacity, but also energy efficient.

"By conceptualizing tripartite synaptic domains -- where astrocytes interact dynamically with pre- and postsynaptic neurons -- as the brain's fundamental computational units, the authors argue that each unit can store as many memory patterns as there are neurons in the network. This leads to the striking implication that, in principle, a neuron-astrocyte network could store an arbitrarily large number of patterns, limited only by its size," says Maurizio De Pitta, an assistant professor of physiology at the Krembil Research Institute at the University of Toronto, who was not involved in the study.

To test whether this model might accurately represent how the brain stores memory, researchers could try to develop ways to precisely manipulate the connections between astrocytes' processes, then observe how those manipulations affect memory function.

"We hope that one of the consequences of this work could be that experimentalists would consider this idea seriously and perform some experiments testing this hypothesis," Krotov says.

In addition to offering insight into how the brain may store memory, this model could also provide guidance for researchers working on artificial intelligence. By varying the connectivity of the process-to-process network, researchers could generate a huge range of models that could be explored for different purposes, for instance, creating a continuum between dense associative memories and attention mechanisms in large language models.

"While neuroscience initially inspired key ideas in AI, the last 50 years of neuroscience research have had little influence on the field, and many modern AI algorithms have drifted away from neural analogies," Slotine says. "In this sense, this work may be one of the first contributions to AI informed by recent neuroscience research."
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Machine learning simplifies industrial laser processes | ScienceDaily
Laser-based processes for metals are considered to be particularly versatile in industry. Lasers can be used, for example, to precision-weld components together or produce more complex parts using 3D printing -- quickly, precisely and automatically. This is why laser processes are used in numerous sectors, such as the automotive and aviation industries, where maximum precision is required, or in medical technology, for example for the production of customized titanium implants.


						
However, despite their efficiency, laser processes are technically challenging. The complex interactions between the laser and the material make the process sensitive to the smallest of deviations -- whether in the material properties or in the settings of the laser parameters. Even minor fluctuations can lead to errors in production.

"To ensure that laser-based processes can be used flexibly and achieve consistent results, we are working on better understanding, monitoring and control of these processes," says Elia Iseli, research group leader in Empa's Advanced Materials Processing laboratory in Thun. In line with these principles, Giulio Masinelli and Chang Rajani, two researchers from his team, want to make laser-based manufacturing techniques more affordable, more efficient and more accessible -- using machine learning.

Vaporize or melt?

First, the two researchers focused on additive manufacturing, i.e. the 3D printing of metals using lasers. This process, known as powder bed fusion (PBF), works slightly differently to conventional 3D printing. Thin layers of metal powder are melted by the laser in exactly the right spots so that the final component is gradually "welded" out of them.

PBF allows the creation of complex geometries that are hardly possible with other processes. Before production can begin, however, a complex series of preliminary tests is almost always required. This is because there are basically two modes for laser processing of metal, including PBF: In conduction mode, the metal is simply melted. In keyhole mode, it is even vaporized in some instances. The slower conduction mode is ideal for thin and very precise components. Keyhole mode is slightly less precise, but much faster and suitable for thicker workpieces.

Where exactly the boundary between these two modes lies depends on a variety of parameters. The right settings are needed for the best quality of the final product -- and these vary greatly depending on the material being processed. "Even a new batch of the same starting powder can require completely different settings," says Masinelli.




Better quality with fewer experiments

Normally, a series of experiments must be carried out before each batch to determine the optimum settings for parameters such as scanning speed and laser power for the respective component. This requires a lot of material and must be supervised by an expert. "That is why many companies cannot afford PBF in the first place," says Masinelli.

Masinelli and Rajani have now optimized these experiments using machine learning and data from optical sensors that are already incorporated in the laser machines. The researchers "taught" their algorithm to "see" which welding mode the laser is currently in during a test run using this optical data. Based on this, the algorithm determines the settings for the next test. This reduces the number of preliminary experiments required by around two thirds -- while maintaining the quality of the product.

"We hope that our algorithm will enable non-experts to use PBF devices," summarizes Masinelli. All it would take for the algorithm to be used in industry is integration into the firmware of the laser welding machines by the device manufacturers.

Real-time optimization

PBF is not the only laser process that can be optimized using machine learning. In another project, Rajani and Masinelli focused on laser welding -- but went one step further. They not only optimized the preliminary experiments, but also the welding process itself. Even with the ideal settings, laser welding can be unpredictable, for example if the laser beam hits tiny defects on the surface of the metal.

"It is currently not possible to influence the welding process in real time," says Chang Rajani. "This is beyond the capabilities of human experts." The speed at which the data have to be evaluated and decisions to be made is a challenge even for computers. This is why Rajani and Masinelli used a special type of computer chip for this task, a so-called field-programmable gate array (FPGA). "With FPGAs, we know exactly when they will execute a command and how long the execution will take -- which is not the case with a conventional PC," explains Masinelli.

Nevertheless, the FPGA in their system is also linked to a PC, which serves as a kind of "backup brain." While the specialized chip is busy observing and controlling the laser parameters, the algorithm on the PC learns from this data. "If we are satisfied with the performance of the algorithm in the virtual environment on the PC, we can 'transfer' it to the FPGA and make the chip more intelligent all at once," explains Masinelli.

The two Empa researchers are convinced that machine learning and artificial intelligence can contribute a great deal more in the field of laser processing of metals. That is why they are continuing to develop their algorithms and models and are expanding their area of application -- in collaboration with partners from research and industry.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250527124629.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



The magic of light: Dozens of images hidden in a single screen | ScienceDaily
From smartphones and TVs to credit cards, technologies that manipulate light are deeply embedded in our daily lives, many of which are based on holography. However, conventional holographic technologies have faced limitations, particularly in displaying multiple images on a single screen and in maintaining high-resolution image quality. Recently, a research team led by Professor Junsuk Rho at POSTECH (Pohang University of Science and Technology) has developed a groundbreaking metasurface technology that can display up to 36 high-resolution images on a surface thinner than a human hair. This research has been published in Advanced Science.


						
This achievement is driven by a special nanostructure known as a metasurface. Hundreds of times thinner than a human hair, the metasurface is capable of precisely manipulating light as it passes through. The team fabricated nanometer-scale pillars using silicon nitride, a material known for its robustness and excellent optical transparency. These pillars, referred to as meta-atoms, allow for fine control of light on the metasurface.

A remarkable aspect of this technology is its ability to project entirely different images depending on both the wavelength (color) and spin (polarization direction) of light. For example, left-circularly polarized red light may reveal an image of an apple, while right-circularly polarized red light may produce an image of a car. Using this technique, the researchers successfully encoded 36 images at 20 nm intervals within the visible spectrum, and 8 images spanning from the visible to the near-infrared region -- all onto a single metasurface.

What makes this innovation particularly notable is not only its simplified design and fabrication process, but also its enhanced image quality. The team addressed previous issues of image crosstalk and background noise by incorporating a noise suppression algorithm, resulting in clearer images with minimal interference between channels.

"This is the first demonstration of multiplexing spin and wavelength information through a single phase-optimization process while achieving low noise and high image fidelity," said Professor Rho. "Given its scalability and commercial viability, this technology holds strong potential for a wide range of optical applications, including high-capacity optical data storage, secure encryption systems, and multi-image display technologies."

This research was supported by the POSCO Holdings N.EX.T Impact Program, as well as the Pioneer Program for Converging Technology of the National Research Foundation of Korea, funded by the Ministry of Science and ICT.
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'Raindrops in the Sun's corona': New adaptive optics shows stunning details of our star's atmosphere | ScienceDaily
The Sun's corona -- the outermost layer of its atmosphere, visible only during a total solar eclipse -- has long intrigued scientists due to its extreme temperatures, violent eruptions, and large prominences. However, turbulence in the Earth's atmosphere has caused image blur and hindered observations of the corona. A ground-breaking recent development by scientists from the U.S. National Science Foundation (NSF) National Solar Observatory (NSO), and New Jersey Institute of Technology (NJIT), is changing that by using adaptive optics to remove the blur.


						
As published in Nature Astronomy, this pioneering 'coronal adaptive optics' technology has produced the most astonishing, clearest images and videos of fine-structure in the corona to date. This development will open the door for deeper insights into the corona's enigmatic behavior and the processes driving space weather.

Most Detailed Coronal Images to Date Revealed

Funded by the NSF and installed at the 1.6-meter Goode Solar Telescope (GST), operated by NJIT's Center for Solar-Terrestrial Research (CSTR) at Big Bear Solar Observatory (BBSO) in California, "Cona" -- the adaptive optics system responsible for these new images -- compensates for the blur caused by air turbulence in the Earth's atmosphere -- similar to the bumpy air passengers feel during a flight.

"The turbulence in the air severely degrades images of objects in space, like our Sun, seen through our telescopes. But we can correct for that," says Dirk Schmidt, NSO Adaptive Optics Scientist who led the development.

Among the team's remarkable observations is a movie of a quickly restructuring solar prominence unveiling fine, turbulent internal flows. Solar prominences are large, bright features, often appearing as arches or loops, extending outward from the Sun's surface.

A second movie replays the rapid formation and collapse of a finely structured plasma stream. "These are by far the most detailed observations of this kind, showing features not previously observed, and it's not quite clear what they are," says Vasyl Yurchyshyn, co-author of the study and NJIT-CSTR research professor. "It is super exciting to build an instrument that shows us the Sun like never before," Schmidt adds.




A third movie shows fine strands of coronal rain -- a phenomenon where cooling plasma condenses and falls back toward the Sun's surface. "Raindrops in the Sun's corona can be narrower than 20 kilometers," NSO Astronomer Thomas Schad concludes from the most detailed images of coronal rain to date, "These findings offer new invaluable observational insight that is vital to test computer models of coronal processes."

Another movie shows the dramatic motion of a solar prominence being shaped by the Sun's magnetism.

A Breakthrough in Solar Adaptive Optics

The corona is heated to millions of degrees-much hotter than the Sun's surface-by mechanisms unknown to scientists. It is also home to dynamic phenomena of much cooler solar plasma that appears reddish-pink during eclipses. Scientists believe that resolving the structure and dynamics of the cooler plasma at small scales holds a key to answering the coronal heating mystery and improving our understanding of eruptions that eject plasma into space driving space weather -- i.e., the conditions in Earth's near-space environment primarily influenced by the Sun's activity (e.g., solar flares, coronal mass ejections, and the solar wind) that can impact technology and systems on Earth and in space. The precision required demands large telescopes and adaptive optics systems like the one developed by this team.

The GST system Cona uses a mirror that continuously reshapes itself 2,200 times per second to counteract the image degradation caused by turbulent air. "Adaptive optics is like a pumped-up autofocus and optical image stabilization in your smartphone camera, but correcting for the errors in the atmosphere rather than the user's shaky hands," says BBSO Optical Engineer and Chief Observer, Nicolas Gorceix.

Since the early 2000s, adaptive optics have been used in large solar telescopes to restore images of the Sun's surface to their full potential, enabling telescopes to reach their theoretical diffraction limits -- i.e., the theoretical maximum resolution of an optical system. These systems have since revolutionized observing the Sun's surface, but until now, have not been useful for observations in the corona; and the resolution of features beyond the solar limb stagnated at an order of 1,000 kilometers or worse -- levels achieved 80 years ago.




"The new coronal adaptive optics system closes this decades-old gap and delivers images of coronal features at 63 kilometers resolution -- the theoretical limit of the 1.6-meter Goode Solar Telescope," says Thomas Rimmele, NSO Chief Technologist who built the first operational adaptive optics for the Sun's surface, and motivated the development.

Implications for the Future

Coronal adaptive optics is now available at the GST. "This technological advancement is a game-changer, there is a lot to discover when you boost your resolution by a factor of 10," Schmidt says.

The team now knows how to overcome the resolution limit imposed by the Earth's lowest region of the atmosphere -- i.e., the troposphere -- on observations beyond the solar limb and is working to apply the technology at the 4-meter NSF Daniel K. Inouye Solar Telescope, built and operated by the NSO in Maui, Hawai?i. The world's largest solar telescope would see even smaller details in the Sun's atmosphere.

"This transformative technology, which is likely to be adopted at observatories world-wide, is poised to reshape ground-based solar astronomy," says Philip R. Goode, distinguished research professor of physics at NJIT-CSTR and former director at BBSO, who co-authored the study. "With coronal adaptive optics now in operation, this marks the beginning of a new era in solar physics, promising many more discoveries in the years and decades to come."

The authors are: Dirk Schmidt (NSO), Thomas A. Schad (NSO), Vasyl Yurchyshyn (NJIT), Nicolas Gorceix (NJIT), Thomas R. Rimmele (NSO), and Philip R. Goode (NJIT).
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Why after 2000 years we still don't know how tickling works | ScienceDaily
How come you can't tickle yourself? And why can some people handle tickling perfectly fine while others scream their heads off? Neuroscientist Konstantina Kilteni from the Donders Institute argues in a scientific article published on 23 May that we should take tickle research more seriously. She researches these questions in her tickle lab at Radboud University.


						
Socrates wondered 2,000 years ago, and Charles Darwin also racked his brains: what is a tickle, and why are we so sensitive to tickling? 'Tickling is relatively under-researched,' says neuroscientist Konstantina Kilteni. She argues that tickling is a very interesting subject for research. 'It is a complex interplay of motor, social, neurological, developmental and evolutionary aspects. If we know how tickling works at the brain level, it could provide a lot of insight into other topics in neuroscience. Tickling can strengthen the bond between parents and children, for instance, and we usually tickle our babies and children. But how does the brain process ticklish stimuli and what is the relationship with the development of the nervous system? By investigating this, you can learn more about brain development in children.'

Research also shows that people with autism spectrum disorder, for example, perceive touches as more ticklish than people without autism spectrum disorder. Investigating this difference could provide insight into differences in the brains of people with autism spectrum disorder and people without and could help with getting knowledge about autism.

'But we also know that apes such as bonobos and gorillas respond to ticklish touches, and even rats have been observed being so. From an evolutionary perspective, what is the purpose of tickling? What do we get out of it?'

The fact that you cannot tickle yourself is also interesting from a scientific point of view: 'Apparently, our brain distinguishes ourselves from others, and because we know when and where we are going to tickle ourselves, the brain can switch off the tickling reflex in advance. But we don't know what exactly happens in our brain when we are tickled.'

Tickling or tickling

Kilteni argues that these questions have not yet been answered because it has not been clearly defined what tickling actually is within the scientific community -- there is a difference between when you tickle someone hard someone on the armpits, for instance, with your hands and tickling someone's back lightly with a feather. The first sensation is understudied while we know much more for the second feather-like stimulation. It is also difficult to compare between existing studies: when someone is tickled by another person, it is difficult to replicate that form of tickling exactly with another test subject.

Tickling lab

Kilteni has a tickling lab for this very purpose: it contains a chair with a plate with two holes in it. You put your feet through the holes and then a mechanical stick tickles your footsoles. That way, every tickle experiment is the same. The neuroscientist records exactly what happens in your brain and also immediately checks all other physical reactions, such as heart rate, sweating, breathing, or laughter and screaming reactions. 'By incorporating this method of tickling into a proper experiment, we can take tickling research seriously. Not only will we be able to truly understand tickling, but also our brains.'
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Emotional responses crucial to attitudes about self-driving cars | ScienceDaily
When it comes to public attitudes toward using self-driving cars, understanding how the vehicles work is important -- but so are less obvious characteristics like feelings of excitement or pleasure and a belief in technology's social benefits.


						
Those are key insights of a new study from researchers at Washington State University, who are examining attitudes toward self-driving cars as the technology creeps toward the commercial market -- and as questions persist about whether people will readily adopt them.

The study, published in the journal Transportation Research, surveyed 323 people on their perceptions of autonomous vehicles. Researchers found that considerations such as how much people understand and trust the cars are important in determining whether they would eventually choose to use them.

"But in addition, we found that some of the non-functional aspects of autonomous vehicles are also very important," said Wei Peng, an assistant professor in the Edward R. Murrow College of Communication at WSU.

These included the emotional value associated with using the cars, such as feelings of excitement, enjoyment or novelty; beliefs about the broader impact on society; and curiosity about learning how the technology works and its potential role in the future, Peng said.

In addition, they found that respondents would want to give the technology a test drive before adopting it.

"This is not something where you watch the news and say, 'I want to buy it or I want to use it,'" Peng said. "People want to try it first."

The new paper is the latest research on the subject from Peng and doctoral student Kathryn Robinson-Tay. In a paper published in 2023, they examined whether people believed the vehicles were safe, finding that simply knowing more about how the cars work did not improve perceptions about risk -- people needed to have more trust in them, too.




The new study examined the next step in the decision-making chain: What would motivate people to actually use an autonomous vehicle?

Answering that question is important as the technology moves toward becoming a reality on the roads. Already, carmakers are adding autonomous features to models, and self-driving taxis have begun operating in a handful of U.S, cities, such as Phoenix, San Francisco and Los Angeles. Fully self-driving vehicles could become available by 2035.

It is estimated they could prevent 90% of accidents while improving mobility for people with limited access to transportation. However, achieving those benefits would require widespread, rapid adoption -- a big hurdle given that public attitudes toward the cars have been persistently negative and the rollout of "robotaxies" have been bumpy, with some high-profile accidents and recalls. In a national survey by AAA released in February, 60 percent of respondents said they were afraid to use the cars.

Widespread adoption would be crucial because roadways shared by self-driving and human-driven cars may not bring about safety improvements, in part because self-drivers may not be able to predict and respond to unpredictable human drivers.

One surprise in the study is that respondents did not trust vehicles more when they discovered they were easy to use -- which opens a new question for future research: "What is it about thinking the car is easy to use that makes people trust it less?" Robinson-Tay asked.

Attitudes about self-driving cars depend heavily on individual circumstances, and can be nuanced in surprising ways. For example, those with a strong "car-authority identity" -- a personal investment in driving and displaying knowledge about automobiles -- and more knowledge about self-driving cars were more likely to believe the cars would be easy to use.




But respondents with more knowledge were less likely to view the cars as useful -- a separate variable from ease of use.

Other considerations also play a role. Those who can't drive due to disability or other reasons may have a stronger motivation to use them, as might drivers with significant concerns about heavy traffic or driving in inclement weather.

"If I really worry about snowy weather, like we experience in Pullman in winter, is it going to help?" Peng said. "If I really worry about weather, I might get a car like that if it would help me steer clear of dangerous weather conditions."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250527124219.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Oldest whale bone tools discovered | ScienceDaily
Humans were making tools from whale bones as far back as 20,000 years ago, according to a study conducted by scientists from the Institute of Environmental Science and Technology of the Universitat Autonoma de Barcelona (ICTA-UAB), the French National Centre for Scientific Research (CNRS), and the University of British Columbia. This discovery broadens our understanding of early human use of whale remains and offers valuable insight into the marine ecology of the time.


						
Whales, the largest animals on Earth, were an important source of food and materials such as oil and bone. For this reason, they are believed to have played a key role in the survival of many coastal human groups. However, tracing the origins of human-whale interactions is challenging, as coastal archaeological sites are especially fragile and vulnerable to rising sea levels, making it difficult to preserve evidence of early human-marine mammal relationships.

?The research,?led by Jean-Marc Petillon (CNRS) along with ICTA-UAB scientist Krista McGrath and published in Nature Communications, analyzes 83?bone tools excavated from sites around the Bay of Biscay in Spain, along with 90 additional bones from Santa Catalina Cave, also located in the province of Biscay. The authors used mass spectrometry and radiocarbon dating to identify the species and age of the samples.

"Our study reveals that the bones came from at least five species of large whales, the oldest of which date to approximately 19,000-20,000 years ago. These represent some of the earliest known evidence of humans using whale remains as tools," says Jean-Marc Petillon, senior author of the research.

According to Krista McGrath, leading author of the paper, "ZooMS is a powerful technique for investigating past sea mammal diversity, particularly when diagnostic morphometric elements are missing from bone remains and objects, which is often the case for bone artefacts. We managed to identify species such as sperm whales, fin whales, blue whales, all still present in the Bay of Biscay today, as well as grey whales, a species now mostly restricted to the North Pacific and Arctic Oceans."

In addition, chemical data extracted from the bones suggest that the feeding habits of these ancient whales differed slightly from those of their modern counterparts, pointing to potential changes in behavior or the marine environment. Overall, this discovery not only enhances our understanding of early human use of whale remains but also sheds light on the role whales played in past ecosystems.
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Megalodon: The broad diet of the megatooth shark | ScienceDaily

At least that's what it did should a whale come long, says Dr. Jeremy McCormack from the Department of Geosciences at Goethe University Frankfurt. It appears, after all, that megalodon partook of a much broader range of prey than previously assumed, as the geoscientist discovered together with scientists from Germany, France, Austria and the US. The researchers examined fossilized megalodon teeth, which are more or less all that has remained of the cartilaginous fish that gave the shark its name, megalodon, meaning "big tooth."

The researchers extracted zinc from the fossil teeth, an element that occurs in atomic variants (isotopes) of different weights. Zinc is ingested with food, whereby less of the heavier isotope zinc-66 than the lighter isotope zinc-64 is stored in muscles and organs. Accordingly, the tissue of fish that eat fish absorbs significantly less zinc-66, and those which, in turn, hunt them for food absorb even less. That is why Otodus megalodon and its close relative Otodus chubutensis had the lowest ratio of zinc-66 to zinc-64 at the top of the food chain.

"Since we don't know how the ratio of the two zinc isotopes at the bottom of the food pyramid was at that time, we compared the teeth of various prehistoric and extant shark species with each other and with other animal species. This enabled us to gain an impression of predator-prey relationships 18 million years ago," explains McCormack. The giant teeth they used for their study mostly came from fossil deposits in Sigmaringen and Passau -- 18 million years ago, a relatively shallow estuary, less than 200 meters deep, flowed along the Alps, teeming with various other shark species alongside megalodon.

McCormack explains: "Sea bream, which fed on mussels, snails and crustaceans, formed the lowest level of the food chain we studied. Smaller shark species such as requiem sharks and ancestors of today's cetaceans, dolphins and whales, were next. Larger sharks such as sand tiger sharks were further up the food pyramid, and at the top were giant sharks like Araloselachus cuspidatus and the Otodus sharks, which include megalodon." McCormack stresses, however, that the Otodus sharks cannot be sharply differentiated from the lower levels of the pyramid: "Megalodon was by all means flexible enough to feed on marine mammals and large fish, from the top of the food pyramid as well as lower levels -- depending on availability."

According to McCormack, this means that the idea of Otodus sharks homing in on marine mammals when it comes to food needs to be revised: "Our study tends rather to draw a picture of megalodon as an ecologically versatile generalist." Comparisons between the fossils from Sigmaringen and Passau, for example, showed that the creatures from Passau fed more on prey from lower levels of the food pyramid, which also points to regional differences in the range of prey or changes in its availability at different times.

Analyzing teeth on the basis of zinc content is a very new method, and McCormack is delighted with the comprehensive and coherent results it produced not only for prehistoric shark and whale species but also for herbivorous prehistoric rhinoceroses and even shark species that exist today. McCormack: "Determining tooth zinc isotope ratios has once again proven to be a valuable instrument for paleoecological reconstructions." "It gives us important insights into how the marine communities have changed over geologic time, but more importantly the fact that even 'supercarnivores' are not immune to extinction," adds Kenshu Shimada, a paleobiologist at DePaul University in Chicago, USA, and a coauthor of the new study. Previous studies, including one led by McCormack, indicated that, at least in part, the rise of the modern great white shark is to blame for the demise of Otodus megalodon.
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'Hopelessly attached': Scientists discover new 2D material that sticks the landing | ScienceDaily
More than ten years ago, researchers at Rice University led by materials scientist Boris Yakobson predicted that boron atoms would cling too tightly to copper to form borophene, a flexible, metallic two-dimensional material with potential across electronics, energy and catalysis. Now, new research shows that prediction holds up, but not in the way anyone expected.


						
Unlike systems such as graphene on copper, where atoms may diffuse into the substrate without forming a distinct alloy, the boron atoms in this case formed a defined 2D copper boride -- a new compoundwith a distinct atomic structure. The finding, published in Science Advances by researchers from Rice and Northwestern University, sets the stage for further exploration of a relatively untapped class of 2D materials.

"Borophene is still a material at the brink of existence, and that makes any new fact about it important by pushing the envelope of our knowledge in materials, physics and electronics," said Yakobson, Rice's Karl F. Hasselmann Professor of Engineering and professor of materials science and nanoengineering and chemistry. "Our very first theoretical analysis warned that on copper, boron would bond too strongly. Now, more than a decade later, it turns out we were right -- and the result is not borophene, but something else entirely."

Previous studies successfully synthesized borophene on metals like silver and gold, but copper remained an open -- and contested -- case. Some experiments suggested boron might form polymorphic borophene on copper, while others suggested it could phase-separate into borides or even nucleate into bulk crystals. Resolving these possibilities required a uniquely detailed investigation combining high-resolution imaging, spectroscopy and theoretical modeling.

"What my experimentalist colleagues first saw were these rich patterns of atomic resolution images and spectroscopy signatures, which required a lot of hard work of interpretation," Yakobson said.

These efforts revealed a periodic zigzag superstructure and distinct electronic signatures, both of which deviated significantly from known borophene phases. A strong match between experimental data and theoretical simulations helped resolve a debate about the nature of the material that forms at the interface between the copper substrate and the near-vacuum environment of the growth chamber.

Although copper boride was not the material researchers set out to make, its discovery offers important insight into how boron interacts with different metal substrates in two-dimensional environments. The work expands the knowledge on the formation of atomically thin metal boride materials -- an area that could inform future studies of related compounds, including those with known technological relevance, such as metal borides among ultra-high temperature ceramics, which are of great interest for extreme environments and hypersonic systems.




"2D copper boride is likely to be just one of many 2D metal borides that can be experimentally realized. We look forward to exploring this new family of 2D materials that have broad potential use in applications ranging from electrochemical energy storage to quantum information technology," said Mark Hersam , Walter P. Murphy Professor of Materials Science and Engineering at Northwestern University, who is a co-corresponding author on the study.

The discovery comes shortly after another boron-related breakthrough by the same Rice theory team. In a separate study published in ACS Nano , researchers showed that borophene can form high-quality lateral, edge-to-edge junctions with graphene and other 2D materials, offering better electrical contact than even "bulky" gold. The juxtaposition of the two findings highlights both the promise and the challenge of working with boron at the atomic scale: its versatility allows for surprising structures but also makes it difficult to control.

"Those images we initially saw in the experimental data looked quite mysterious," Yakobson said. "But in the end, it all fell into place and provided a logical answer -- metal boride, bingo! This was unexpected at first, but now, it is settled -- and the science can move forward."

The research was supported by the Office of Naval Research (N00014-21-1-2679), the National Science Foundation (DMR-2308691) and the United States Department of Energy (2801SC0012547). The content herein is solely the responsibility of the authors and does not necessarily represent the official views of the funding organizations and institutions.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250523181344.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



A dental floss that can measure stress | ScienceDaily
Chronic stress can lead to increased blood pressure and cardiovascular disease, decreased immune function, depression, and anxiety. Unfortunately, the tools we use to monitor stress are often imprecise or expensive, relying on self-reporting questionnaires and psychiatric evaluations.


						
Now a Tufts interdisciplinary engineer and his team have devised a simple device using specially designed floss that can easily and accurately measure cortisol, a stress hormone, in real time.

"It started in a collaboration with several departments across Tufts, examining how stress and other cognitive states affect problem solving and learning," said Sameer Sonkusale, professor of electrical and computer engineering. "We didn't want measurement to create an additional source of stress, so we thought, can we make a sensing device that becomes part of your day-to-day routine? Cortisol is a stress marker found in saliva, so flossing seemed like a natural fit to take a daily sample."

Their design of a saliva-sensing dental floss looks just like a common floss pick, with the string stretched across two prongs extending from a flat plastic handle, all about the size of your index finger. The saliva is picked up by capillary action through a very narrow channel in the floss. The fluid is drawn into the pick handle and an attached tab, where it spreads across electrodes that detect the cortisol.

Cortisol recognition on the electrodes is accomplished with a remarkable technology developed almost 30 years ago called electropolymerized molecularly imprinted polymers (eMIPs). They work similarly to the way you might make a plaster cast of your hand. A polymer is formed around a template molecule, in this case cortisol, which is later removed to leave behind binding sites. These sites have a physical and chemical shape "memory" of the target molecule so they can bind free-floating molecules that are coming in.

The eMIP molds are versatile, so one can create dental floss sensors that detect other molecules that can be found in saliva, such as estrogen for fertility tracking, glucose for diabetes monitoring, or markers for cancer. There is also potential for detecting multiple biomarkers in saliva at the same time, for more accurate monitoring of stress, cardiovascular disease, cancer, and other conditions.

"The eMIP approach is a game changer," said Sonkusale. "Biosensors have typically been developed using antibodies or other receptors that pick up the molecule of interest. Once a marker is found, a lot of work has to go into bioengineering the receiving molecule attached to the sensor. eMIP does not rely on a lot of investment in making antibodies or receptors. If you discover a new marker for stress or any other disease or condition, you can just create a polymer cast in a very short period of time."

Accuracy of the cortisol sensors is comparable to the best-performing sensors on the market or in development. Bringing this device into the home and in the hands of individuals without need for training will make it possible to fold stress monitoring into many aspects of health care. Currently Sonkusale and his colleagues are creating a startup to try and bring the product to market.




He points out that while the dental floss sensor is quantitatively highly accurate, the practice of tracking markers in saliva is best for monitoring, not for the initial diagnosis of a condition. That's in part because saliva markers can still have variations between individuals.

"For diagnostics, blood is still the gold standard, but once you are diagnosed and put on medication, if you need to track, say, a cardiovascular condition over time to see if your heart health is improving, then monitoring with the sensor can be easy and allows for timely interventions when needed," he says.

The new research, published in the journal ACS Applied Materials and Interfaces, adds to a number of thread-based sensor innovations by Sonkusale and his research team including sensors that can detect gases, metabolites in sweat, or movement when embedded in clothing and transistors that can be woven into flexible electronic devices.
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Controlling quantum motion and hyper-entanglement | ScienceDaily
Manuel Endres, professor of physics at Caltech, specializes in finely controlling single atoms using devices known as optical tweezers. He and his colleagues use the tweezers, made of laser light, to manipulate individual atoms within an array of atoms to study fundamental properties of quantum systems. Their experiments have led to, among other advances, new techniques for erasing errors in simple quantum machines; a new device that could lead to the world's most precise clocks; and a record-breaking quantum system controlling more than 6,000 individual atoms.


						
One nagging factor in this line of work has been the normal jiggling motion of atoms, which make the systems harder to control. Now, reporting in the journal Science, the team has flipped the problem on its head and used this atomic motion to encode quantum information, a process underlying quantum technologies.

"We show that atomic motion, which is typically treated as a source of unwanted noise in quantum systems, can be turned into a strength," says Adam Shaw (PhD '24), a co-lead author on the study along with Pascal Scholl and Ran Finkelstein. Shaw was formerly a graduate student at Caltech during these experiments and is now a postdoctoral scholar at Stanford University. Scholl served as a postdoc at Caltech and is now working at the quantum computing company Pasqal. Finkelstein held the Troesh Postdoctoral Prize Fellowship at Caltech and is now a professor at Tel Aviv University.

Ultimately, the experiment not only encoded quantum information in the motion of the atoms but also led to a state known as hyper-entanglement. In basic entanglement, two particles remain connected even when separated by vast distances. When researchers measure the particles' states, they observe this correlation: For example, if one particle is in a state known as spin up (in which the orientation of the angular momentum is pointing up), the other will always be spin down.

In hyper-entanglement, two characteristics of a particle pair are correlated. As a simple analogy, this would be like a set of twins separated at birth having both the same names and same types of cars: The two traits are correlated between the twins. In the new study, Endres and his team were able to hyper-entangle pairs of atoms such that their individual states of motion and their individual electronic states -- their internal energy levels -- were correlated among the atoms. What is more, this experimental demonstration implies that even more traits could be entangled at the same time.

"This allows us to encode more quantum information per atom," Endres explains. "You get more entanglement with fewer resources."

The experiment is the first demonstration of hyper-entanglement in massive particles, such as neutral atoms or ions (earlier demonstrations used photons).




For these experiments, the team cooled down an array of individual alkaline-earth neutral atoms confined inside optical tweezers. They demonstrated a novel form of cooling via "detection and subsequent active correction of thermal motional excitations," says Endres, which he compares to James Clerk Maxwell's famous 1867 thought experiment invoking a demon that measures and sorts particles in a chamber. "We essentially measure the motion of each atom and apply an operation depending on the outcome, atom-by-atom, similar to Maxwell's demon."

The method, which outperformed the best-known laser cooling techniques, caused the atoms to come to nearly a complete standstill.

From there, the researchers induced the atoms to oscillate like a swinging pendulum, but with an amplitude of approximately100 nanometers, which is much smaller than the width of a human hair. They were able to excite the atoms into two distinct oscillations simultaneously, causing the motion to be in a state of superposition. Superposition is a quantum state in which a particle exhibits opposite traits simultaneously, like a particle's spin being both up and down at the same time.

"You can think of an atom moving in this superposition state like a kid on a swing who starts getting pushed by two parents on opposite sides, but simultaneously," Endres says. "In our everyday world, this would certainly lead to a parental conflict; in the quantum world, we can remarkably make use of this!"

They then entangled the individual, swinging atoms to partner atoms, creating a correlated state of motion over several micrometers of distance. After the atoms were entangled, the team then hyper-entangled them in such a way that both the motion and the electronic states of the atoms were correlated.

"Basically, the goal here was to push the boundaries on how much we could control these atoms," Endres says. "We are essentially building a toolbox: We knew how to control the electrons within an atom, and we now learned how to control the external motion of the atom as a whole. It's like an atom toy that you have fully mastered."

The findings could lead to new ways to perform quantum computing as well as quantum simulations designed to probe fundamental questions in physics. "Motional states could become a powerful resource for quantum technology, from computing to simulation to precision measurements," Endres says.
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Mystery of 'very odd' elasmosaur finally solved: fiercely predatory marine reptile is new species | ScienceDaily
A group of fossils of elasmosaurs -- some of the most famous in North America -- have just been formally identified as belonging to a "very odd" new genus of the sea monster, unlike any previously known.


						
Long-necked and measuring in at 12 metres, Traskasaura sandrae -- as it is officially named today in this new study -- possessed heavy, sharp, robust teeth, ideal for crushing.

Findings, published in the peer-reviewed Journal of Systematic Palaeontology, highlight Traskasaura as having a strange mix of primitive and derived traits unlike any other elasmosaur.

Its unique suite of adaptations enabled this plesiosaurto hunt prey from above. The findings suggest that the fierce marine reptile was perhaps one of the first plesiosaur taxa to do so.

The 85-million-year-old fossils are not new to science, though, far from it.

The first (now known to be) Traskasaura fossil was discovered from Late Cretaceous rocks in 1988 along the Puntledge River on Vancouver Island. Since then, additional fossils have been recovered: an isolated right humerus and a well-preserved, juvenile skeleton comprising thorax, girdles and limbs. All in all, three animals are part of the collection detailed in the new paper, all from Haslam Formation of Vancouver Island.

First described in 2002, the fossils recently became famous, having been adopted by the Province of British Columbia and declared as the official fossil emblem of British Columbia ('the Provincial Fossil of British Columbia'). They are currently on public display at The Courtenay and District Museum and Palaeontology Centre, Courtenay, British Columbia.




The designation as the Provincial Fossil of British Columbia followed a five-year appreciation effort by paleontology enthusiasts and a provincewide public poll in 2018, in which the elasmosaur received 48% of the vote.

"Plesiosaur fossils have been known for decades in British Columbia," explains lead author Professor F. Robin O'Keefe from Marshall University, in West Virginia, USA.

"However, the identity of the animal that left the fossils has remained a mystery, even as it were declared BC's provincial fossil in 2023. Our new research published today finally solves this mystery.

"The scientific confusion concerning this taxon is understandable. It has a very odd mix of primitive and derived traits. The shoulder, in particular, is unlike any other plesiosaur I have ever seen, and I have seen a few."

Professor O'Keefe, who is an expert on marine reptiles from the age of dinosaurs, adds: "With the naming of Traskasaura sandrae, the Pacific Northwest finally has Mesozoic reptile to call its own. Fittingly, a region known for its rich marine life today was host to strange and wonderful marine reptiles in the Age of Dinosaurs."

"The fossil record is full of surprises. It is always gratifying to discover something unexpected. When I first saw the fossils and realized they represented a new taxon, I thought it might be related to other plesiosaurs from the Antarctic. My Chilean colleague Rodrigo Otero thought differently, and he was right; Traskasaura is a strange, convergently evolved, fascinating beast."

In the initial, 2002 description of the fossils, experts were reluctant to erect a new genus based solely on the adult skeleton of the elasmosaur discovered.




Relatively few characters were "unambiguous" on this particular skeleton.

However a new "excellently preserved" partial skeleton enabled this latest international team of scientists from Canada, Chile, and the United States to shed much new light on the morphology of the Puntledge River elasmosaur -- and eventually identify it as a new genus and species.

They have named Traskasaura in honour of Courtenay, BC, based Michael and Heather Trask, who discovered the original holotype specimen along the banks of the Puntledge river in 1988, and the Greek word sauros, lizard.

The species name sandrae honours Sandra Lee O'Keefe (nee Markey) -- and like Elizabeth Nicholls (one of the team who identified the fossils in 2002) -- who was "a valiant warrior in the fight against breast cancer. "In loving memory," the team of authors write.

Traskasaura clearly had a very long neck -- at least 36 well-preserved cervical vertebrae indicate at least 50 bones in the neck, and probably more.

And whilst not huge amounts are known about Traskasaura's behaviour, the "fascinating and long list of autapomorphic characters" of the bones indicate strong capabilities for downward swimming. Professor O'Keefe believes the combination of its unusual features relate to its hunting style -- where it would use this capability for downward swimming to dive upon its prey from above.

This prey was likely the abundant ammonites known from the region. These would have been a "good candidate -- due to Traskasaura's robust teeth, ideal, possibly, for crushing ammonite shells," Professor O'Keefe explains.

Summarizing their findings, the team says their hypothesis that the three individuals describe do not belong to the same taxon "does deserve consideration." However, all three individuals show diagnostic features of the new taxon, and therefore probably represent a single species.
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Earliest use of psychoactive and medicinal plant 'harmal' identified in Iron Age Arabia | ScienceDaily
A new study uses metabolic profiling to uncover ancient knowledge systems behind therapeutic and psychoactive plant use in ancient Arabia.


						
New research published in Communications Biology has uncovered the earliest known use of the medicinal and psychoactive plant Peganum harmala, commonly known as Syrian rue or harmal, in fumigation practices and inhaled as smoke. The findings offer unprecedented insight into early Arabian therapeutic and sensorial practices, revealing that native plants were already being deliberately used for their bioactive and psychoactive properties nearly 2,700 years ago.

Led by Dr. Barbara Huber (Max Planck Institute of Geoanthropology) and Professor Marta Luciani (University of Vienna), in collaboration with the Heritage Commission of the Saudi Ministry of Culture, the study applied advanced metabolic profiling techniques to analyze organic residues preserved inside Iron Age fumigation devices. The devices were excavated at the oasis settlement of Qurayyah in northwestern Saudi Arabia, a locale known in antiquity for its decorated ceramic vessels, today called Qurayyah Painted Ware.

"Our findings represent chemical evidence for the earliest known burning of harmal, not just in Arabia, but globally," says Barbara Huber, lead author of the study. "Our discovery sheds light on how ancient communities drew on traditional plant knowledge and their local pharmacopeia to care for their health, purify spaces, and potentially trigger psychoactive effects."

The study employed high-performance liquid chromatography-tandem mass spectrometry (HPLC-MS/MS), a powerful analytical technique that enables the detection of characteristic harmala alkaloids even in tiny, degraded samples.

"The integration of biomolecular analysis with archaeology has allowed us to identify not just what kind of plants people were using, but also where, how, and why," says Prof. Marta Luciani, excavation director at Qurayyah and archaeologist at the University of Vienna. "We're gaining access to plant-based practices that were central to daily life but are rarely preserved in the archaeological record."

Known for its antibacterial, psychoactive, and therapeutic properties, Peganum harmala is still used in traditional medicine and household fumigation practices today in the region. The new findings underscore its long-standing cultural and medicinal significance.

"This discovery shows the deep historical roots of traditional healing and fumigation practices in Arabia," adds Ahmed M. Abualhassan, Heritage Commission co-director of the Qurayyah project. "We're preserving not only objects, but the intangible cultural heritage of ancient knowledge that still holds relevance in local communities today."

The study's implications stretch beyond archaeology into fields such as ethnobotany, medical anthropology, heritage studies, and pharmacognosy -- all concerned with the long-term relationship between humans, medicinal plants and natural resources.
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The scent of death? Worms experience altered fertility and lifespan when exposed to dead counterparts | ScienceDaily

For example, many insects such as bees and ants will instinctively remove dead members from the hive, seemingly to keep the nest clear of any potential pathogens.

Research from a team at University of Michigan describes a similar aversion for decedents among the roundworm C. elegans.

They've discovered that the presence of dead members of their species has profound behavioral and physiological effects, leading the worms to more quickly reproduce and shortening their lifespans.

"We felt this was quite a unique opportunity to start diving into what is happening mechanistically that enables C. elegans to detect a dead conscript and then what drives their reaction," said Matthias Truttmann, Ph.D., of the Department of Physiology at U-M Medical School, senior author on the paper, published in Cell Reports.

First author was graduate student and Truttmann lab member Mirella Hernandez-Lima.

Truttmann's lab studies the maintenance of proper protein function with aging.




C. elegans, due to their relatively short lifespans, is an ideal model for studying life and life extension.

Their recent study sprung from an observation that worms in a dish would move as far away as possible from deceased counterparts.

The team wondered how the worms -- who do not have eyes- determined that their plate-mates were dead and whether there could be a universal death signal emitted by corpses.

To test this, they introduced either worm corpses or fluid from the broken-down cells of worm corpses to different feeding areas on a plate.

They observed that C. elegans showed strong avoidance behavior for both.

Furthermore, they found that death perception led to reduced fitness in exposed worms and a short term increase in egg laying.




They then systematically tested the worms' sensory neurons to determine which were necessary for the perception of death.

They found two neurons that respond to olfactory information, AWB and ASH -- essentially the worms could smell death.

Specifically, the team identified two metabolites, AMP and histidine, which are normally found inside of cells, were the death cues for C. elegans.

"The neurons we identified are well known to be involved in behavioral responses to a variety of environmental cues," said Truttmann.

"We have now found that they also detect a couple of intracellular metabolites that are not typically found in the environment. If they are around, it indicates that a cell has died, popped open, and that something has gone wrong."

The presence of cellular metabolites where they should not be could very well be an evolutionarily maintained signal of death, says Truttmann.

He points to a recent finding in humans that cells undergoing apoptosis (cell death) release metabolites that result in transcriptional changes in neighboring tissue.

How the detection of this signal ultimately translates into altered health and behavior needs further research.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/05/250522162703.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



An artificial protein that moves like something found in nature | ScienceDaily
The ability to engineer shapeshifting proteins opens new avenues for medicine, agriculture, and beyond.


						
Proteins catalyze life by changing shape when they interact with other molecules. The result is a muscle twitching, the perception of light, or a bit of energy extracted from food.

But this crucial ability has eluded the growing field of AI-augmented protein engineering.

Now, researchers at UCSF have shown it is possible to make new proteins that move and change shape like those in nature. This ability will help scientists engineer proteins in powerful new ways to treat disease, clean up pollution, and increase crop yields.

"This study is the first step on a path that will lead far beyond biomedicine, into agriculture and the environment," said Tanja Kortemme, PhD, professor of bioengineering and senior author of the study, which appears May 22 in Science.

The research was supported by the National Institutes of Health.

Scientists have been engineering rigid proteins -- proteins that can't move or change shape -- since the 1980s. These proteins were first used in commercial products like cleaning solutions. More recently, they've been employed to produce blockbuster medicines like artificial insulin, GLP-1 weight-loss drugs, and antibody treatments for cancer and inflammation.




While important, these immovable molecules can't match the potential of proteins that can swivel, twist, and morph in complicated ways and then return to their original shape, said Kortemme, who is also an investigator in the Chan-Zuckerberg BioHub San Francisco.

She said the most important proteins to emulate for medical uses are those that regulate processes like metabolism, cell division, and other basic life functions. These powerful proteins are the targets of nearly 1 in 3 FDA-approved drugs. They facilitate communication within or between cells by changing from one shape into another, and then back again, like an on-off switch.

An overwhelming problem 

Designing such stable yet dynamic forms requires computational power and artificial intelligence that didn't exist until a few years ago.

The challenge was huge, so Kortemme and graduate student Amy Guo began with something small: giving a simple natural protein the ability to move in a new way. Guo then made part of the protein swing so it could bind to calcium, a common way that proteins change shape.

"We wanted to devise a design method that could be applied in lots of situations, so we focused on creating a movable part that does what many natural proteins do," she said. "The hope is that this movement could also be added to static artificial proteins to expand what they can do, too."

Guo's next step was to generate a virtual library of thousands of possible shapes that the protein could take. She picked two stable shapes for the protein: one that could bind calcium and another that couldn't.




Then, she zoomed in on specific areas of the virtual protein to look at how the atoms in it were interacting. The work, which began before the pandemic, accelerated once the artificial intelligence program AlphaFold2 became available. Guo used it to make the movable part twist and capture the calcium, and then untwist to set it free.

The moment of truth came when the researchers tested their model in a computer simulation. They teamed up with Mark Kelly, PhD, a pharmaceutical chemist at UCSF who uses nuclear magnetic resonance to visualize the atoms in a protein.

"I was amazed that the simulations showed it working exactly like we'd expected it to," Guo said. "That really gives me confidence that this was for real, that we really did it."

In the medical realm, movable engineered proteins could be used in biosensors that change shape in response to signals of disease, triggering an alert. Or they could be used as medicinal proteins that are tailored to work with a person's unique body chemistry.

Shapeshifting proteins also could be designed to break down plastics or help plants resist climate-related stresses like drought or pests. They could even be used to make metal that can repair itself when it cracks.

"The possibilities are truly endless," Guo said.
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Scientists have figured out how extinct giant ground sloths got so big and where it all went wrong | ScienceDaily
Most of us are familiar sloths, the bear-like animals that hang from trees, live life in the slow lane, take a month to digest a meal and poop just once a week. Their closest living relatives are anteaters and armadillos, and if that seems like an odd pairing, there's a reason why. Today, there are only two sloth species, but historically, there were dozens of them, including one with a bottle-nosed snout that ate ants and another that likely resembled the ancestors of modern armadillos.


						
Most of these extinct sloths also didn't live in trees, because they were too big. The largest sloths, in the genus Megatherium, were about the size of Asian bull elephants and weighed roughly 8,000 pounds.

"They looked like grizzly bears but five times larger," said Rachel Narducci, collection manager of vertebrate paleontology at the Florida Museum of Natural History.

Narducci is co-author of a new study published in the journal Science in which scientists analyzed ancient DNA and compared more than 400 fossils from 17 natural history museums to figure out how and why extinct sloths got so big.

Ground sloths varied widely in size, from the truly massive Megatherium -- which could rip foliage off the tops of trees with its prehensile tongue and acted as a sort of ecological stand in for giraffes -- to the modestly chunky Shasta ground sloth that terrorized cacti in the desert southwest of North America.

The same cannot be said for sloths that developed an affinity for tree climbing. Those that lived entirely in the canopy were and are uniformly small, with an average weight of 14 pounds, while those that spent part of their time on the ground averaged about 174 pounds.

You don't have to be a scientist to puzzle out why trees enforce a strict weight limit. It's the same reason why modern tree sloths have a strange elastic quality to them: Branches break when put under too much strain, and sloths are not generally known for their ability to swiftly avert sudden disaster. Tree sloths have reportedly survived falls of up to 100 feet. However, given that falls from even moderate heights can cause severe damage and some trees in the Amazon Rainforest top out at just under 300 feet, it makes evolutionary sense to be as small as possible when going out on a limb.




What's less clear is why some ground sloths grew to such excessive sizes while others seemed content with being merely large. There may have been several reasons, which is why it's been so hard for scientists to answer the question with confidence.

Larger sizes might have been advantageous for finding food or avoiding predators, for example. Ground sloths had a special fondness for caves, and their size undoubtedly played a role in their ability to find and make shelters. The moderately sized Shasta ground sloth favorited small, natural caves bored by wind and water into the cliffsides of the Grand Canyon, like the alveoli of a gigantic, geologic lung. These also doubled as convenient latrines; in 1936, paleontologists discovered a mound of fossilized sloth poop, bat guano and packrat middens more than 20 feet thick in Rampart Cave, near Lake Mead.

Larger sloths weren't restricted to pre-existing caves. Using claws that are among the largest of any known mammal, living or extinct, they could carve their own from bare earth and rock. Many of the caves they left behind are still around with claw-mark decor along the interior walls, evidence of their ancient nesting excavations.

Other factors that may have contributed to their size discrepancy include climate, the degree of relatedness among sloth species and metabolic rates. The ability to accurately discriminate between these several possibilities required a substantial amount and various types of data.

The authors combined information about the shape of fossils with DNA from living and extinct species to create a sloth tree of life that traced the sloth lineage all the way back to their origin more than 35 million years ago. With this scaffold in place, they added results gleaned from decades of research about where sloths lived, what they ate and whether they were climbers or walkers. Because the authors were specifically interested in the evolution of size, they collected data for the final analytical ingredient by measuring hundreds of museum fossils, which they used to estimate sloth weight.

This is where the Florida Museum played a special role. "We have the largest collection of North American and Caribbean-island sloths in the world," Narducci said. She carefully took several measurements of 117 limb bones and shared the numbers with her colleagues.




The authors mixed all this information together, computationally stirred it and got back a fully baked answer.

The result: Size differences among sloths has been primarily influenced by the types of habitats they lived in and, by extension, climate change.

"Including all of these factors and running them through evolutionary models with multiple different scenarios was a major undertaking that had not been done before," Narducci said.

The sloth dynasty coincided with significant, life-altering changes in Earth's climate. The oldest thing that scientists can reasonably consider to be a sloth is called Pseudoglyptodon, which lived 37 million years ago in Argentina. Analyses from the study indicate the earliest sloths would have likely been small ground dwellers, about the size of a great Dane. At various points throughout their evolutionary history, sloths adopted a semi-arboreal lifestyle. Not all of them stayed in the trees, however. The largest sloths, including Megatherium and Mylodon,likely evolved from a tree-adapted sloth that ultimately decided to stay firmly planted on the ground.

Against this background of indecisive climbers and walkers, the size of sloths hardly changed at all for about 20 million years, irrespective of their preferred method of locomotion. Then something earth-shattering occurred.

A giant wound opened up between modern-day Washington state and Idaho down through parts of Oregon and Nevada, and magma boiled out of it. This left a nearly 600,000 cubic mile scab over the Pacific Northwest. It's still visible in some places along the Columbia River, where millions of years of running water have cut through and polished a colonnade of basalt. These rock pillars have a distinct hexagonal shape caused by the way in which the magma hardened and cracked as it cooled. The volcanic event that made them was a slow burn that lasted roughly 750,000 years and aligned with a period of global warming called the Mid-Miocene Climatic Optimum. The greenhouse gasses emitted by the volcanic eruption are currently considered the likeliest cause of the warming.

Sloths responded by getting smaller. This may be because warmer temperatures brought increased precipitation, which allowed forests to expand, thereby creating more habitat for smaller sloths. Size reduction is also a common way for animals to deal with heat stress and has been documented in the fossil record on several different occasions.

The world remained warm for about a million years after the volcano fell silent. Then, the planet resumed a longstanding pattern of cooling that has continued in fits and starts to the present. Sloths reversed course too. The more temperatures fell, the bulkier they became.

Arboreal and semi-arboreal sloths had the obvious limitation of having to live near trees, but ground sloths lived just about anywhere their feet would take them. They climbed the Andes Mountains, fanned out through open savannahs, migrated into the deserts and deciduous forests of North America and made a home for themselves in the boreal forests of Canada and Alaska. There were even sloths adapted to marine environments. Thalassocnus lived in the arid strip of land between the Andes and the Pacific. They survived in this harsh region by foraging for food in the ocean.

"They developed adaptations similar to those of manatees," Narducci said. "They had dense ribs to help with buoyancy and longer snouts for eating seagrass."

These varied environments presented unique challenges that ground sloths met, in part, by beefing up. "This would've allowed them to conserve energy and water and travel more efficiently across habitats with limited resources," Narducci said. "And if you're in an open grassland, you need protection, and being bigger provides some of that. Some ground sloths also had little pebble-like osteoderms embedded in their skin," Narducci said, referencing the bony plating that sloths had in common with their armadillo relatives, a trait that was also recently discovered in spiny mice.

Equally as important, larger bodies helped sloths contend with cooling climates. They reached their greatest stature during the Pleistocene ice ages, shortly before they disappeared.

"About 15,000 years ago is when you really start to see the drop-off," Narducci said.

There's still debate about what happened to sloths, but given that humans arrived in North America at about the same time sloths went extinct in droves, it's not hard to speculate. Paradoxically, the large size that kept them safe from most predators and insulated from the cold became a liability. Neither fast nor well-defended, ground and semi-arboreal sloths were easy pickings for early humans.

Arboreal sloths watched the carnage unfold below them from the safety of the treetops, but even there, they didn't escape without losses. Long after their ground-dwelling relatives had gone extinct everywhere else, two species of tree sloth in the Caribbean held out until 4,500 years ago. Humans arrived in the Caribbean about the same time that Egyptians were building the pyramids. Caribbean tree sloths went extinct not long after.

Alberto Boscaini, Nestor Toledo Francois Pujos, Eduardo Soto, Sergio Vizcaino and Ignacio Soto of the Consejo Nacional de Investigaciones Cientificas y Tecnicas, Daniel Casali, Susana Bargo of the Universidad Nacional de La Plata, Max Langer of the Universidade de Sao Paulo, Juan L. Cantalapiedra of the Universidad de Alcala, Gerardo De Iuliis of the University of Toronto and Timothy Gaudin of the University of Tennessee at Chattanooga are also co-authors of the study.
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'Selfish' genes called introners proven to be a major source of genetic complexity | ScienceDaily
DNA is the genetic code that provides the biological instructions for every living species, but not every bit of DNA helps the species survive. Some pieces of DNA are more like parasites, along for the ride and their own survival.


						
To translate DNA into proteins, the building blocks of life, many of these selfish DNA elements have to be removed from the genetic code. Doing so enables the body to produce the wide diversity of proteins that allow for complex life, but the process can also lead to health problems, like some kinds of cancer.

University of California, Santa Cruz researchers are studying the ways that these genetic elements hide and make copies of themselves, so they can propagate within a species' DNA, or even hop from one species to an unrelated one in a process called "horizontal gene transfer."

A new study in the journal Proceedings of the National Academy of Sciences proves that a type of genetic element called "introners" are the cause of many of these selfish genes spreading within and between species. It provides evidence for eight instances in which introners have transferred between unrelated species, the first proven examples of this phenomenon.

These results help us understand how genomes evolved to become so complex, and how we might take advantage of that complexity in human health research.

"[Introners are] a way that genome architectures and complexity arise, but not necessarily because there is natural selection that favors this complexity," said Russ Corbett-Detig, senior author on the study and professor of biomolecular engineering at the Baskin School of Engineering. "A few may ultimately benefit the host, but most are just cheaters that found a really good way to hide in the genome."

Investigating introners 

Corbett-Detig and his former undergraduate student Landen Gozashti, now a postdoctoral fellow at UC Berkeley following a stellar Harvard Ph.D., have spent years studying introns, the segments of noncoding DNA that must be removed before proteins can be produced.




They wanted to figure out why these non protein-coding bits of DNA are seen in varying amounts across all animals, plants, fungi, and protists, and how they have managed to so successfully replicate themselves and survive. It's long been a mystery of how all these introns first came to exist within DNA, as most don't seem to serve an evolutionary function.

Scientists are interested in this as a way to further understand genome evolution, but also because introns allow for a crucial process called "alternative splicing." Introns must be spliced out of the DNA sequence to create proteins, but this process can have variation and error, which means that different versions of a protein can be created from the same gene. Ultimately this means that an organism can be more complex, but it also introduces the risk of health problems if splicing breaks a gene. Many researchers, including those at the UC Santa Cruz Genomics Institute, are studying how alternative splicing can be studied to better understand genetic disease. This research enhances the basic science of that health-related work.

In this study, the researchers have proven that introners are one of the main ways that new introns appear with a species' DNA. Introners are a kind of transposable element, a "jumping gene" that can move from part of a genome to another, that have found a way to successfully make copies of introns throughout a genome. The team's past work has suggested this, but their advanced methods of searching the DNA of a wide range of species has now allowed them to definitively confirm their hypothesis.

The researchers searched for introners in the DNA of thousands of species, something only recently made possible due to ongoing coordinated efforts to sequence a wide range of biodiversity and make the data publicly available, like the Earth BioGenome Project and the Sanger Tree of Life.

They found evidence for 1,093 families of introners among the 8,716 genomes they analyzed, suggesting that there are many kinds of introners out there capable of spreading introns through the genomes of various species.

"Because transposons are insanely diverse and present in basically every eukaryote, it implies that this really can be a very general way that new introns arise in different lineages," Corbett-Detig said.




These introners most commonly appeared in species of algae, fungi, and diverse single-celled eukaryotes, with an example found in a sea urchin and a tunicate, a tubular marine invertebrate.

Transfer between species 

Among the many genomes they analyzed, the researchers found the first direct evidence for horizontal gene transfer of introners. They found eight examples of an introner hopping out of the genome of one species and settling into the genome of another unrelated species that mating could not explain.

In one case, the researchers found horizontal gene transfer between two species so unrelated that their last common ancestor was 1.6 billion years ago. In looking at the genomes of the two species -- a sea sponge and a marine protist called a dinoflagellate -- they found evidence that around 40 million years ago, an introner jumped from one of these species to the other.

The researchers hypothesize that the introners could be hitching a ride on giant viruses in order to transfer between species.

"That virus itself is a selfish element as well, so this is like a selfish element shuttling around on another selfish element," Corbett-Detig said.

Although eight examples of horizontal gene transfer may not seem like many, the researchers believe there would be many more if they kept looking within the 8.74 million species of eukaryotes that exist.

"Given how little of eukaryotic diversity we've sampled, I promise you that if we sampled the rest of them, we'd find many more," Corbett-Detig said.
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